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SUMMARY

CHORUS is an arcﬁitecturg for distributed_s}stems)-designed
for a tLtarge class of'machiné§ and applications. The CHORUS
architecture is built with a,smail set of - powerfut conceptsa. It
is a solid and sound basis fof building distributéd applicationses

for learning distribution as well as for new researches and
experiments.

CHORUS brihgs a new  apprach' to distribution where
communications piay a key-role : expressed in the design of a
distributed application, they drive the proceﬁs execution and
induce 5ynchronization.. More, = they render distribution

transparent at run—-time 2 all communications are uniform whatever

be the entities which commuhicate and whatever be their respective

‘locationse.

That communication is acheived by the means of messages

exchanged through ports which constitute the togical communication

interface. Communicatibn is integrated an 'fbe nucleus of the

_underlying operating system.

The paper presents 1in de;ail the CHORUS architecture and its
operating system. Some aspects of CHORUS  are then analyied more
deeply and discusseda. fihal(y'- a simple example and two

jmplementations jltustrate various aspects of the architecture.



RESUME

'CHORUS est uhe architecture de syst®me réparti conaue pour

une grande'variété de machines et .d’applipations-' Batie autour

d*un petit ensemble de concepts simples et puissantss CHORUS est

une base solide et saine pour le développement d*applications

réparties, L®apprentissage de La répartition et La recherche.
CHORUS propose une approche originale de 1la rdpartition ol

les communications jouent un rdle fondamental 2 exprim@es des la .

conception de- t*applications, elles structurent {*exécution des

processus et en déterminent La synchronisation. pe plus, elles

rendent La rtpartition transparente L'exbcution 3 atodteﬁ les

communications sont uniformes quelles que soient les entitds qui

communiquent et quelles que soient leurs Ltocalisations

respectives.,

‘Cette communication est réalisée au moyen de messages

&changds entre des.poftes qui constituent une interface logique de

communication, Elle est intégrée- au coeur du systeme

d'exploitation sous—~jacent ¥ L'architecture.
Cet article présente en détail t*architecture CHORUS et son

systéme exécutifa . Ll analyse ef justifie les choix effectués. Un

exemple  simple et deux implantations illustrent cette

architecture.
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Introduction

1/ lptreduction

C4ORUS ([Banino 801, [Zimmermann 811, [Guillemont 82al) is an

architecture for distributed systems. It has been designed for a
wide variety of machines and networks and for a Llarge class of
applications : proceés.controto mail systemss, office automation.,

telecommunication' etCawe It includes a basic methodology for

designing distributed applications, 3 siructure fof executing them
and the (operating) system supporting this execution.

The CHORUS project was launched at INRIA ip 1979« Thi$ paper .
is an overview of ICHORUS) five _years after its initjation H
results and perspéctives. Tﬁe first two sections present the
CHORUS architgct&re 1and' the underlying ﬁystem: discussion and
‘ justifi¢ations of CHORUS'_choices may be found fn‘ section &7
section"Sf'illustrateﬁ-w%th an- example the 'various ‘aspects of

CHORUS: finally., section 6 deals with two implementations of

CHORUS.

2/ Ihe_CHORUS_distributed architectuce

In CHORUS; a distributgd system spreads over a set of
interconnected sites (local systems). On eaqh'sitg; processfng is
per formed by active entitie;-called actors; the conéépt of actor
js an adaptation of ihe traditional concept of sequential process
for. thé aim of distributea and secure systems,. An actor may
create and destroy’ dther_aétors on its own site and on.di§tant
sites 55 well; it may ;ommﬁnicate'uifh other (loﬁal or distént)
actors bf means of mgﬁsagg} exchanged through_ pg;;ﬁf Actorse.

ports and messages may be created and detroyed dynamically.
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07 each site the C(HORUS operating system sypports and
controls the operation of actor; and provides actors with system

Seryigcese. On each site the CHORUS system includes a local kecnel

and a set of\system actors,

E

ol |

Kernel

on o= W e - o e

Site

X Meésage

() port

Kernel

figure 2.1 H Overview of the CHORUS architecture

Section 2.1 introduces the background choices in the defini-
tion of the CHORUS architecture, while a more detailed presenta-

tion of this - architecture can be found in sections 2.2 through
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2.1/ Eaundations

The definition of the CHORUS architecture derives largely
from four "foundation-stones®” introduced hereafter and respective-

ly related to :

{a) Structuring execution of distributed abplications
(b) Structuring execution of actors
-{¢) Unifying communications

(d) Standardizing access protocols

'2.1.1/ Strusturing_execution.of distcibuted aoplications

pDistributed processing has often been modeled by

communicating processes i.e. by traditional processes performing

tocal I/O operations in_drder to . send ahd receive the messages
they wish to exchange. This process view of distribution through

local operations makes it often difficult to describe protocols,

since these are primarily concerned with the exchange of messages

(i.e.  distributed operations), rather than with individual local

send and receive operations.

CHORUS takes the view that processing and communication play

syﬁhetrical, though complementaf}: roles = _the operation of a
distributed applicatjon,consists of ggmﬁunﬁ;a&ign,ilgni (message
transfer) and processing._steps (méssage processing) which trigger
each other (éee figure 2-2); one ﬁay thus <consider that
processing drives cémmunication (traditional déta—processing view)
or that communiéationvdrives processing (traditional protocols

viewle Depénding on the problém }o solves, one view or the'other

or " a combination ~of both will be best adapted to organize and
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describe distributed activities.

S -
< = X

| O@mmuﬁcatﬂ11' l _ =<
EEE;J '\ step ,' | ‘ ”;S;]Eéz

Processing step

figure 2.2 3 Execution of a distributed application

2.7, 2/. Structucing._execution_opf_actacs

A DCQ;:S&ing:SIﬁD is the elementary quantum of processing.

actor 2 it is triggered by the receipt of one

pefformed by an

message and results in the transmission of n other messages

(n>=0),
An actor is the most elementary processing entity considered

in CHORUS. It is pdrely locals i.e. entirely - code and daté -

on one site., It is purely sequential., i.€e within an actor, as

illustred in figure 2.3, there is no interweaving of
processing-steps; messages received are processed one by one; each

message received triggers one processing-step and only the receipt

‘of a message may trigger a proceésjng—step-
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Messége' ‘ Message

Messaje
- . 1 . 1
I : 1 : ' i
v Processing . vV . Processing ' v
- ——— - - —— - ———— . e 1 e e e : ———pte .m =
step 1 1 step I 1
| | 1 14
v V vVVvVy
-Messages Mess ages

figure 2.3 é Operation of an actor

2.1.3/ Upnifying_communications

vAll-comMUnicétions among actors take the form of an exchange
of méssages.:-A messaée'is sent from one port of the sending actor
-'fhé source port - ohto'one (or séveral) bort(s) of the receiving
actbf(s) - fhe aestinétion‘poft(s). Communications between an
actor aqd the :system a;éo take the form of exchangés of messageﬁ'
bet ween portﬁ. The basic communication service provided by the
CHORUS system 1is of the connectionless type [ISO 821; it s

location independent, i.e."locai and remote communications .l ook

the same to actors exchanging messages. In the following, a

message will be represented by the triplet

Source port, Destination port{s), [Text of the meésage]
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2.1.4/ Standacdizing-access.protocols

In order to access to a service a user actor must communicate
with the provider of that service. .In CHORUS, this communication

takes the form . of an exchange of messages between user and

provider according to a seryice_access protocol.

The ,mqst common type of service access protocol is the
"Request-Response” type, illustrated in figure 2.4, in which
- the service reqdest is sent iﬁ a message from port Pa of‘the
Usef‘ fequesting the service onto port Ps representing the
provider of the service, A
- the service response is sent back in a message from port Ps onto

port Pa.

Request : Pa, Ps, [Request parameters]

ResponseA: Pss, Pae fResponse par ameters]

Request message
- Pa /’—‘—\
| ><]

Response message

figure 2.4 : Request-Response exchange with a service -

Another type of basic service access protocol is the "Order"
type, illustrated in figure 2.5, in which
— the service order is simply sent from port Pa of the user

ordering the service onto port PS representing the provider of
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the servicer,

~ no answer needs ‘to come back from the server.

Order ¢ Pa, Ps, [Order parameters]

Order message
Ps

O

figure 2.5 : Order to a service

Both .thé. Request~Response and the Order type of seryice
access protocols are extensively wused in CHORUS for access to

system servicess

2.2/ Intecpal_gperatign.of_ap_actor

Each actor performs a'sequence of message processingqsteps.

Each processing-step i; preceeded by two operatiqns s

{a) avselgnljgn (performed by the system) uhich détermine§ which
.message is to be processed next by the actor, and

fbi'a switsh (perfbrmed by thé system) which detérmineﬁ,which

piece - of code in the actor is to be executed in this

brdcessing-step;
These three elementary phases of operation of actors.(selec-

tiones swigch"processing—step).are described in more detail in the

fol lowing subsections 2.2.1 td 24203



8 THE CHORUS DISTRIBUTED ARCHITECTURE

2.2.1/ Selection_secyice

Messages received by an actos are queued'at their respective
destination ports. At a given instant, several messages may be

queued at one. or several ports of an actor. A selection

(performed by the System) makes it possible to decides, at the end
of each processing-step, which messége is to be processed by the
actor during the next processing-step.

This selection may be dynamically parameterized by the actor

ca[ling upon a system service by sending to it the order message

Qrder_tQ _the _servige_ x

Port., Selects L[list of (Sénding porte Receiving

port)]

= Port isA th? name of -a port of the actor used to
send the order.,

- Select designates the port representing the selec?
tion service.

- Sending port is the name of a port.

- Receiving port s the.name of a port of the actor

on which the selection applies.

‘Effect : messages received onto one . of the
"Receiving port"™ in thé list and coming from the
correspohding. “Séndihg .port" are candidate for
selections, i.e. for being processed by.the actor at
the next processihg—step H each coqple (Sending

port, Receiving port) constitutes a kind of filter
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to select the next message to be processed, and alt

these filters operate in parallel,

Canigntinns': the couple fAll; Receivfng -poft)‘jn
the list means that thebactor'is ready to accept any
message received onto "Receiving ~bort" while the
‘couple (Alls, ALL) 'means_accgptance. of 6ny message

received onto any of its ports.

Note 2 this service has an access protocbl of the

Order type, i.e. does not return an answer. It
simply records parameters for the selettion; 1f
there is an error in the order message, the wrong

.couple is not regisfred: if altl couples are wrong»

the selection list is taken as (All, All).'

;fT several'messages fulfill the selection conditions (i.e.
pass each through one of the filtérs), tﬁe selection.servﬁce.takeﬁ
into account the.prioritjes of ports (see section 2.3;4) and
selects the megsage received onto the poft with thé highest .
priority. Finally., if>§¢verél:messages fulfill these two condi-
tions, the selection service selept§ the message which was

received first.

The seleétion condiiions remain unchanged until a new selec-
Eion order is passed fo the system, For the sake of simplicity.,
each Selectidﬂ ordef redefines the whole of the selection condi-
tioﬁs {there is no order for part;al mﬁdificatioﬁ). Finally, the

jnitial value of the selection conditions is (All. ALL).
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2,2.2/ Suitch_segfyice

The code to be executed in a processing—step is designatéd by
an gpntry-point in the. actor®'s code; each actor can define several

entry-points which correspond to the various processing-steps it

may execute. A sWitgh (performed by the system) makes it possible
to determine which entry-point is to be entered to process the
message which has just been selected by the selection service.

This switch may be dynamically barameterized by the actor

calling upon a system service by sending to it the order message

chgc_xn-lhg_sgniisg;;

Port, Switchs, L[Entry-point]

-

- Port is the name of a port of the actor‘to which

- the switch order applies.
- Switch deﬁignates the port representing the switch

service,

- Entry-point designates an. . entry—-point in the

actor®®s code.

Effect ¢ a message received onto "Port"” and subse-
quently selected by the selection procedure will
trigger the execution of a processing-step starting

at "Entry-point”.

Each sUch switch order modifies only the designation of the

entry-point associated with “"Port", white the designation of the

entry-points associated with the other borts of the actor (if any)

remain unchanged.
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The initial value of the switch parameters is the as;ociation

(Umbilical port, Initial entry-point) (see section 2.4)a

2.2.3/ pProcessing=step

When a  message has been selected and switcheds the

pr0cessing-stép is started in the actor. During the,execution of
a procgssing-stepa the actor has access to the message which
triggered the processing-step and only to this messages it has

also access to its internal dataa T he processing-step'ends with

the execution of a RETURN primitive which triggers the transmis-

sion of all messages prepared by “the actor during the
processing—step.
The programming of a processing-step may therefore be

represented:as follows 2

ENTRY‘POINT.G;
{processing of the message)
RETURN (Ps1, Pdl, [Text 137

.Psns, Pdn, L[Text nld;

figure 2.6 : Programming a processing-step

The "Psis Pdi, CText i]" are thé messages sent _when>thé

processing-step ends; Psi are ports of the actor.
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Note : ali examples in this paper will use this schenmatic
representation of processing-steps which 1is ihtended only to be
illustrative, The ques tion of a brogramming lénguage for actors

is discussed in section 4,6,
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"figure 2.7 z Operation of an actor
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2.3/ Comaunigatiop._segcyiges

An actor may communicate with its outside world (i.e. oOther
actors and the system) Sylsendjﬁg and réceiving pmessages through
Rorts. The corresponding message transfer service and the
éssociéted time-out service are described in sections 2.3.1 and
2+322.

In order to be used for sending.or receiving messages, a porp
must firstl exist, and 'seCQﬁd‘be .opén and .lihked to an actor.
_System §ervices' are avéilable for the management of ports. Port
creation and port déstruction services are described in section

2e3.3, while port opening and <closing services are dgscribed in

;ection Celalin

2.3.1/ Ibe_message_transfer_seryice

Thé message transferl service allows actors to send and
receive messages through ports.. The Samé port may be used both
for sending and receiving meséages H ports are bidirectionnal.
Messages are transfered from one source port to one (or more)
destination ports(s) along with the indication of the names of

both saurce and destination ports.

The messagé transfer service makes distribution transparent
to actors fn thé ﬁense that they need not know where ,(i.e; on
which sfté) their corrgspondents are located; they only need to
know the names "of their correspondents® ports and refer to thése
when sgnding messages; the me§sage transfer service itself will
find.the site where each‘destiﬁatiohvpoft resides and tfansfer the

message onto that site (see section 3.6).
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Thfs basic communication fécility s a real~-time
éonnectionless facility. No connection‘needs“tq be established
'_prio} to' sending'orA receiving meﬁsages and suécessive message
transfers are.considered {(by the service) as independent opera-
tions. ‘Messages are transfered as fast as pdssible:»if a messagé
cannot be delivered within a given delay'_tﬁe service will drop
it, Finally, there is nozfeport béék.from the serVice_to indic§te
the.reéult, success or failure, of the message tfansfér operatioﬁ;

Four points are worth being noted about tﬁis realrtimé
connectionless service : | |
(a) The real-time, non blocking properties of this service are

essential ih.feal-time applicatibns. |

" (b) More sophiﬁticated types of communication facilities such as
the OSI transpoft gonnections 1s0 821 or the sateltite bulk
transfér facility of NAD;R EGraﬁgé 823 and many others, can be
built on top of the CHORUS basic message transfer sefvice.

(¢) Loéal message transfefp if properly handled, is as reliable aS
traditional program—to-program cOmmunicatibns (thrbugh proce~
dure calls, system fal{s or queues). |

(d) CHORUS offers a built-in time-out serQice _uhich is the basis

for detecting the non—arrival of messages (see section 2.3.2).

Contrafy»to all other serviées: and for obvious rea%ons,.the
meséage transfer service isnnot invbkéd by.sgnding a message to
ite As mentionned in sectioﬁ 2.2.3, it i; inyoked implicitely at
the end of each.'processing-step when the  RETURN primitive is
gxe;uted. At that time, all ﬁessages mentionned in the RETURN_
priﬁitiVe are taken into account by fhe message transfer service,

Each.message'contains'the following informations :
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Source port, Destination port{s), U[Text of the

messagel

- Source port is the name of a port (of the sending
actor) through which the message is sent.
- Destination port is the name of a port towards

which the message should be transfered.

The validity of messages to be sent and received through a
-given port can be checked by send and receive control procedures

(see section 2.5).

The internal functioning of the message transfer service is

discussed further in section 3.6.

2.3.2/ The_time-gut_seryice

Since a processfng-step may be trigge}ed,only by the recefpt
of a hessagg' an actor might be blocked, waiting fot a2 message
'uhich will never come (for instanée because the eipected sender of
thé message has failed or because the transmission of the message
was not possible). In order fo avoid such possible deadlocks., én
actof can enable a fime-out_on a "liaison” (i.e. a couplé
 "Sénding portﬁo‘ "Receiving port"”) by $ending an order message toO

the time-out service
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Qrder_to_the_secvice._2

Port, Time_Out, {Sending potfi Receiving. port,

Delayl

.-'Port.is the name of a po?t of tﬁe actof.'

- Timé_Oyt designates "the ‘porf representing the
time-dut'servfce. | |

- Sending port is the name of a porg.

- Receiviﬁg port is the name ofva‘poft ¢f the actor.

~ pelay is a delay.

Effect :

- if no méssagé sent by "Sending port"” has been
received onto "Rpeceiving port”™ when "Delay”™ has
elapseds the system generates the diagnosis message

- Caccording to the Request—Reply protocol)
Time-Out) Port, [Sending port., Receiving port]

This diagnosis message, as any message, will trigger
a processingfstep in thé actor. This message is
"filtered” by the selection service as a message

sent by "Sending port* and received onto "Receiving

port".

- if a message sent by “sending port" is received -

"onto "Receiving port“ before ™Delay” has'elapseda

‘the time-out is disabled.

Looyentions the convention

[All, Receiving Port, Delayl™ allows an actor to

“port, Time_Outs,

17
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enable a time-out which is disabled by any message

received onto "Receiving port”.

Nate = several time-outs with different "“Sending

port” may be enabled simultaneously on the same

port.

In. other words, this mechanism watches over the,"liaiﬁon“
("Sending port”, "Receiving port”) ands in case of error., a

diagnosis message is received onto "Port™.

'2.3.3/ Port_gceation_and_destrcuction_secviges

Ports 'are created from madels_of_port which contain in
particular the . send and receive control procedures to Ee
éssociated uifh the port (see secfion 2.5). Sevéral ports ﬁay be
created from the same model of port. At.the time of its creation,
a port'lis given a wunique global name which will be used

subsequently to refer to it

. An actor may request the creation of a port calling upon the

port creation service by Sending to it the request message



-Ports Create_Port, [Model, Name, Initial parametgré]_

Co

'calling,

request

The CHORUS distributed architecture

Reguest_to_the sercvige .z

- Port is a port §f the actor.

"“Create_Porf designates the port répresenting tﬁe
port creation service. | |

- Model is the name of the model of port which
describes the por: to be created.. | |
--Name is tﬁe unigque Qlobal naﬁe of the port to be
creéted: if this parametef' is not pfesento'the_port
is given a new unique global name chodsen by tﬁe
systém. |
-'Initial.barameters ‘are used for initializing the

control procedures associated with the port.

Response _from the secyice 2

19

CreatE_?Orff Port .« Eoiagnoéis, Name of the created

port]

nversely, the destruction of a .port may be requested by

upon the port destruction service by sending to

message

- Bequest_to_the service_z

Port, Destroy_Ports, L[Name]

- Name is»the name of the bort to be destroyed.

Bespopse_from the secvice 2

Destroy_Port, Port, [Diagnosis]

it the



20 ' * THE CHORUS DISTRIBUTED ARCHI?ECTURE

Note_ 2 in order to be destroyedsr a  port must be closed (see

section 2.3.4); otherwise, the destruction is rejected.

Creation and desteruction of ports are controlled by

port—creation and port-destruction control procedures {(see section

2.5) associated with the port.

2.3.4/ Port.opening_and.closing_secyices

Befoie Qsing a port (eithgr to receive or to send messages or
both), an a;tor must opeﬁ that ports thelopéﬁ operation.is similar
to linkingvghe ﬁort to the actor. When the actor does not need.to
use tﬁe port any longer; it closes it fi.é.’ it funiinks" it)e A
port may be tinked to only one actor at a timesr, but the same port
'may successively.be l%nked to different actors.

Message; sent onto a port uhi;h‘is not opened (i.e.' which is

not ""linked” to any actor) are lost.

An actor may request the opening of a port calling upon the

pbrt,opening'seryice by sending to it the request message

Beguest_to_the_service z

Port:}Opén_Port; [Name, Priority)

- Name is the name of the port to be opened.
= Priority 1is the priority allocated to this port
and used “for the scheduling of actors (see section

3.1.1).

Besponse _from_ the_seryice_z

Open_Ports, Port, [Diagnosis]
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The opening of a port s controlled by an open control

procedure (see section 2.5). This control 'may be wused, for

"instances, to prevent an actor from opening a port representing a

service it ‘is not entitled to offer.

Converselys, an actor may request a port to be'closeq’ calting_

upon the port closing'séfvice by sending to it the request message

Reguest_to_the service_:

" Port., Close_Poft; [Name]

- Name is the name of the poft to be closed, which

must be currently Llinked to the actor issuing the

reguest.

‘Besponse_from.the _service.:

Close_Port., Port'.EDiagnosisJ

an actor may close only the ports it has sutcesfuliy opened

the ports‘which are "linked" to it).

‘There is no close control procedure since any actor may close

‘any of the ports attached to it (i.e. it has opened and not yet

closed) except for its “"umbilical” port (see section 2.4).
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2.4/ Actors.creation_and_destrugctign _secyices

An actor is created from a mgﬂgl.gi_ggggrAuhich contains in
particular its -code and daté (see'section 2.6). Several actors
may be créated from the same model qf actbr. | | |

An actof is created with an "umbilical” port on which it
receives its jipitial_message’; the wumbilical port is aufomatica{ly
switched onto‘ an ini;igL_ﬁﬁ;;x;nging; therefores, the initial'

message triggers the execution of the intial step.

An actor hay request the,ﬁreation of other actorss, locally or
on a distant site by caltling upon the actor creation sefvice. An
ra;tor ma} request jtg own terminatiqh or'the destructionvof other
actors by calling ubop the actor destruction service. Request and
Response messages éxéhangéd for the creation -and destr&ction of
actors are analogous to tﬁose used for accessing port creation and

destruction services (see section 2+3.3).

Similarly, creation and destruction of actors are controlled

by .actor-creation and . actor-destruction control procedures (see

section 2.5).
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2.5/ Prategtion

In CHORUS, each actor with its ports is considered to be an
elementary protection domaine. As suggested in sections 2.3 and
2.4+ where various control procedures have been mentionned, CHORUS

permits to control formation of domains as well as interactions

among domainsy conversely' CHORUS does not control the internal

behaviour of .actors during processing-steps.

The protection mechanisms of CHORUS can be divided into two

classes : -

- built=in <controls which enforce architectural «cules and are
automatically performed by the system (such as "a port can be
attached to only one éctor at a time" or "an acto; may send a
méssage only through a port it has opened”, ettf;;).

- control p}ocedures which enforce user defined rules, and fhus

permit to adapt protection to each application or <class of

applications.

Control procedures availéble in  CHORUS are summarized in thé

table of figure 2.8 :
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l-f--g;;;;;-éervzée -—T Cont;sr. 1 Asso;i;ted-uiih I
1 . !'procgdurg L [}
:-;::;:-::;;;;o;' T ; " yes . | model of ‘actor :
| hotor destruction 1 yes 1 acter i
A Port creation 1 yes 1 modet of port 1
| Port destruction 1 yes  1pert . i
| Port opening 1 yes  1pert i
| Port closing 1 me 1T
| Wessage tramsmission | yes 1 port i
:_M;ss;gé ;e:e;;; —f- -T yes o l>;;:: ......... -_-:

figure 2.8 3 Control procedures available in CHORUS

Control procedures are executed by the system on  each site

upon receipt of the corresponding request.

For insténcéo if actor A requests the destructibn of actor B,
- the system exebutes the "actor destruction confrol'procedure“
associated with .é; if the result 1is positive, the destruction
request is considered val-id andl executed; if: the fésu;t is
negativgo the destruction request is considered 5nvalid and not
éxecuted. in every case, ' actor A "receives a diagnosis
corresponding to the result of its requeét-in the response message

coming back from the service.

Alrother important usage of control procedures is the control
of a message transfer; e.g. message "Pa, Pb, [M]” is transfered
from port Pa opened by actor A to port'Pb opened by actor B,

- when the message is transmitted through Pa, the system

executes the "send control procedure”™ associated with Pa; this
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procedure _checks for dinstance that M is consistent with the

specifications of actor A; if the control is negative, the message

is.destroyed and the system may generate a diagnosis message (see

section 3.4).
~ when the message arrives at port Pb, the system executes the

"receive control procedure” associated with Pbs this procedure

thecks for instance that actor B is permitted to process M/ if the

control is negativea the message'is destroyed and‘ the'5y§tém may

generate a diagnosis message (see section 3.4).

These control procedures are user defined and may therefore
be closely adapted to each application; they may also for instance
be <changed (without any éhange in the actors code) when moving

from a debugging phase to .real operationa. In the future, as

experience growss standard control procedures will be made avail-

able to users within system®s libraries.

2.6/ Canstruction_of _an_actor

“As already stated in section 2.4, actors are created from

e

models of actors. - All actors created from the same model have the

same code and identical initial 'data Segmenfs. Initial paraméters

specific to each actor are passed in its initial message.

CH4ORUS permits to define modéls of actors in two steps 3
(a) A distributed application (or part of it) is described as a
set of pmodules communicating througﬁ ports., ngt as actors
Qould do. | |

(b) The distributed application (or part of it) is then configured

by grouping modules into models of actorss each model being
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obtained from one or several modules in addition with control

procedures (see section 2.5).

The groubing of severéf'modules into-one model of acior makes
it possible to reduce the associated overhead (e.g. commﬁnfcation
bet ween moagtes in the same model :of actor can be expedited by
.replacing a‘meSSage transfer by a procedure call). However, this
grduping imposes - that all these modules be executed on the same

machine and be(ong tb the same prqteétion domain,

0f courses a distribhtedvapplicafion can be reconfigured
(e.g. for .reducing overheads or for distributing work Loads or

€tCuew.) without changing its description in terms of modules.

p
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3/'Ihe_c&QBU§-sx§xgm_

As already outlinedr, the CHORUS system which supports the

execution of the CHORUS architecture consists of a kernel (resi-

dent on each site) and system actors (which need.not all be

 present on each site). .This section presents the organization of
the CHORUS system including the managemeht_of interrupts and 1/0s

~which have been integrated within the CHORUS architecture.

3.1/ S:;u;hu:e-ni-xhg;sxsiem
3.1.1/ ILbe_kecnel

On each sites, the kernel' provides basic support for the

opefation of Ltocal actors by perfoiming the fbllouing functions :

— management of‘selectibn}conditions and scheduling of actors.,
~ manajement of switch condi tions.,
- management of time-outs,

‘= Local transfer of messagesa.

In additions, the kernel participates in
- manajement of interrupts (see section 3.2)»

-»reatization of 1/0s (see section 3.3).
The operation of the kernel can be -vieued as a cyclic
"sequence"of three phases 3 selections,  switch and return as

explained below. Note that, due to interrupts and priorities and

to multiprocessings, the kernel may manage several such cycles in

parallel.
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Selectioo.-phase

The kernel selects, as the next Message to be processed, a
mes#ége M queJed af port P éf acfor}A; a;§§rd559.t6 fhe following
criteria i | . 2 '

(a) Actor'A‘muét got be. cgrrentlf executin§ a pro#cssiné-step C(as
thefe_ mﬁst be nb interuesving of processing—steps within an
actor)., -

(b)AMessage M must fulfill the séle#tion condition; defined by
aﬁtor A for port P (see section 2.2.1),

(c) If several ports remain after applyihg c;iterﬁa-(a) _and (b)
‘abovéo select as P one of the ports with the highest priority
(see section 2.3.4),

'{d)41f several messages remai?'selectable at pori P after applying

c};teria (55,'(b) and (c¢) aone, select as M the message'uhich

was received first.

Suitch_phase

When message Ml has been selectgd; 5ctor A beco@és active.
The kernel thén.suitthes message M onto the right entfy-point in A
(according to switch conditions gfven by A }or port P, see section
2.2.2), installs the propef’context and triggers the execution of

the processing-step.
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Beturo_phase

When the processinQ-step ends (with a.RETURN primitive)s, the
kernel e#amines atl méﬁsages transmitted by the actof and

(a) processes thev méssages addressed to one of 1its own ports

(thesé messages correspond to requests of services berformed by

tﬁe kernels, see section 3.1.4).

(b) transfers other messages to lLocal ports (see sectiop 3.6).
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figure 3.1 ¢ Schematic operation of the kernel
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3.1.2/ System_actors

System services which aEe not pérformed by the kernel are

Supported by system actors, in particular :

- creafion and destruction of actors.,

= creations, destruction, opening and closing of ports.»
~ remote communication (seé section 3.6).

- meMpry'manageméntp

- management of names.,

= console manag{ment:

- file management.,

= @tCovae

System actors differ from application actors only by the fact
.that they have(snecific rigths and may have privileged communica-
tions (by messages) with the kernels e.g. to indicate modifica-

tions of local actors or ports (see section 3.1.3) or to request

1/0s (see section 3.3).

3.1.3/ Belatioon_kecrpel_(_system_agctors

In order to per form its functionss,. the kernel needs informa-

tions like names of local actors and portss, associations between

ports and actors, etCa.se These informatioﬁs‘are stored in two

tables :

(a) the table of local actors which contains for each actor : the
naﬁé of fts model, its name, its status; its context of.
execufiono'reference of its portse parametersrfor selection.,

(b).the table of local_openéd ports (and those ports only) which

contains for each port : its names, priority, reference of the
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actor which Hhas opened it, queue of messages received,

time-outs (if any), parameters for switche.

whenfé system actof—ﬁfocesses 4a.service‘requéstc it may have
to Update>the tables of the kernel; for instance, if an actor
requests the opening of port P, the port P must -Be added in the
table of local ‘opened ports. For the . sake‘of modulariti and
protections, system actors do nof'access directly the tabtés of the
kefnel? they réther fransmit to. the kernel a request message like
"port‘ P ‘is opened” causing the  ke}nel to wupdate: its tables
accordinély. Therefore, system actors db not need to know the

st{ucture of the kernel tables.

This <clear separation between the kernel and system actors

has. several advantages :
- the interface to the kernel is clearly specified by the List of
. messages it can receive;

- the format of the tables " in the kernel may change without any

change in system achrs.A

- the code of. systém actors is more machine independent and 1is

therefore easier to transporta.
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3.1.4/ system_intecface

Fo} the sake 6f unifofmityo the systém appears to atfors a§ a
set of ports : the kefnel‘as well as s}stem .actors is viewed as
receiving and sendiﬁg meséages thfough_pbrts., ;The access to any
service follow§ one of the service access prﬁtotol; described fn
Asectioﬁ .2.1.4 (Request-ResponSe or Order)_ whichever éntixy per-

forms fhis service. Thi$ of fers several advantages :

= an actor does not need to kndu. the distribution of serﬁices.
bgtueen tﬁe kernélAand systgm'actors.

= this disffibutioﬁ. of services between the kernel and system
actar§ ﬁay be_changed uithqut any chénge in applicatioh actorsa

- some.;yétem actors may be remote‘uithout’this Sefng visible to
user actors since the communication service is site indepen?
deﬁf. (The only -constréint is thafA system - actors which

‘traasmit information to the kernel must be on thg same site as

the kernet.)

~ For. instance, in the current‘imptémentation of CHORUS;"the
ports of the kernel are the following : Seleqt',Switch} Time_Ouf
(see sections 2.2.1+ 2.2.2 and 2.3.2) ‘and some others for
‘communication with system‘actors.. : | |
Other ports., like Créate_Port, Destroy;Port,v Open_Port,

. etCeee (5ee section 2.3) are ports of system actors,

On each site., 'fhe minimum systém consists of a‘kernel and a
shalt set of system actors 2
'~ an "actor manager”, |
- a “ﬁort ﬁanagérﬁo

- a "transport station”,
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- a "console manager™ on sites which have a. console,

- a "file manager®.

Other system actors may be remote.

Application

-actor

figure 3.2 ﬁ System interface

3.2/ Ioterrupts

Interrupts do not activate actor$ directly :“this would not
"ful fill: within the generai scheme of operation of aﬁ actor where
~only a méssage may trigger alprocessing-step. Interrupts are seen
by actors as inté}rupt4messages sent by interrupt-port§ according

to the following scheme :

A system actor IMA (Interrupt Manager Actor) opens one port
Pi  for each interrupt-levet 1i; the port Pi  represents the

interrupt mechanism i for other actorsa. when an actor A needs to
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receive interrupt-messages corresponding to interrupts of tevel i,

it sends 'a request-message onto Pi g
Par. Pi, [association with the interrupt-levell

The actor IMA receives this message and checks the validity of the

request : if the contfol is positive, IMA transmits to the kernel

the triplet (i, Pi, Pa) :

" Pss Pks [i, Pi, Pal
The kernel keeps this’ triplet in a table and enables
interrupt-level i,

When interrupt i arisess, the kernel receives it and generates

an interrupt-message
Pi, Pas, [Lan interrqpt-has arised]

This message will trigger a processing-steps, exactly as ény other

. message, -
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Intermupt

figure 3.3 = Ihplementation of interrupts

Depending' on reqqirements fof each site, preemption may be
aufﬁoriied or ﬁot. If authorized, when the kernel hés transformed
an interrupt into a message onto port Pa, the current aétive actor
~is suspended _and the proéessing-step associated with port Pa is
started. Preemption allows faster response time for high priority
interrupts and is therefore usually ‘requesied for s}stemS'with
| must however

stringent ‘real-time  constraints. ~ This mechanism

respect two condifions H

1/ the suspeﬁded actor must not be the actor which processes the
interrupt-méssage : there <cannot beA breemption or parallelisnm
between two processing-steps of the same actor., i.e. an actor

cannot be susbended during a processing-step in order to process

another message.
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2/ priorities of processing-steps (through the associated ports)

must be enforced.

3.3/ LaogutslOutouts

Jist as in traditionnal systems, system actors _offer to

~application actors a high tevel interface for device accesses.

~For system actors in charge of handling 1/0s, the physical

devices are seen as ports; the request of an I1/0 is a message sent

onto this port; the end pf'IIO is a message sent from this port.

For instance, a physical device D is represented by a port Pd
{of the kernel). A system actor DMA (Device Manager Actor) in

charge of managing D0 requests an elementary 1/0 on D by sending a

mes sage
Ps., Pds [Request for an 1/01]

This message contains the requested parameters for the I/0 (read"

or writes address. of a buffer, number of bytes, etCuwsde The

kernel recognizes Pd as representing the physical device D and
starts the elementafy I1/0 operations; the end pf I1/0 is signaliled
by an interrupt; transformed (by the kernel) into a message (Seev
section 3.2) | | '

Pde Ps, [End of 1/0]
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Ps
[qupestAOnt/DJ - 1TEnd of 1I/0]

Pd

Kernel
figure 3.4 : Implementation of I/0s

For system actorss the available I/0 operations are the
" operations of the machine itself .2 for instancer, I/0 oOf one
character on an asynchronous lines,: 1/0 of 128 bytes on a floppy

diskl e£CQ--.

This organization.of Ilos-uitl‘altou easier implementation of
CHORUS on: multifprocessor machinés where I/0s aré',achieved by
spécialized processors 3 an I/0 processor may vbe easily adapted
in order to receive and send messages from or onto a port Pd?
indeed, this concerns only the interface §f the I/0 processor and

does not imply that this I/0 processor runs CHORUS.
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3.4/ Eccoc_handling

Various errors may arise during operation of an actor :

=~ error in a service request (incorrect parameter, unauthorized

requests eesls

- error in behaviour (sending an incorrect messages ees)s

- error in an instruction (division by zero, addressing out of

memOrYl' .'.)'.

CHORUS permits actors to attempt recoﬁery from some of these

errors according to the following scheme :

Errors are detected by_systeﬁ actors, by the kernel or by the
machine:Ain the first two <cases, the system actor or the kernel
may seand a diagnosis messége onto a port specified by the actor

which produced the error;, in the last case, the kernel handles the

error and transforms it into a message. In all <cases, actors

receive error reports as messages. The port which receives the

diagnosis message does not need to be a'pdrt of the actor which
produced_the error; for instances, an actor A may debug an actor B

and receive all diagnosis messages associated with B's errors.

However, if an actor does not want to attempt recovery from

errorss, it aill, be destroygd' (in the case of an errore., of

coursele..) with a diagnosis message sent to another actor.
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3.5/ Naping

In. CHORUS., each_entity which ngeds to be designated (actor or
port) is wuniquely identified Qith a glgbgl_némg uhi;h deﬁignates
this entity from wherever in the disfribuxed system; this designa-
.tion is stablé in.spacé and time invthe' sense that a global name
desigﬁates always the same entity wherever be the actor -which uses
:hat name .and'uhenever it does it. This global name is creatéd
for tﬁe' entity and will never be reused to designate énothef
entity.

Global names are obtafned as the _goncatenétion of fhree

fields =2
site | type of name | local unigue name

S "Site" designates the site where the enfity is created;, as
names of sites are all distincts, concatenation of the name of a
site and of a local unique name gives a global unique name. Note
that "site"” desiénates the site'of Creétion of the enfity) not its
site of residence :"the entity may' move from one site to édbther
-uithout changing gts nahe.

"Type of name” hékes it possible .to diStinguish several
classes of entities. For insfance, type of name may be Yseden-
tary®” or "nomadié" : a nomadic entity may migrate from oné‘site
to anotherAwhereas‘ a sedentary one may not (this .attribute is
defined at the ﬁreation of the entity and may not chaﬁge);'this
distinction fécilitates the location of entities (for routing, for
insfance) s a sedentéry entity may: reside»oh(y bn the site given

by its name.
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Basically, all designation mechanisms in CHORUS use global
names : for instance, in .communi;ation:van actor designates both
its ports and dis;aht ports by their gobal names’; ‘a service is
designated by the global name of the port which offers its; if an

actor wants to destroy another actors, it designates it by'its'

globa{ name; €tlues However., for performance - reasonss
accelarators may be built on top of this mechanism, which allow

fasteannd cheaper designation (see section 4.2).

This lLarge scope in the uéagé of global names is tempered by
the profection mechani sms (see section 2.5) 2 an actor may
_reguest any ;ervicé  on any entityo but the séfviﬁg. will be
performed only if the protection me;hahism'authorizes itb(femember

. that communication is also a servicer» requested on ports).

3.6/ Lagal_and_distant_commupication

"The CHORUS system provjdesva cdmmunicatioﬁ ‘service which is
site independent (seé section 2.3.1): sectibn 3.17.1 mentionned
that thevkernel is in charge of local transport of messages.._This
. 'distant*

section presents the complete schemé for Llocal and

transport_éf messages in the basic dat agram mode.

‘Let an. actor A send a message M "Pa, Pbr, [Text of the
messagel”. "~ "The kernel receives thé message at thé'end of the
processing-step of A.  The kernel has a table of Llocal opened

ports (see section 3;1.3) :
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(1) If Pb is found in that tabieq the kernel performs the

local transport of the message : the kernel places M 1in Pb's

{2) Otheruisé_(i.e. - Pb is opened and distant or <c¢losed or
even nonexistant), the kernel places M in Pts's Queue, uhere-Pts
is a "surrogate”™  port for all distanf ports (namely' the port of
the Tfansnort Station Actof - TSA1).knoun' from the kernel. M
aéti?ates. a processing-stép in TSA1. TSA1, app;iés 45 routing
algorithm (described_beléw) ‘in order. to find the site where Pb
resideﬁ:h if thi§ 'algorithm succeeds (i.ea if Pb s openedrv
distant and Llocated on an accessible sste): _TSA1 transmits M
through the communication medium to TSA2, the-Traﬁsport Station
Actor resident on the same site as PbJs if the a(gorithm fails;)

message M is lost. TSA2 sends "Pa, Pb, [Text of the messagel™ and

the local kernel places M in Pb's gueue.

Note that TSA1Areceives M on Pts-which is not the destinat ion
port of M and that fSAZ sends M through Pa.uhich is nof one of it§
own opened DOrf. These two "derogatjohs" are necessary to keep a
“uniforn view of communidatioﬁs: whether Local or remote 3 what ev-
er the respective locations of Pa and Pbs, actor A sends from Pa
onto Pb and actbf B receives also from Pa onté Pb. The kerngl
controls strongly usage of these derogations as it knows TSA to be
the Transport Statioh Actor 3 only this actof is éiloued to use
these derogatfons.

Note also that if Pb is not an .accessfble opened port (i.e.
either ‘closed or nonexistant}ii M is Lost and no diégnqsis is

provided: protocols built on top of the basic datagram facilty
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would recover from this kind of error.

o R AR | 2

+++ local qmmumkﬁtﬂml
——- distant communication

- figure 3.5 : Local and pistant communication

Boutiong . |
| | In the current implemehtation' t he Transport Station Actors
{TSA)'ruﬁ a basic routing mechaniém (describéd'below) _uhich has
.been designed to bg very 'reliébie evenA though not always
obtimized. The goal bf this rdutidg~mechanism is to allow TSAs to
fotpo' the pos#ible Amigrations of ports without manéginé Larée
tables of ports. | . |

Réﬁember that this section describes the roufing algorithm

and transport protocol between the TSAs, not the transport_

protocal between application actors!
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There is one TSA on each site. Each 'TSA manages three
tables 2
- the gtobal names of ali local opened ports (table A).
- global names of disgaﬁt ports Qith their sité of residence
(table B). When a TSA starts its operations this table is
.empfyi update of this table is deséribed‘below-
= the Anetwork addresses of other TSAs‘ (fable C) of a broadcast

address if available.

The fouting mechanism is as follows :

(1) When a TSA receives "Pa, Pb, [Text of the messagel” from
its local kernely, two cases may occur 3
a/ Pb is in table B (see figure 3.6) : TSA sends the message

over the netuwork to the site of residence of Pb and waits for an

acknowledgement.

-~ If TSA receives the acknowledgement, the communication s

complete,

— If TSA does not receive any acknouledgement' it removes Pb from

its table B and goes to case b/ (below).

----- :Pas Pbs [Text of the messagel] ~——--=>

R Acknowledgement ———<w——s—oww-
figure 356 2 The distant transport protocol if Pb is in table B
b/ Pbo is not in table'B (see figure 3.7) 2 TSA interrogates

other TSAs (using table () in order to find out where Pb reéides.

= If one distant TSA® answers positively, TSA sends . the message
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over the network to TSA® and updates its table B.

- If no distant‘TsA' answers positivelyes the message is lost,

TSA TSA®
| =====em————u< Where is Pb? -
Kemmomem e ——— Pb is here -
TSA includes Pb in table B

~~--- Pa, Pb, [Text of the messagel ~—--—- >

{=~e=se====== Acknowledgement —-—=————-——-——

figure 3;? : The complete distant transport protocol

)

(2) When a TSA® feceives “Pa, Pb, [Text of the messagel” from

the network (i.e. from a distant TSA)., two cases may occur 3

a/ Pb is in table A, i.e. Pb is a Local opened port (see figure

to the

-3.6) 2 TSA' sends thé:message tocally and acknowledges it
distant TSA.
b/ Pb is not .in table A (see figure 3.8) : TSA® informs TSA

‘that Pb is no Longer on the Llocal site (with a

vhegative-adknouledgement):‘ TSA removes Pb from +its table B and

goes to case 1-b/ (see above).
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TSA?*

-~ Pas Pb, [Text of the message] =——-—=>

————— ‘Negative-Acknowledgement ——=--—=

removes Pb from table B

TSA"

~mm=——i-== Where is Pb? —=-= >

me-e=—===—= Pb is here =—m==———=———-—o—

includes Pblih table B

~=- Pas Pbs [Text of the messagel] ==—==>

{==w==—=—w=—x . Acknowledgement ————=—===———-

figure 3.8 :

- Nate 1.z
sequentially =

messages.

Note_ 2_ 2
non—reception

message or the

Hate 3.2
;imited size,

15 removed.

The distant transport protocol when Pb has migrated.

messages sent over the network are numbered

i

'sos the receiving TSA may detect duplication of

a TSA uses time-outs in order to detect the
of an acknowledgement .which means the loss of a

failure of . a distant TSA*,

table B (i.e. the table of distant ports) has a

When it is full the least frequently used element
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Nate_4.2 when a new site is created, each TSA updates its
-table C (i,e. the table of the hetuorky adresses of other TSAs).,

‘the nes Site becomes accessible as do all its ports.
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4/ nis;ussign-ni-cBQBus-sbgisgs

This section discusses CHORUS choicess a comparison between
'CHORUS and other distfibuted systémé may be found in

fGuillemont 843,

4.1/ syoshrepization

In'distributed systems., syhchtonization cannot be ensured by
a central unigue authority as in centralized systems. Efficiency'
and robustness imposé distributed synchronization meﬁhanisms based
on the exchange of messages : distributed processing is natur#lty
driveh 'by messageé and exchange of messages .is the 'basic
synchronization tool.

CHORUS proposes aﬁ integrated vieuv of synchonization and
communic§tion which is clearly séparated from brocessing 2 the
sending of a message is ‘asynchronous (iee€a non blocking),lthé'
reéeibt of a,messagé triggefsAa 'proéessing-step. This mechanism

is compatible with distribution (as communication is site indepen-

dent) and introduces the loosest coupling between actors the

érocessing—step which produces the message mﬁst be ended before
t he hessage is emitted and triggers another procéssing—step.

This mechanish favours "asynchronéus programming”, which is
well suited .for diStfibution buf which is not offered by modern
high level ianguages which. rely on the “synchronous procedure
call”. Hohevér( this Last synchronization scheme (proceduré calt)

may easily be built on top of the CHORUS mechanisms, as explained

belowe
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Extecnal_procedute_call

An actor A requests the execution of a procedure {= a
processing-step) 1in an actor B and waits until B completes ite

More precisely;‘ A and:B use the,"Request-ﬁespbnse” protocol (see

figure 4.1) =

- actor A sends "Pa, Pb, LRequest]” and stops.

- actor B processes [Request] and sends "Pb., Pa. [Responsel”,

"= actor A resumes its operation as it receives [Responsel.

A

figure 4.1 ﬁ External procedure call

This synchronization is programmed as follows :
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actor A .actor B

RETURN (Pb, Selects [(Pa, Pb) ]’

Pbs, Switch, [el?

‘."‘);

ENTRY-POINT el1s

RETURN (Pas, Pb, {Requestl’
Pa, Selects, [(Pb, Pa)];

Pa, Switch, [e21):
4f- Pasr Pb., [Request] ——D

ENTRY=-POINT e’

{processing of [Requestl])}

{constitution of [Responsel)

RETURN (Pb, Pa, [Responsel;

v.."‘);
<-=-- Pbs Pas [Responsel] =-—-

ENTRY-POINT e2;

LA X I J

figure 4.2 : Programming the external procedure call
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At the end 6f the_processfné-step el1» A sends the £Requ§stJ

onto Pbtv the selection condition given by A means that only

Messages,seﬁt from_PS onto Pa (ioea [Responsej)‘ﬁay be seie;ted;

the switch‘cpndition ﬁeans that the selected message received onto
Pa must trigger the processing-sfep el.

Therefores this realizes the "external proqedure_cali" H ’A

execuges e1€ requests some processing-step in B (here "e") and

resumes in e2 as the response is received.

Nate : this way of programming wmay be risky as A is
indefinitely blocked if B fails before sending the response
message. In order to avoid that situation, the corfrect

programming of A is

RETURN (Pas Pb, [Requestl:
Pa, Select, L[(Pb, Padl)l?
Pa, Switch, Ieé]: _ ‘
Pa., Time_Out:‘EPb' Delayld;

ENTRY-POINT els

If B fails, the time—out on Pa will trigger A in el.

This particular sequence of code which allows two
processing-steps to 'be Linked seqﬁentially in an actor has been
named EP_CALL (for External Procedure CALL). Actor A may thus be

programmed as follows :
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ENTRY-POINT el

seseea (processing-step e1)

EP_CALL (Pa, Pbs, [Requestl, Delay)’

(processing-step e2)

0f course, this is particularly well suited for programming
actors in Pascal for instance : t he eipression of a call to an
external procedure 4s similar to the expression of a call to an

internal procedure.

4e24 pesigoation
The designation mechanism used ip' CHORUS relies on the usage
of global:nahes (seé section 3;5) This has several adVantages 2
- it 1is feliab(e in the.sénse that there cannot be any misunder-—
standing in the relation global name/entity.
e there is no need of any naﬁe conversion or mapping neither
betdeen actors nor between sites.. |
Here again;.the choice in CHORUS is the most basfc‘and secure
mécﬁanism H cher-mechanismsl faster d? ﬁore specific, may be
bﬁilt .on‘ top of this one (bﬁt not vice versa): ana if these

mechanisms fail, the system must be able to go back to the basic

designation of entities in order to recover.,

Examples of two ofher'desfgnation facilities are given below.
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drceleragtors

This mechanism is intended to be cheaper and féster than the
hsage of global names,' | | »
| An actor may define 19551 names which designates
- its own ports.
- liaisons between its pofts and distanf ports (= couples of

ports).

Local némes arevunderstood only by the actor and the local

kefnel; -They ahcelerate the research of porfs in routing tables.,

controlling and queuing messages. However, messages transported

from one port onto another will be associated with the global

names of their ports.

Fungtionnal_pames_aod_grcoup_names

A system actors, the Name Manager Actor., offers the possibilty

to define two kinds of names [Senay 83] :

- FUNCTIONNAL NAMES (1 among n). Several ports in an'applica~

tion. may offer,équivalent servicess when an actor requests this
servicey' any of these ports may process the reques£ message.
These ports have, in’ additfon to their global name, a common
functionnal name Pf : éccording to the scheme given in section
3.5, . the "type”” of Pf is "functionnat name®. Nﬁen Aan actor
requests the service¢vitvsends its messagé onto Pf; the local TSA
(Transport'Station Actor) receives the messages " locates one port
{possibly locél) with that name and sends the messaée onto that
bﬁort- The Llocation pf'that'port is acheived by using the pfotocol

presented in section 3.6. ¢ the TSA broadcasts the message'EWhere

is Pf?3] and retains only the first answer (which is not registred



54 : THE CHORUS pISTRIBUTED ARCHITECTURE

in its table of distant ports).

ThisvmeChanism is also used when there is exactly one port
pér sife for the same service.and luhen an actor must always
cﬁmmunicatg yith_ the local port (it is the case forvmost systeﬁ
services) : all thesé ports have ‘the same functionnal name and a
meSsage seng fo Pf reaches always the port Pf which resides on the

same site as the sender of the message. This simplifies dynamic

"linking"” between an actor and the system services it uses.

- GROUP ‘NAMES | {n among nl. An acfor may = request “the
broadcasting of a message to.a set of ports. This set of ports
has a group name Pg ¢ fndeedo no. port in the §ystembis named Pg,
Pg iny represents a group of ports_-and'Pg has the structﬁre of a
port name, Aécérding to the scheme given in section 3.5, the
“type" of Pg is "Qroup name". Eaéh’ NMA (Namg Manager Actor)
.manages;a partial list of ports belonging to the group. When an
‘actor sends a message onto Pges the‘local TSA receives the méssage:
it requests from. the Local NMA fhe local list of ports belonging
to Pg and it sends a copy of thé messége to éach port in the list;
sfmultanebusly, it broadcasts the message to éli othér' TSAs and
each TSA sépds also a copy of the message to al{l ports in the
local Llist .of the .Pg Qrpup. - Note that this mechanism is
reﬁurrent : a list of ports belonging to a groub hay contain the

name of a port with a group name,
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Pa,Pbi,[M]

~ - Pa,Pbj,[M]

————3= Pa,Pbk,[M]

——

_ Pa,Pg,[M]

figuré 4.3 G roup name»s;
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4.3/ Protegtion

Distribution éla§e§ stringent limits to the amount of control
possible éf compile-time and cléarlyvreqdests‘additionél controls
‘at run-time. The absencé of  central cont}ol tends to make
distributed systemé more c¢omplex and 4impose robust pfotettion
mechanisms or additionnal encryptidn'in order to restrict'prdpaga-
tion of ‘errors and failures, However, the traditional capability
scheme require§ additionall hardware thch is qualiy not avail-
able, even on'modern computers. This suggests ihat a simple}
scheme mighf be more adequate for simple distributed s}stéms which
have the additional capability of physical isolation,

The brotectioh scheme adopted -fn CHORUS consists in two
Llevels (see.section'Z.S) :
-~ the system controls that the architecture is enforqed (i.e.
mainly controls the relation aétor/port).

- control<proéedures describe other controls for each application.

The first level of protection allows, for instancer, an actor
to base its defence on'a' List of authenticafed. ports which are
authorized to communicate with it:' the actor behiﬁd'a port cannot
change unless the port is_ cldsed and reopened; but this last
sysfem sefvice is controlled by the second level of protection.,

In comﬁunic#tiona the send and receive <control pfoéedures
associated with the'source and destination ports make it possible
to check passwords 1in messages, to encrypt and decrypt messagess

to check types (if they are apparent in messages)., €tCuus

Control procedures are written by wusers : the nature of the

control- may be adapted for each application. This allows for
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instance control procedures and apblication code wuritten by
different teams. It also allows for instance many controls in the
debugging phase of an application and less controles and thUs‘less

overheads, in the operational phase. CHORUS imposes‘only the List

of possible control procedures an& the moments when they are

executed,

4.4/ Begoofiguration

Operation of an actor 1is a sequence of protessing*steps.
During the execution of a processing-step) an actor neither sends

nor receives any message : one - message triggers the

processing-step and messages are sent only at the end of.the‘
processing—stepa. Thereforéo when an actor receives a messages it
can be que that theAAbroc;essing—step which produced that message
has correctly ended; conversely, if a processing-step fails, no
message is sent. H

| Based on that-remarkg a simple reliability mechanism has been
developped (CBanino 821« crgbre'szj) : the basic idea of this
mechanism is that a reliable>service.is per formed >by a couple of
identicél distributed.,actors (the Master and the _Slave): the
Master receives the ﬁequest messages and the élave re;eives a copy
of these messages forwérded by the Master., sor both acfors fECeive
the same request messayess in the same'order, and both execute the
same or:cessing-sfeps; jn parallel: but only one actor (the
Master) gends the résponse'message. Sor both actors §tay always
jdentical and the client of the service.re;eives one'response. Lf

the Master,fails} the SlaQé becomes the Master exactly at the

beginning of the processing—step in which the Master failed :
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indeed, if the Master has failed, it did not send any of the

messages prepared during its last processing—step; as the Slave

becomes the Master at the beginning of that processing-;tepr there
is no lLloss nor duplication of messages from the client®s point.of

view & the new Master has received a copy of the request message

- while if was Slave - and it will send the response as it is now

Master..

Client ' “Master

Request Rammﬁt

IZ

figure 4.4 = Distributed coupled actors

4.5/ Heterogengity

fhe CHORUS architecture is independent of the hardware on
which it is implemented and also independent-of.the communication
mediuﬁ which‘ connects the sites._ The CHORUSnérghitecture relies
on .a kérnel resident on each site which offers a standard
interface, Therefbre CHORUS méy be implemented‘on a wvariety of
machines 3 each machine has a specific kernel and some system

actors have to be adépted too (e.g. the Mémory Manager).

However some remarks are due concerning heterogeneity 3
(1) Communication between different machines must take care

of the internal <coding of messages : order of high and low bits
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in a byte.s order of bytes in a word, number of bytes in an

‘integers etC.e..
(2) A set of CHORUS machines may as well be connected to.a

non CHORUS machine, provided this last machine is seen as a setl of

ports sending and receiving messages. In that case, send and

receive control procedures will be very useful for protection.

For instance., in a multi-processor machine, some processors may

support the. CHORUS architecture whereas others {the 1I/0O
processorss for instance) may not 2 the processors of the second

goup‘may however send and receiVe_mes;ages on ports.

(3) If CHORUS is machine dependent, performance is 6ot H it
is clear, for instance, that broadcasting through an Ethernet-like
network should be more performant. than through é meshed.long-haul
netyork!' In other uords;v the ‘broadcasting_ facilit} may be
avaiiable whatever be the communication medium but the users must

‘be aware that performance depends on the implementation.

4.6/ Saftware_ engipeeriog

Figure 2.6 presented a representétion of a processing-step

close to the operation_of the actor. This representation is too
rigid in order to be taken as a software tool for programming
actors. |

Actual implementations of CHORUS are written in Paséal. In
‘order to write models of acttors in Pascal, CHORUS developped a set

of tools which help programming. These tools are summarized

below 3
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| 1/ a model of actor is described as a Pascal program where
each processing is coded as a procedure. Standard compilers are

used in.order to compile models of actors.

2/ a model of actor defines three standard variables, say

"Source_Port”, "Destination_Port"™ and "Message"” which contain, at
the beginning of each processing—steps 'the description of the
message received; these three variables are overuritten at the

bgginning of each new processing-step.

3/ a model of actor definés fpossibly implicitely) a stack
"Queue” where all messages thch have io be ehitted.at the end of
the prﬁcessing-step are'queued,‘ and s tandard interface procedures
queue the_messageS'prepafed by the acfof and sometimes build them

to0. Here are examples of interface procedures

Preparg (P, Q, M)

queues P, Q. Lma”

Select (Q, P)

builds and queues “p, Seléct' £ca, PII"
‘Switch (P, E) |

builds aﬁd gueues "P, Switche, tEj*
Time_Out (Q, P, Detay)' |

builds énd'QUeues "P, Time_Qut., [Q, Delay]"
Create_Port (P'vModel' Name, Initial parameters)

builds and queues P, Create_Port, [Model, Name, Initial
parameters]”

e‘tc".
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4/ RETURN is an interface prqcedhre without parameters. When

the actor  calls RETURN, control is given back to the kernel and

the "Queue” of messages is transmitted to it.

"According to these rules, a processing—step and a model of

actor Look Llike :

PROCEDURE entrys

IF ... THEN Time_Out ¢Q1, P1, Delay)
ELSE Prepare (P2, Q2, Mess)3

FOR i := 1 TO n DO Prepare (Pi, Qi, Mid;

RETURN,

ENDJ

figure 4.5 : Processing-step

PROGRAM model _of_actors

PROCEDURE entry_1;

END;

PROCEDURE entry_2;

e ®ee

END/
'et C-‘a

figure 4.6 : Model of actor
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The first get.of interféce p;ocedures presented ab0ve buitds
and qUeues single mességes.

A second sét,of interfaie procedures are also available uﬁich
performn more éomplex funcpions. In particular: the "external
procedure caLt"' (See section 4.1) is offered as .a procedure
EP_CALL? based on that procedures CHORUS offers a set of 1interface
procedares'which féquest synchronously all system services. Fof
instancer the - proCeduré ‘ Synchronous_Open_Port reqqestg

synchronously the obening of a ports, this procedure is programmed

as follows :

Synchronous _Open_Port (Ports, Name, Priority, VAR Diagnosis)’

BEGIN
Save "Sburce_bort"' "Déétination_Port", “Message”’
Save "Queue”’?
EP_CALL (Port, Open_Port, {[Name., Priorityl, Delay)s
(*x After the execution of that procedhre; informations about
the message received are in "Source_Port"”, efﬁ;.- *)
IF Squrce_Port = Time_Out |
THEN Diagnosis := "Delay Elapsed”
ELSE extract Diagnosis from Messages
Restore "Queue'"?

Restore "Source_Port”, "Destination_Port"”, "Message"”’

END~-

The first'  set of interface procedures may be called
"asynchraonous interface procedures™, the second set "synchronous

interface procedures”. This second set 1is very -convenient for
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programming in languages (like Pascal) ‘based on the procedure

call : . a system service is requested by caliing_a'syhchronous

interface procedure.

A complete set of interface procedures is given in appendix.

o
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5/ Iilustration_of the CHOBUS architecture

This section s built around = an example of a sinmple
distrébuted mail sysfem.' This ex#mple shduLd in no case be tak?n
as representing our view of the distributed mailings; it is only
.gaken here té show some 'problehs and to illustrate the CHORUS
app}oach. For this pprpdse: tﬁe examples have been kept VOluntar-

ily simple or even naive,

‘5417 skeznh-nt-zhc_mini:miil;sxSI:m-

" The mini-mail gystem consists of actors.ofvtuo_models :

L. the nail servers MS qfe permanent actorﬁ; one per site;.

- the m&il users ﬁU are temporary actors, one pér user; they may
appear on any site. | |

Each (human) user is associated with a mailbox.

‘Each mail server actor
- ﬁanages a set of mailboxes and messages forieach mailboxe
- watches over anotﬁer m;il server MS'; if MS* fails, messages in
maflboxes managed by MS* are temporarily unavailable (they may
"~ have been saved on stable storaée), but MS creates "copies” of
méilboxes manéged by MS* so that they'may receive néw messages:
these mailboxes remain :évailaﬁte thodgh messages r?cefved

befare the failure are no more accessible.

A mail user actor MU is created for each wuser Loggéd in the
system who wants to use the hini-mait systém. A mail user actor

may
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~ send a message in anot her user®s mailbox.,
- read messages in its own mailbox.
Each mailbox is represented by a port:_the mailbox of user U

is designated as the port MbuU (Méilbox of user U). The mini—-mail

system . is seen by mail users as a set of ports MbuU? each user

knows the name of its mailbox and communicates it to its friends.
The,ports MbU are ports of the mail servers; the mail serwver which

“has opened the porf MbU manages the mailbox for user U.

The mail servers have also private ports PpS (private Port of

server S) whose names are not known from users. Even if a mail

user would know a PpSs, the receive control procedure at PpS would

reject the messages it'could send {(see section S.4).
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" figure 5.1 : The mini-mail system
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lUsing._nailboxes

() A mail user actor MU requests the creation of.a mailbpx
'for'a_user by sending the request | |

Port., Create_Maipbpxa [Creater, Users, Password PwU].
Create_Mailbox js a functionnal name for ports of the MSs. The
mini-mail system .creates a new unique name MbU for the mailbox and
a mail server replies. |

Create_Mailboxs, Ports, [MbU]
(x) A mail user actor sends a message into a mailbox MbU by
~sending

Ports MbU, [Send, Messagel

(x) A mail user actor reads a mailbox Mbu‘by sending
Port, MbLU ) [Read, Password PwU]
the mail server behind MbU replies

M>U, Port, [Read, Messagel

%) A mail user actor’requests'the destruction of a mailbox

by sending

Port, MbU., [Destroy:'Passwbrd PwU]
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S.Z/VSznhhcﬁnizaxinn

EACh mailbox 1is managed by a mail server 3 the absente of
'parallelism Qﬁthin an aqtoflprOQide§ mutual exclusion fo} acceﬁSes'
to éach maflﬁox: two 'ﬁail'uﬁers may“ send simultaneously two
messages in -MbU, their messages will be recorﬂed Sequentially'in
~the mailbox; similarly, a mail user may read‘its_ ﬁailqu and
another mail user may send a message to it, their.requests will be

processed sequentially.

5.3/ pesignation

Eéch'Amaitbox is designatéd with a global' unique name MbU.
This_ﬁame may be derived from the usér's name '(like.in Multics,
"for instance). These names are  siie independents the pdrts are
nomadica | |

"Access‘ to a'mailbox does 'qot make any'assumption on the
localisation of the mail server which manages it, In the same
waye a majlbox ﬁa} migrate"from~one mail server fo another (see

séction,S.S) without any change in the mailbox’s access.
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5.4/ Prategctian

Protection applies on mailboxes and on mail ServersSa.

Brotection_of mailboxes
Each mailbox 1is created with a password PwU (see section

5.1 The port MbU is given that PwU when it 1is created (see

section 2.3 - <creation of a portd. YR messages fof accessing

that mailbox are received onto MbU. The receive c0ntrbl procedure

associated with MbU protects the mailbox :

— messages which do ﬁot correspond to a known operation (send.,

read, destroys, etCe..) are rejected,

— messages (except for send) which do not contain PwlU are also

rejected;

Ecnxsntinn-oi-mail-sgnxgzs_

An analogous control mechanism protects the mail servers.

The mail servers communicate through private ports PpS; each

PpS is associated with a password PwS.:
Wwhen a mail server is creafed {by another mail'server>'it

receives in its initial message the list of the other équples

(PpS*/PwS'),; the new mail server creates and opens its own PpS and

sends onto each PpS*

.PpSs PpS*', [my PwS, your PwS°®]
this messége authenticates PpS for other mail servers and trans-
mits the associated PwS. Sos recurrently, the mail servers

constitute a group'of authenticated ports PpS.
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Initial message :
[PpS'/PwS', etc...]

() Umbilical port

[PwS,PwS'] [PwS, PWS™1 ..

[ PuS,PwS"]

PPS'" '

v
. Pps"

figure 5.2 : _Authentication of PpS

Each furthef message sent onto PpS must
- be sent by one of the PpS*., |
- contain PHS;

This tast control may be performed by .the receive control
procedure of PpS.

The set of mail ~servers constitutes an activity. Protection
gnd reconfig&ration (see sectioh:S.S) are designed on the base.of

this activity.



Ill&stration of the CHORUS architecture 71

5.5/ Becanfiguration

Reconfiguration is based on
=~ mutual  watching of mail servers.

~ migration of ports MbU.

Let MS1 be a mail server watching over MS27; MS2 manages
mai lboxes MbU1, MbU2s +...,. MbUp. Reconfiguration may be sketched

as follows :
17 MSZ sends periodically to MS1
PpS2, PpS1s [list of MbUi, PwS1]

2/ MS1 reenables a time-odt on the receipt of each message

from PpS2 onto PpS1
P, Time_Out, [PpS2, PpS1, Delayl

3/ If MS2 failss . the fime-out elapses and MS1 detects the

faiture of MS2. - As MS2 has faileds, all its ports, ‘and in

particular all MbUi, have been automatically closed by the system.

MS1 opens these ports

PpS1, Open_Port, [MbUi, Priority]

For external users, mailboxes MbUi remain available and their

acess remains unchanged. The only difference is that messages

received by MS2 for MbUi are {(temporarily) unavailable.

4/ When MS2 reappearss, MS2 sends a message to MS1: MS?1 closes

the ports MbUi and sends to MS2
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PpS1+, PpS2, [list of MbUi, Llist of messages received on each MbuUi,

PHSZJ

MS2 re-opens the MbUi and the service 1is. again completely
’available.

Using analogous mechanisms, the mail service may be extended

by adding new mailboxes or even by creating new mail servers.

5.6/ Protocel_prograpming

‘Example of flow contfol without anticipatidn between a mail
seiver'and a mail user :
A mail wuser. actor wants to reéd on its poft “Port"” all
'méssages in its mailbox MbU. The mail server and the mail user
work és coroutines 3 -
- the  mail server sends a message and waits for . its
7Aackh0uledgement to send the next message.

%'the mail wuser sends an acknqwlédgement and waits for'the:next

message.
Mail Server :

ENTRY=POINT e,

IF gnd_of,mailbox THEN M == Eﬁd,of;mailbox
ELSE-M :=.Next_message;

RETURN (MbU, Port, CM1:

MbUs, Selects C(Ports, MbU)1)3:
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Mail. user 2

ENTRY-POINT e; |

IF M = End_of_mailbox THEN o..7

processing of M/

RETURN (Port., MbU., [Ackﬁowledgementa PwUJl?

Ports Select, L[(MbU., Portdld,

In order to recdver from possibfe toss of messagese mail
server and mai} user may be pfogrammed as follows 3 the atgorithm
js the same as above, but actors enable time-outls on their ports
and check wether the time—out has elapsed or not when they execute
(if Source_Port = Time_Out;‘the message processed is an indication
of time-out elapsed’ if Source;Porf <> Time_Outr, the message

processed is a normal message).
" Mail server :

ENTRY-POINT eJ
IF Source_Port = Time_Out THEN M == last-message;sént
ELSE 1F end_of_mailbox THEN M := End_of_mailbox
ELSE M 3= Next,message:
last_message;sent 2= M7
RETURN (MbU., Port. [Ml;
MbU., selects» [(Port, MbU}1s5

MbU, Time_Outs [Ports Delayl)s
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Mail user

_eNer-PoxNT e
IF-Sourté-Port §> Time_Out THEN
IF M = End_of_mailbox THEN ...’
.ELSE.processing of Mf
RETURN (Port., Mbu, CAcknowledgements PwUl3
Port, Select, C(MbU, Port)1:

Port, Time_Out,” [MbU, Delayl);

Note thaf; for tﬁe mail user, even if the procés;ing-step is
triggered by a time*out( ‘the actor sends an acknogledgemént H
this allows ‘the recovery of ‘the previoué acknowledgement from a
éossibtt loss:“this implies also that a mail ugef must be able to
detect the reception ofAtué‘conSeéutive identfcal messages (mes-

sages are numbered sequentially).
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6/ Ipolementation_of CHORUS

C4ORUS has been implemented on a set of Intel 80B6 connected

thfough Danube [Naffah 80] an Ethernet~like broadcast network.

A second implementation is in progress on a set of SM90

LFinger 821, a multiprocessor machine based on the M68000.

Both implementations are written in Pascal.

6.1/ Impoplementation_oon_Intel 8086

This implementatibn, uses the UCSD~Pascal development systenm

[Softech 80]. The compiler produces P-code which is interpreted.

The compiler has not been modified; only the interpreter has been

slightly changed in order to allow
— the sharing of memory and CPU between several actors and the

kernel (which are all "independent Pascal programs) in the same

machine .- the original interpreter works on only one program -,

- communication between the actors and the kernel.

This impleméntation_has‘ been realized as a  test-bench for

CHORUS architecture. - It has proven the validity of .CHORUS

concepts and has shown that programming-of actors was easy.
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6.2/ ianemenxa;ian-nn-ths,SMQQ

A SM90 1is a multi-processor mac hine apd consists of
- a.set of micro-processofs Motorola 58000 called procéssing-unifs
{PU) connected both to a global bﬁs {common to all PUs) and to
a local bus (private for each PU) through a Memory Management
Unit (MMUD, - |
- a set of memories connected either only to the global bus
(Common Memory = CM) or both to the globél bus andvone local

bus (External‘Local Memory - ELM) or only to a local bus {(Local
Memory - LMY+ . | |
- a sgt; of micrOfprocessors Intel 8080 or Intel.,8086 ca;led
exchange units (EU) connected to an ELM through a local bus.
 These “EU are in chargg of handling I1/0s an . various devices
,(tefmiﬁais; disks, Llocal netuork:-etc...i;._an EU ° may acéess
"only its own ELM. | |
ACM s accessible to all PU; throuh the global bus. An ELM
.is_écCessible through a local bus by one Pﬂ and through the g(obal
bus by all other PUs. A LM is.aécessibte.through the local bus by
one PU. |
The maximum cpnfigpration of an SM90 is 8 PUss, 16 EUs and 16

Mega—bytes of memory (for ali CMs, ELMs and LMs).
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M
global bus- l
1 [ | |
PU -;MMU - EIM PU —MMU EIM _ EIM M
]
local bus
EU EU

figure 6.1 : PUs, Memories and buses of the SM90

_In the imblementation of CHORUS on SM9d' we define a CHORUS
Asite as the set of ELMs, LMs, and PU connected to one LQ;QL'bus.‘
ELMs and CMs are used as a fast communication medium for
exchanjing messages between ;uo sites in the same SM90. Communi-
catibn between‘ two sites is always through the exchangé of

messages whatever théir respective lLocations {(on the same SM90 or

on two SM90s).

The Memory Ménagement Unit (MMU) is ‘an essential feature of

the SM?0 : it maps the addresses produced by one PU (considered
as logical addresses) into physical addresses.
There is one MMU for each PU. Eacﬁ MMU manages a set of 1024

segment registers  and one Base~Length register (BL) = each
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Segment .register describes a physical segment in CM, ELM or M
{physical addregs of the segmgnto length 'of the segmen£; protec-
tion), Each proce#s uses a "windouf of contigubus registers
dgfined by fﬁe first regiﬁter (Base) and the size of the window
-(Lengthi: base and size 6f the current process are kept in the BL
regfster; a iogical address is interpfetéd by MMU as a segment

.number'relative to B and a displacement in this segmenta.

The address decoding delay of the MMU is 50ns.

. MMU Registers

logical address

=

—

]_ . Physical segment

figure 6.2 : Translation of addresses
This MMu allows an increase in performance :
- the context switching is almost reduced to chahging the BL
register from the window of the current actor to the window of
the next actor’

=~ a message is a segment; passing a message (on one site) consists
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in ‘tranferring a MMU segment register fromr one window tO

énofﬁerﬂ If the message is in ELM or (M, its MMU register may

even be“transferred from one‘ gite onto anothef iﬁ the same
machine without topying t he message itsélf;

- sharfng code or data between actofs ijs achieved by installing
two identical registers into two djfferents windous~

- the great number of MMU registers (1024 and soon 2048) prevents

registers swapping’

The identification of a message and a physical segment allows
to traansfer code, data, files... between actors exactly as any

ordinary message, which will be very usefull for system actors.

The . implementat;on of CHORUS on SM90 will focus on the
measurement of the efficiency of CHORUS and will experiment the

features of the SM90 for distributed systems..

6.3/ Using_Pascal

0ur experience in the usaye of Pascal [Guillemont 82bl léd.us

to two conclusions :

1/ It is 'possible to write actors and most of the kernel with

pPascal.

2/ Pascal is certainly not the appropriate Llanguage for CHORUS

(neither for the system nor for applications).

Both implehentatibns use the native compiler without any
modification, but both use also some specificities of each Pascal.

For instance

- in the UCSD Pascal, it is possible to define segments in a
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program and the Llinks between segments ‘are dyhamicalty
‘idstalled at run-time; this has been used for COmmunication4
ﬁetdéen.actors and .thé kernel (ihe.kernel is a'segment common
‘to all actors).

- in the ‘Pascal of the SM90, separated compilation is available:
thié is u§ed' in order to give actors some Specific run-time

structure in order to fulfill with the MMU of the SM90.

0n the other hand, many features tack in Pas#al for it to be

the CHORUS language.  For instance

; Pascal imposes fhat the sequence of eketption of 'a'program is
driven by the program itself (with the IF, NHILE; FORs cwede
Ih CHORUS, the séquénciné' of pfocgssing-stépS'is detérﬁined by
.thé messages received Slong with select énd switch conditions :
thevset of pfocessing~steps in an actor canﬁot be programmed as
a purglPascal'sequential program; | |

- CHORUS.proposés a construction of an éctor iﬁ three steps (see
ﬁecgion 2,6){ the second step consists in the mixing of several
modules in one model of actor’; this s ‘a link edition of
different'programSo which is prdhibited in the sténdard Pascal.

- Prqtection should rely on  common deﬁlarations of types (of
messages.s for instance) between various actors. Pascal does
.not provide that. - |

- Communication in Pascal relies on the procedure éall.

Comnuniation in CHORUS relies an asynchronicity between the

sender and the receiver actors.
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7/ Conclusion

The CHORUS architecture is built_w;th a small set of power ful
tconcepts. In the various aspects of the architecturé' we always
did choose simple and basic mechanisms, on which a large variety
of more. peculiar strafégies may- easily be Suilt. Sor, we did

obtain a small kernel and a small set of system actors.

Both implementations and experimentation led wus to the

conviction that CHORUS is a .sound basis'for-
- learning and familiarfty with distribution.,
- new reseérches and experiments.

The CHORUS architecture has beeﬁ' presented to a Large pubtlic
in indastryf universitys, research centers 3 ‘everybody agrees on
the clarity and simplfcity.of céncepts which make CHORUS attrac-
tive. People who ;nténd to design distributed applications in
terms of actors learn CHORUS mechanisms within half of a day!

‘with regard to new researches and experiments., soﬁe work is

alreédy_undertaken in various fields., namely

~ designation : an implementation of wvarious strategies for

managing functionnal names and group names is achieved and

currently used.

- réliability 2 the first experiment of distributed coupled

actors [Fabre 82] is going on and other strategies will be
explored.

- real applications are>being-built upon CHORUS, they will give us
more egperience in the usage of CHORUS. »

- Llanguage and software engineering for distributed applications
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are going to be exploredrs, with.a special attention to the
~expression of distributed activity.
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APPENDI X

~ CHORUS Prbgramming Interfacé

This appendix presents a set of procedures thch constitutes
the progfamming fnterface of _CHORUS in the actual impiementations
in Pascal. As outlined in section 4.6, tﬁese procedures are
divided into two subsets :
~ the "asyﬁchronous” interface procedures build énd quue messages
on 5 stack which is transmftted to the kernel at the end of fhe
processing-step. |

— the "synchronous" interface .procéﬁures request s}nchfonously
system services using.the EP_CALL mechanism (see section 4.1).

This‘appendix gives thé interface procedures rélatéd.to the
control of operation of an actor and to the manipﬁlation_of
actorss, ports andvinterruptg: the inter face procedures related to
the manipulation of physical devices., filesSs €tCuwe are much

dependent on the machine on which CHORUS is implemented : t hey

are not given here.

In CHORUS, ' an actor may request simultaneously the same
.system' service for séveral entitiesA: €oges an act&r may send
simultangously severaL-meSsages for the creétion of several ports.,
These messages are proces#ed in an unpredictable order: and
thereforc‘resbonses come back also in an unpredictaﬁle order.

On the other hand, a systenm actor may receive request

messages for various services on the same port e.g.s the File

Manager Actor receives on the same port requésté- for readihg and

writing files.
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These two considerations led wus to ‘adopt the following

structure for the text of all request and response messages of
system services 3

Service Code
User Code

Parameters

~ the “Service code"” precises which ‘service is- requesfed or
Zpenformed.v

- the ”yser,qode" is filled by the requestor actor’ the system
actor does not use it buticopies it in the response message.
Thefefore: the requestbf actor may associate the correéponding
"response - and request méssages 3 they bothlcontéin. the same
."usef'cédé".

- parameters depend on the service.

Thé' "asynchronous" .interface ~procedures include 2 ”Locél
porf" parameté; as.;he Vsynchronousf-iﬁterface brocédu}esldo.not H
thisl "Local port"™ is the port of the actor throygh'_uhich the
requésf ‘mgsﬁage is sent and on which tﬁe respoﬁse message is
received (see section'2.1.4):'"synchronous" interface procedﬁres~
always use the umbilical port of the actor in order ta send énd
receive the messagesa |

The "asynchronous” interface procedures include also a "user
code” parameter as the “synchonous” interface procedures do not 3
indeed, the latter ones send only one request_message and wait for

the assdciated response message : there is no need of a "user

code” in order to associate both messages.
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Lnn:cQL;ni-the,gneLation;Qi_én_anloc (see sections 2.2+ 2.3.2 and

4.6)

Prepare (Source porte, Destihation Ports, Text of the message)

Note : this procedure pushes a message on the stack.
Selecf (Sending port, Local port)

Switch (Local port., Entry-point)

Time_Oat (Local port, Sending porte Receiving porte De(ay)

Return

‘Nate : this procedure means’ the end of a
processing-step; control is returned to the kernel along

Wwith the stack of messages.

External_Procedure_Call_Sypchropisation (see section 4.1)

Ep_Call- (Source port, Destination port., Text of the‘message,

Delay)

ManinuLatiQd-Qt-asinzs (see section 2.4)

Create_Actor (Local port, User Coder, Model of actor, Site of

creation)

Nggé H this is the asynchronous .interface procedure for

the creation of an actore.

Synchronous_Create,Aétor (Model of actor, Site of creation, Ini-

tial messager, VAR Name of the created actor, VAR Name of

the umbilical port of the created actore VA?.Diégnosis)
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Ngte : this is'the synchronous interface procedure for
the creation of an actor; as respect to the previous
procedures three result parameters did appear : the

creator actor must send the "initial message” onto the

“"umbilical port of the created actor”.

Delete_‘Actor CLocal port, User codes, Name of the actor to be

deleted)

Synchranqus_oelete_Actor‘ (Name of the actor to be deleted,

VAR Diagnosis)

belete-ﬂyself (Loqal'port)

Note = this procedure is asynchronous! In order to be
sure not to be awaken  to process. a new message., the
actor must issue for instance a Select . (local port.,

locaifpoft).

Banigulation of_ports (see section 2.3)

~freate_Port (Local port, User code, Model of port, Name of the

port to be created., initial}parameters)

Nﬂle‘i "Name of the port to be created™ is an optional
parameter 2 if present, the created port will be given
that name (provided it is unique); if not present, the

created port will be given a new global unique name.

Synchronous_Create_Port (Model of ports, VAR Name of the port io be

created, Initial parameterss, VAR piagnosis)
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Open_Port (Local port, User code, Name of the port Atg be'opened(
Priority of the port)

Synchranous_Open;Port (Name of the port to be opened, Priority of

the port, VAR DiagnosiS)

Close_Port (Local port, User code, Name of the port to be closed)

Synchronous _Close_Port (Name of the port . to be closede

VAR Diagnosis)

Delete_Port (Local ‘porta User code, Name of  the. port to be
.deleted)
Synchronous-Délete-Port (Name of the port to be deleted.,

VAR Diagnosis)

Mapipulation_of_intercupts (see section 3.2)

Ihierrubt_Associate (Local ports, User codes Inierrupt)

Note the "Local port®” is the port ~associated with

"Interrupt”.

Syn;hronous_lnterrupt_Assoéiate (Local port. ‘Interrupt.

VAR Diagnosis)
Interert;Dissociate (Local port, User code, Interrupt)

_Syhchranous_lnterrupt_oissociate (Loéa[ porte. Interrupt.,

VAR Diagnosis)
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