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Abstract :

In the framework of Horn Clauses programming "fixpoinp",
non-procedural semantics, we study and extend the Shapiro's method of logic
program bugs diagnosis, by a logic program. For that purpose we must define a
"pelative denotation" of logic programs. We follow Clark's approach to logic
program semantics, which is more general than the most usual approach. We also

give a new formulation of these already known approaches in a wunified
framework.

Note : This work has been supported by the "GRECO de programmation" (ATTRISEM
project).

H! ! D PAPIER RECUPERE ET RECYCLE



Dans le cadre de la sémantique "point fixe", non procédurale de la Pro-
grammation en Clauses de Horn, on étudie et &tend la méthode de Shapiro de dé-
tection, 3 1'aide d'un programme logique, d'erreurs dans des programmes logiques.
On doit pour cela définir une "dénotation relative" pour les programmes logiques.
On suit 1'approche de Clark de la sémantique des programmes logiques, plus géné-
rale que 1'approche la plus usuelle. On donne aussi une nouvelle formulation,
dans un cadre unifié, de ces approches connues.

Nota : Ce travail a &té réalisé dans le cadre du "GRECO de programmation”
(projet ATTRISEM).
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1 - Introduction

" The starting point of this paper is the article "Algorithmic Program
Debugging" by E.Y. Shapiro [8]. In short, the motivation is the study of a
system which partially mechanizes the diagnosis of bugs in a program. This
pug diagnosis consists in a dialogue between the system and the programmer :
the program which has been actually written by the programmer is a data for
the system, the programmer has to answer questions on the semantics of the

program he would have liked to write,

For example, if the programmer has seen that the execution of his
program ends by giving a wrong result, he uses the system to spot a bug in
his program, but, as it may be-a non-deterministic program, he can also use
the system if he has seen that the execution ends without giving any result.
(In his thesis [9], Shapiro has developped his system and even examines the

problem of non-ending, and optimisation questions as well).

More precisely, Shapiro defines appropriate notions on the correctness
of programs for a certain class of languages, and a notion of "oracle" which
can be asked questions about the semantics of a program, then he describes
algorithms with which one can diagnose incorrectness, which he so defined, in

programs of this class,

Then he implements these algorithms as PROLOG programs
(Edinburgh Prolog-10) which are themselves the system, that is used to bug
diagnosis

in programs in this PROLOG.

PROLOG is choosen by Shapiro as the most appropriate tool, but the
justifications are given in a framework of general programming.

In this paper, we shall examine what this theoretical framework
becomes, and we intend to develop it, when one chooses to remain in the field
of logic programming - and more precisely in Horn clauses programming [4].
There is a natural motivation for this process : because of its "logic"
origin, it is a privileged area to study what concerns errors. But more

precisely we have the opportunity of semantics [1,2,3]

.
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which is at the same time of logical essence (notion of model) and of fixpoint
type (in the sense of Scott) and which is rather simple (manipulations of
sets of atomic formulas). One can then consider treating correctness, in the
framework of this semantics, not only of the "erroneous programs” but also of
the "bug diagnoser programs", precising what they can compute, and so to
reinforce and extend in this particular framework Shapiro's definitions and

Jjustifications,

We would like to insist on the fact that we choose the framework of
Horn clauses logic programming, and we shall talk about the continuation of
this paper in the conclusion only. - continuation consisting in examining a
PROLOG implementation. In what follows, the references to PROLOG are used to

give motivations, or are remarks about Shapiro's system.

More precisely, here in this framework we shall study two "dual"
problems defined by Shapiro : incorrectness diagnosis and insufficiency
diagnosis., We then define the "symptoms" of incorrectness and of
insufficiency which, when they are seen; induce the programmer to look for
his errors (incorrectness or insufficiency), and we can precisely describe

the link between symptom and found out error.

Here are two examples simple enough to be presented without waiting
for the general definitions. In these two examples the "expected" semantics

for the predicate rev(x,y) 1is reversing a 1list, for conc(x,y) it is

concatenation : with usual notations the empty list is represented by nil,
and the 1list (a1 3, eeees an) by .(a1, .(a2,....(an,n1l)...)) in
practice noted a a a . nil, By using the constants 1 and 2,

1 . 2 0 0 0 0 n ———
rev(1.2. nil, 2.,1. nil) and conc(1.2 nil, 3. nil, 1.2.3. nil) are examples of

atomic formulas of this "expected" semantics, but to illustrate another
question studied here at the same time and presented a little further down in

this introduction, we would rather use atomic formula with variables

(X,¥,Z,L,u,v,W, ... e
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135 example : let P1 be the logic program made of the 4 following clauses

rev(nil, nil) « ©

rev(x.y,z) « rev(y,t), cone(t,x.nil,z) .

4’

conc(nil,x,x)

conc(x.y,z,t) <« conc(y,z,t)

In fact, in the actual semantics of P1 there is the "erroneous" atomic

formula
rev(u.v.nil,u.nil), that we shall call "incorrectness symptom". We may

consider that the "cause of this symptom" is the instance
conv(v.nil, u.nil, u.nil) <« conc(nil, u.nil, u.nil) of the last clause

of P1, instance we shall call incorrectness : in an incorrectness, the

conclusion is "erroneous" while the premisses are not. The link between
incorrectness symptom and incorrectness is described formally by a tree as

the following :

(The symptom is at the root, we have drawn a frame around the

incorrectness).

rev(u.v.nil, u.nil)

rev(v.nil,v.nil) conv(v.nil,u.nil,usnil)
rev(nil,nil)  conv(nil,v.nil,v.nil) conv(nil,u.nil,u.nil)

nd
2 example : let PZ be the logic program made of the 3 following clauses :
rev(nil,nil) <«
rev(x.y,z) « rev(y,t), conc(t,x.nil,z)

conc(x.y,z,x.t) « conc(y,z,t)
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Now in the actual semantics of P2 there is no atomic foimula of the
form rev(u.v.nil,w) while one "expected" rev(u.v.nil, v.u.nil), that we
shall call "insufficiency symptom". We may consider that "the cause of this
symptom" is conc(nil, v.nil, v.nil), we shall call insufficiency :

an insufficiency 1is an atomic formula which belongs to the "expected"

semantics but is not conclusion of an instance of a clause whose premisses
would be 1in the "expected" semantics. The 1link between insufficiency
symptom and insufficiency is described formally by a tree as the following

(an insufficency is always a leaf)

rev(u.v.nil,v.u.nil)

[]
rev(v.nil,v.nil) conc(v,nil,u.nil,v.u.nil)

conc(nil,v.nil,v.nil)

A logic program "incorrectness diagnoser", applied to P1, will have
itself a semantics which will have an atomic formula which associates the
incorrectness to the symptom, for example a formula of the form :

incorrectness(rev(u.v.nil,u.nil), conc(v.nil,u.nii,u.nil) if conc(nil,u.nil,u.nil))

(where the if has a formal role of function symbol, and rev and conc too).

In the same way a logic program "insufficiency diagnoser", applied to

P2, will have an atomic formula in its semantics of the form, for example:

insufficiency(rev(u.v.nil,v.u.nil), conc(nil,v.nil,v.nil)).

But in order to undertake this study we have to extend the framework
of the semantics we are speaking of, if only to give a meaning to the fact
that the semantics of a logic progrém "bug diagnoser"™, fixed, depends on

the logic program P, to which it is applied.

1
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A remark on Shapiro's system written in PROLOG can help motivate this
extension : this system accedes to the clauses of the given "erroneous"
program thanks to predicates of clauses manipulations. Moreover, this
system interacts with the programmer, thanks to input-output predicates.
Not to forget that the "erroneous" program itself may have arithmetical
calculus predicates for example (supposed to be errorless), These are three
kinds of (PROLOG) predicates which cannot ~by nature- be 1nterpre£ed by the

usual non-procedural way.

Let's go back now to logic programming. At first, to avoid confusions
while respecting custom, we shall speak about denotation to name the
semantics of a logic program, so that we can already distinguish the actual
denotation of the erroneous program, from the ideal denotation expected by

the programmer.

But so we are trying to extend this notion so that it can in
particular apply in a positive way to the logic program "bug diagnoser"
itself., However it is an extension of the field of application of the
methods of this fixpoint, non-procedural semantics, which is not

exclusively bound to the context of bug diagnosis.

For this extension we introduce the notion of relative denotation;

this idea comes from the notion of relative recursivity and oracle machine

{71 as well as from the notion of logical consequence.

It is obvious that the program "bug diagnoser" is not on the same
level of language as the various erroneous programs‘to which it applies.

This creates problems which we solve by using a "representation" method.

We also extend to another sense this usual semantics of the logic
programs, thus following Clark [2], and we try at the same time to extend
the results on bug diagnosis. The usual semantics [1,3] only uses closed
atomic formulas, because of this one loses some of the information
potentially contained in a logic program : to have a quite simple example,
let us suppose that the only closed terms are the two constants 1 and 2. If
the "question asked" is the goal R(x), this semantics cannot render the

difference between the two cases of "answer"
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- the interpreter outputs the 2 substitutions
X=1, x=2 "

- the interpreter outputs x = x.

In a general way one can argue about the double logical role played by
the usual "minimal model" [1,3] of a logic program. On the one hand it
identifies itself to a model of a certain set of axioms, which is the logic
program, and then the elements of the domain of this model are the closed
terms (Herbrand's universe). On the other hand the "minimal model" is also
a set of closed atomic formulas : the ones which are true in the model (in
the meaning used above), and which are the same as thé ones which are é
logical consequence of the pre-quoted axioms. But this remarkable property
is not true any longer for atomic formulas with variables : the set of
those which are ‘true in this usual model do not coincide any longer with
the set of those which are the logical consequences of the pre-quoted
axioms. Nevertheless, it is natural to take into consideration all the
atomic formulas, non-necessarily closed, since the 'answers" of the

interpreter are non-necessarily closed substitutions.

Like Clark [2], we use all the atomic formulas in the denotation of a
logic program, and not only the closed ones, and so we defined its general
denotation. Then we emphasize the relation between the most usual (closed)
denotation and the "finitely generated"” models, as well as the double role
played by the general denotation, both model and set of consequences.
Moreover this extension of the usual semantics does not alter anything as
concerns the closed atomic formulas .: on them the two denotations (closed

and general) coincide.

However, referring to the general denotation in bug diagnosis problem,
one comes across a result of "limitation"™ (in a sense of incompleteness)
intrinsic in the problem and independant from the method (of Shapiro),
while this limitation disappears if one limits the problem to the closed

denotation.
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This report is organised as follows : In section 2, we gather and
re-examine certain results on the fixpoint, non-procedural semantics, in a
unified framework according to the two approaches of Apt, Van Emden,

Kowalski [1,3] and Clark [2], to finally reach the relative, general

denotation.

In section 3, we formulate the problems of incorrectness and insufficiency,
following Shapiro. In section 4, we set some technical preliminaries. In
sections 5 and 6, we respectively study incorrectness and insufficiency
ppoblems. In section 7, as a conclusion, we allude to the perspective of an
application to a PROLOG implementation, which 1is the topic of a

'work-to-come}
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< - Denotations of a logic program

2.1. Syntax

It is the usual syntax of logic programming. But as the roles of term
and of atomic formula will be relative to a "level", we are giving here some

precise definitions and notations which we are going to use.

In all that follows, one considers a fixed, denumerable infinite set U
called set of variables. The elements of U will always be noted

XY sZyoovesUyVyaae

A function symbols system CJ: is defined by giving a set of symbols

(disjointed from U), each symbol having a certain arity. The function symbols

with arity o are the constants of fF .

One defines in a usual way the set of terms built from U and ﬂ: and
one notes it down TERM (9: Yy U being fixed and implicit : each term is
either a variable or is written in a unique manner f(t1,...,tn) where f is a

function symbol with arity n and t1"”tn are terms.,

A predicate symbols systemg)is defined too by giving a set of symbols

(disjointed from VU and from that of 3: ), each symbol having an arity too. One
defines in a usual way the set of atomic formulas, or atoms built from U,‘.F
and @ and one notes it down ATOM( 6) ,C,F) : each atom is written in a unique
manner R(tT'“"tm) where R is a predicate symbol with arity m and t1,...,tm
are terms.

In all that follows, what is called clause coincides with the usual
notion of definite and Horn clause : a clause is defined by giving an atom A
and a finite set of atoms 8 . 1t is then noted A < ((f , or

A< ByseeesB, too if e - {131,...,13 , and A<—— if - §.

"

> TERM(SF ). If e is a term, atom, set of

A substitution is a map © :U
atoms, clause;.. one defines in a usual way the instance of e by 0, noted e0,

result given by replacing in e each variable x by 0{(x).

For a term, atom,..., closed means here without variable
(then e = ©). One notes TERMC( ¢ ) and ATOMC (6) ,rJ: ) the set of closed

terms and the set of closed atoms.
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A logic program is a set of clauses.

2.2. f-models

Here we would just like to precise usual notions of logic adapted to

this syntax and to our goals.

An t-interpretation M (for ¥ andF ) is defined by giving :

a) A non-empty set |M | (the domain of M).
b) For each function symbol f with arity n, a map noted
n

fy * | M |
element of  |M]|.

¢) For each predicate symbol R with arity m, a relation
R, c |M|m
M —_— *

> | M |, and in particular, if n=o, an

An assignment in M is a map s :13‘ >|M |. The value in M, defined by

s, of a term t is then defined in a usual way. It is an element of |M |, noted ¢3
and, if t is closed, noted tM too because then ts does not depend on s.
The ternary relation M,s F A is defined by writing :
Mys b R(E,,een,t ) <= (t] t2)er
! 1°°°"""nm 17°°"""m M
where A=R(t1,...,tm) is any atom.

It is defined for any clause A <————-2f too in the following way :

M,s F A <-———-t?if and only if the following implication is true :

(M,s b B for each Be € ) ==> M,s | A.
The clause A < ef'is valid in M, property noted M F A <————-2?, if

M, sk A <— € for each s.

M is an f%-model of the logic program P, property noted M F P, if each

clause in P is valid in M,
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A «— € is consequence of P, property noted P |— A ¢— 2’, if A <— o

is valid in each %-model of P,

.

The validity and consequence notions also .,apply to the atoms by

replacing the atom A by the clause A {—,

Let us now introduce some definitions which will allow us to give a new

formulation of the approaches of Apt, Van Emdem, Kowalski [1,3] and of Clark
[2] .

Definition 2.1.

A termal domain H is a non empty subset of TERM({F’) such as te ¢ H
for each term t ¢ TERM({F ) and each substitution 6 with range in H
((x) &€ H for each x ¢ \J ). The termal base BASE(H) associated to H is the

set of the atoms R(t1,...,tm) where ti e H.

TERM( 9: ) (usual, or closed, Herbrand's universe [1,3]) and TERMC(SF )
(that we may call general - Herbrand's universe) are two termal domains, and we
necessarily have TERMC(SF ) cH:c TERM( F ) (For H = TERM(SF ), BASE(H) is tre

usual Herbrand's base),

Definition 2.2.

An g-interpretation M (for €P and ﬂ: ) is said to be termal, on the termal

domain H, if
a) |[M|=
b) each fM
fM(t1,...,tn) = f(t1....tn)

is the canonical map

By definition t1""’tn € H == f(tl""’tn)e H, so for a given H,
defining a %-interpretation M termal on H is simply defining the relations RM on
H. Then, as maps, we can identify the assignments in M, with the substitutions
with range in H, but moreover we have tG = te for any term t e TERM(F ) and any

assignment 8, and so M, k R(t1,...,t ) <==> (t 8, 00enty 8)e Ry
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As Clark [2] we are trying to characterize the notion of consequence

with the only help of termal models, but we use a slightly different method :

Notation 2.3.

H being a fixed termal domain, M any g-interpretation and s an

assignment in M, we note M(H,s) the %-interpretation, termal on H, defined by
{(t1"...,t ye H' | M,s F R(t1,...,tm)} for each predicate symbol R

m/

RM(H,s)
with arity m,

Then we can easily have :

lemma 2.1.

For any clause A G—v-trand any assignment o in M(H,s),
M(H,s), 8 F A < € <= M,s} Ao < o

Lemma 2.5. For any logic program P
fupr = Mu,) P
Proof : from lemma 2.4, and thanks to the implication
MEA—— & = M} e <
Lemma 2.6 : In each of the two following cases :

a) H= TERM(SF ) (and A <———8 any clause)
b) A K ¢ closed (and H any termal model)

we have :
MH,s) b A — & = MspA<— e

-



Proof : from lemma 2.4., with 6(x)=x in case a) and any 8 in case b).

‘Definition 2.7.

The clause A <{— e is consequence on H of P, property noted
A < €, if A <—%€ is valid in each termal on H, %-model of P. (The
definition applies to an atom A by replacing it by the clause A <—).

Theorem 2.8.

If H=TERM(F ), or if A — ¥ is closed, we have :

PRA<—— & = PPEA—E

proof : use lemmas 2.5 and 2.6

In particular we have, for H = TERM(SF ) and any atom A,
P |- A o) 'Pl—li A, result which is proved in Clark [2] and which shows that, as
concerns atomic consequences of P, it is sufficient to consider the f-models of

P which are termal on H.

In general, P }- A <——g.is not equivalent to P |-E A (— L’ Let us say
that an f-interpretation M is finitely generated if each element of |M| is the

value of a closed term, Then we have in particular :

Proposition 2.9.

If H = TERMC( fF ) and A <— € is any clause, P |-—H A <——8 if and
only if A <——8 is valid in all the finitely generated f&-models of P.

proof : Use the followirng remark, with lemmas 2.4 and 2.5.
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If M is finitely generated, for each assignment s in M there
exists a substitution 6 with range in H such that, for each term t,
oS- to" andso Mk A& > Moo — T
(Lem=> M,s' P A9 <—— ¥P0 for any s' because 6 is closed).

¢
2.3. Models.

The following definitions are introduced in order to only use
subsets of BASE(H) and in particular to get the notions of model of Apt,
Van Emden, Kowalski [1,3] when H = TERMC(SF ), and of Clark [2] when
H - TERM(F ). .

Definition 2.10,

l An interpretation on H is any subset of BASE(H).

There is a one-to-one and onto correspondence between the
interpretations on H and the %-interpretations which are termal on H :
to the %-interpretation M, termal on H, we associate the interpretation
I on H defined by :

I = {R(t,,.e.,t ) € BASE(H) HCHTIPR N eRy}

(We may remark that (t1,...,tm) E RM is equivalent to M,6 k& R(x1,...,xm)
where  6(x,)=t,, but in general is not equivalent to M R(t,,.e0nt D).

Definition 2.11,

The validity on H of a clause (and an atom), in an

interpretation on H, is the notion associated, by this correspondence,
to the validity in an %-interpretation (termal on H).
In the same way, a model on H of the logic program P is an

interpretation on H associated to an &-model (termal on H) of P by

this correspondence.



Then we have :

Proposition 2.12.

Let I be an interpretation on H, M the associated %-interpretation
(termal on H), and ©® a substitution with range in H (which also is an
assignment in M), Then for each atom A we have :

M,8 b A <> AB €I

And it follows that

Proposition 2.13.

Let I be an interpretation on H. The clause A G—-—?fis valid on H in

I if and only if, for each substitution & with range in H,
Co € I ===> A8 € I, The atom A is valid on H, in H, if and only if, for

each substitution 8 with range in H, A6e I.

we get usual definitions and results [1] by posing :

Notations 2.14.

INSTH(P) = the set of the clauses which are instances of a
clause in P by ‘a substitution with range in H,
g? = the map, from the set of the interpretations on H, in itself,

defined by :

TPH(I) - {A < BASE(H) | there exists ¥’c I such that A <———& e INST,(P)}

MODH(P) = the set of models on H of P,
We easily get the following generalization of usual results :
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Proposition 2.15.

I emobH(P) Comnn :;[,H(I) c1
e Jm> TH(D) € TH(J)
nMODH(P) ¢ MOD,(P)
Then r\MODH(P) is the least model on H of P.

Moreover,

c

Lemme 2.16.

Let A be any atom. Then A is valid on H in (\MODH(P) if and only if
o tE 4

Proof : A valid on H in (\MOD,(P)

<==> for each 6 with range in H, A® e(‘MODH(P)

{(==> for each 8...for each I¢€ MODH(P) Aeel

<==> for each I ¢ MODH(P) for each 8... AB € I

<===> for each I € MODH(P) A valid inI

> P Ha,

2.4. The denotations of a logic program :

The usual semantics of a logic program [1,3] corresponds to the
following definition :

Definition 2.17.

The closed denotation of the logic program P, noted CD(P). is the
least model on TERMC(GF ) of P, that is to say : CD(P) = fJMOD (P)
with H = TERMC(F).
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Then we get a usual result [3] according to which, for closed
atoms, this only model characterizes the notion of consequence (in which

intervene all the %-models, even those non termal) :

Proposition 2.18.

I CD(P) 1s the set of closed atomic consequences of P, that is to
say CD(P) = {AcATOMC(S,F ) |P | A}l.

Proof : for A closed, A valid in I <==> A€l (proposition 2.13), and

use lemma 2,16 and theorem 2.8.

But this closed denotation is not sufficient to express that any
atom is consequence of P. More precisely the set of the atoms valid in
CD(P) that is to say the atoms whose each closed instance is in CD(P), in
general is greater than the set of the atoms which are consequences of P,

This comes from the following result :

Proposition 2.19 :

Let A be any atom. All the closed instances of A are in CD(P) if
and only if A is valid in all the finitely generated %-models of P.

proof : from lemma 2.16 and proposition 2.9.

From a non-procedural point of view, inspired by Clark [2] one
can figuratively say that a "gquestion" Q is a set of atoms, and a
substitution 6 is an "answer", given by the program P to the question Q,
if each atom of the set Qo is a consequence of P. Clark proves the
equivalence of such a semantics and of the well knowq procedural
semantics, based on the resolution (Padawitz [5] gets a similar result in

an algebric framework).
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The following definitions corresponds to the non-procedural
semantics of Clark [2]. In all that follows, if we do not precise H any
longer, as concerns models, Tp,... it will be implicit that H = TERM(F)

pefinition 2.20.

The (general) denotation of P, noted D(P), is the least model of P,
that is to say : D(P) = MMOD(P).

clark proves that for any atom A, A is consequence >f P it and
only if A is valid in D(P), that is to say that each instance (closed or
not) of A is in D(P). Here this property {mmediately comes from lemma
2.16 and theorem 2.8, and it already shows that the only model D(P)
charaterizes the notion of consequence, for any atom. But D(P) satisfies
a stronger property, which simplifies the situation. More precisely let
us compare the two following properties, where I is a model of P and A is
any atom :

a) Ael

b) A valid in I, that 1s to say (proposition 2.13) all the
instances of A are in I.

Obviously b) implies a) but in general the converse is false : we
have a simple counter-example with
(p(1) — q(1), (1) <, r(@2) <]

{p(1), a1y, r(2), a(x)}, & = a(x), because then q(2) ’é I.

H U
4 "

But we shall see that, in the particular case where I = D(P), we
have the equivalence tetween a) and ©), so that the condition
"A consequence of P" is not only equivalent to
"each instance of A is in D(P)" but merely to "g e D(P)".

Things seem involved only pecause the same formal object D(P)
plays two roles at once, which have different logical natures : the role
of a 92921 of P, and the role of a theory generated by P, that is to say

the set of the consequences f{only the atomic ones) of P.
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Theorem 2.21.

D(P) is the set of atomic consequences of P, that is to say

D(P) = {AcATOM(P ,F ) |P | 4}

Proof : let C(P) = {AeATOM(P ,F ) |p | A}

a) For any clause A <— € | in P and any substitution. 8 we
casily get 20 € C(P) ===> A8 cC(P) that is to say that A <— & 1is
valid in C(P). Thus C(P) is a model of P, and thus D(P)c C(P).

b) By theorem 2.8 and lemma 2.16, if A € C(P) then A is valid in
D(P), and in particular A€ D(P). Thus C(P) 'c D(P).

The following remarks can be justified in another way, but they
immediately follow from this characterization of D(P) with the notion of

consequence :

a - CD(P) = D(P) n ATOMC( P ,F )

b - For any atom A in ATOM( <P, <F ), the fact that AeD(P) is
not altered if we add new symbols toc.FandCP (without
altering P, but in general this alters D(P)).

In order to give an intuitive motivation for the following
definition, let us quit Logic Programming as such, and let us imagine a
PROLOG program with an arithmetical predicate R(x,y,z), and a setg in
which there are the true instances of that predicate. Otherwise let us
imagine that the computation of R(x,y,z) calls outer data, for example to
instanciate x,y,z, thanks to a reading procedure, and that in 5 are the
corresponding instances of R(x,y,z). Then to some extent it is similar to

relative recursivity and oracle machines (7].
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pefinition 2.22.

' ’ “
s being a set of atoms, let us note (for form's sake)gthe set

of clauses [A <— | A <E}.
The (general) relative _to 8 , denotation of P noted D(P| E ) is

P
the (general) denotation D(PYyE) of the logic program P"¢ E,

Obviously by D(P |¢)= D(P) which we may call absolute denotation to avoid

confusion, and more generally we easily have
p(P|E) = D(P) <=>& < D(P).

2.5 Fixed points.

Here we recall usual results, which come from Knaster-Tarski
theorem [1] and give a "fixpoint semantics" to logic programs using the

map ’I‘P (notation 2.14).

Not only D(P) is the least model of P (TP(D(P))S_ D(P)) but also
D(P) is the least fixed point of TP (TP(D(P)) = D(P)). In a dual way,
there is a greatest fixed point of TP’ we shall note gfp (TP), which is

the greatest I such as IETP(I) too.

This 1is only Dbecause T‘F is an increasing monotonous map.

Moreover, because in each clause & Lo—- e the set 8 is finite, one also
0, .
has D = T (E).
(P) Pars ! Tpl)
But the dual, vhish woie he
TN n, .y exE
gfp (TP) = 4L cﬁ' To{avomt o7 3y, in general is nct true {11.
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3. The two problems we are going to study

3.1 Correctness and sufficiency

The following definitions are natural adjustment% to logic

programming of usual notions :

Definition 3.1.

Let P be a logic program and I an interpretation.

P is totally correct in I if D(P) = I
P is partially correct in I if D(P) c I

P is complete for I if I D(P)

But these questions do not arise for any interpretation I (merely
a tool to define consequence notion) but for an I 1liable to be the
denotation of a logic program. Therefore we introduce the following

definition (needless if we would only consider closed denotation).

Definition 3.2. .

An interpretation I is an expected denotation if it is closed by

substitution, that is to say that each instance of an atom in I is an

atom in I too.

Shapiro's method [8] to diagnose bugs is based on correctness and
completness notions different from the previous ones. For logic
programming they refer to closed denotation, but in the same way we apply

them to general denotation in the following definition :
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pefinition 3.3

p is correct in I if I is a model of P, that is to say TP(I).E I.
p is sufficient for I if I < T (I).
— P

The following remark is obvious [ 8 1.

p is correct in I and sufficient for 1 in the same time if and

only if T (1) = I, which is a property weaker than I = D(P) = least fixed
point of TP’ equivalent to P totally correct in I, that is to say P

partially correct in I and sufficient for I in the same time.

More Precisely :

a) P correct in I == P partially correct in I (because D(P) is
the least model) But the converse is false (counter-example:
P = {A«B} I- {B} so D(P) = pc D).

b) Sufficiency and completeness are independent from each other.
(Completeness without suffieciency : with )
p = {pA ¢<—B, B¢} I-= {a}; D(P) = {a,B]); (sufficiency
without completeness : with P = (A <—— A}, 1= {a}, D(P) = B

furtnermore 1 is also a fixed point).

The following definitlions aré only toocls for the clarity of

explanation,

Definition 3.4,

An incorractness of P in 1 18 aa iastanse ad <~ &?e of a clause

A — £ of P such trat &a I b La‘ﬁ 1. An insufficiency of P for I
is an atom in I - TP(I).
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It is obvious that .

a) P is correct in I if and only if there {s no incorrectness of
PinlI

p) P is sufficient for I if and only if there is no insufficiency
of P for I.

The two logic programs coming from Shapiro [8] and studied here
enable to diagnose an incorrectness or an .insufficiency, under certain
conditions. So, as Shapiro says, it is obvious that these programs can be
applied only if the expected denotation is not a fixed point of TP'

But, in order to be more precise, we add the following
" definitions : ’

Definition 3.5.

An incorrectness symptom of P in I is an atom in D(P)-I,

An insufficiency symptom of P for I is an atom in I-gfp (TP)'

Then, the two following obvious implications
Tp(I)EI ==> D(P)clI
IETP(I) =D Iggfp(Tp)

are translated as

Proposition 3.6.

If there is an incorrectness (resp. insufficiency) symptom, then there

is an incorrectness (resp.insufficiency).

But each of the two converses 1s false (already seen
counter-examples : with P = {A ¢<— B} and I = {B}, A <— B is an
incorrectness without any symptom because D(P) = ¢ ;
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with P = {A ¢<— B, B <} and I = {A}, A is an insufficiency without

any symptom because gfp(TP)_i D(P) = {A,B}_3 I; furthermore there is only

one fixed point D(P) = gfp(T,)).

The method to diagnose a bug (incorrectness or insufficiency)
starts from a symptom. Then some bugs may escape from.this diagnosis, and
for applying the method it is necessary that I should not satify
D(P)S 1< gfp(TP). This condition is stronger than I not a fixed point of

TP.

3.2, Comments

The intuitive meaning of an incorrectness symptom A is clear
the program P gives an "answer" (A € D(P)) but it is not consistent with
what was expected (A #I). It is less clear for an insufficiency symptom,
because gfp(TP) nas no lmmediate intuitive meaning. But the
complementary of gfp(TP) has a noteworthy subset : the "finite failure

set" of P, that we shall note ffs(P) [1].

Roughly speaking, the idea 1is that starting from a "question" in
frs(P), the program P "fails" that i3 to say that the execution ends
without giving any answer (this comment gces out of the non-procedural

framework, and we shall return to this guestion further down (6.5)12.

Then an acom & in I a F£fsi?) nas she following intultive
meaning: it is an answer Wnioh ought to be confirmed (Ae I) but P does
not confirm 1t (k € 7fs(?)). Ncw, such an atom is a particular case of an
insufficiency symptom {A ¢ £fs{P) == A§§ gfp(TP)) and sc the method

applies in this case.
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“In order to‘consider that a logic program P1-diagnoses a.bug.
{incorrectness or insufficiency). in a logic program P, this bug must be
regresented by a term of'én atom of the denotation of P1. But the same P1
must apply to different P and I, and then this denotation of P, must be
relative CQefinitipn 2.22) to a set of atoms representing P and I in a

way.

There are two "levels of languagw' : atoms and clauses at the
level of P must be seen as terms at the level of P1, where predicate
symbols must represent the properties : being an insufficiency, an

incorrectness, a clause of P, an atom valid in I...
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§.Technical prel iminaries

4.1. Representations

We introduce three new function symbols, that we write empty, and, if
with respective arity 0,2,2, and we define a new function symbols system CFO
By joining the symbols of ¢, those of ?P, and {empty, and, if}. The
symbols of 97 , with their arity as predicate symbols, then become function
symbols of ‘_F:) 3o that an obvious identification gives TERM(‘F )< TERM( ?Fo)
and ATOM( P ,F )QTERM(C,FO).

By convention we shall write "t1 and tz" for "ggg(t1. tz)",
] " "3 " ” L
't:1 if t.2 for _1£(t1, t2) and if n 2 3, t1 and tz...g_rlg tn for
"
t1 ﬁd (tzﬂ.la_nd tn)ﬁ

We shall call conjunctions the terms of TERM( (Fo) of one of the three

following forms :

a) empty,
b) A, for A ¢ ATOM(g).C..F)
c) A, and...A_, for n z 2 and Aje aToM( 9, SF).

1
We shall call imglications the terms of the form A _g Q where
A ¢ ATOM( C.P.‘,F)'and Q is a conjunction,

We shall say that a conjunction represents a set of atoms defined as
follows : empty, A, A1 gg_g...An r‘espectiv.ely represent the sets p, {A}.
{Al....,An}.

We shall say that an implication A if Q represents the clause A <— 8
where e is the set represented by Q; apd that a set of implications
represents a logic program : the set of the clauses represented by the

implications,
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If RP is any set of implications, then INST(RP) will be the set of all

the instances of the elements of RP by substitutions with range in TERM(f )
So let P be the logic program represented by RP, and '

Ic ATOM(C_P,C.F). I is a model of P if and only if , for each implication
Aif Q € INST(RP), if the set represented by Q is enclosed in I, then A el.

§.2. Ramifications

The tool for exactly describing the link between bug and symptom will
be a forest, more precisely a (finite) sequence of (non-empty, finite) trees,
where the information at a node is an atom of ATOM(?,‘,F) .

We shall use Pair's formalism [6] which is handy for doing double
inductions, and so speak of ramifications(on the set ATOM( ?. ‘EF )) for such

forests,

On the ramifications two operations are defined : the concatenation,

noted +, which is associative and has as zero element the empty ramification
noted . , and the taking root operation, notedx, which t;o’ an atom A and a
ramification r associates the ramification Axr : Axr may be seen as a tree
having A at the root, the sequence of sub-trees under the root being r.

The ramification As. is identified with the atom &, and each non-empty
ramification r is written in & unique manner r = Axr1+r2, where A is an atom
and ry and r-2 are ramifications (i has priority on +).

What we call roots of a ramification are exactly atoms : the set of

the roots of . i3 the erpty seb, the one of der ér, i3 the union of {a}
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with the one of Toe In a similar way we speak of the set of all the atoms, and

of the set of the leaves of a ramification.

A tree is a ramification of the form Axr, and the sub-trees of a
ramification are trees defined as follows : the set_of the sub~trees of . is
the empty set, the one of Axr,+r, is the union of {Axr1} with the one of r,

and the one of roe

The root conjunction of a ramification is defined as follows : the

root conjunction of . is the term empty, the one of Axr1 is A, and,

if r2 # ., the one of Axr1+r2 is A ggg Q where Q is the one of r2.

The root implication of the tree Axr is A if Q where Q is the root

conjunction of r.

Definition i,1

The ramification r is conformable to the set of implications RP if and only

| if, for each sub-tree of r, the root implication is in INST(RP).

Proposition K.2.

Let P be the logiec program represented by the set of implications RP. Then
each ramification conformable tu RP has all its roots in D(P) {(all the roots
of the sub-trees as well). Conversely, each atom in L(P) is the root of a

N '
to Re

) tree zonformable 5

©

proof i firstly by iadustion on the remifications ; secondly by induction on
D(P) that is to say by using that D'P) is enclesed in every I such that

o s
LP\I)%I,
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5. The problem of non-correctness

5.1. Critical implication

Definition 5.1.

Given a set of implications RP and an expected denotation I, a tree Axr
is RP-I-Critical if

a) Axr is conformable to RP

b) A¢I

¢) All the atoms of r are in 1.

An RP-I-critical implication of a ramification r, is the root implication of

1

a sub-tree of r1 which is RP-I-critical.

It is easily seen that :

a) Let P be the logic program represented by RP. Then the clause represented
by an RP-I-critical implication is an incorrectness of P in I (definition
3.4.).

b) If a ramification is conformable to RP, then it has a RP-I-critical

implication if and only if it has an atom which is not in I (see such a

minimal, in an obvious sense, atom).

5.2. The logic program "incorrectness diagnoser®

We add to Sfi) a new constant symbol, noted not-defined and so we have
a new function symbols system €Fﬂ.

Now let ‘531 lathe predicate symbols system made of the symbols
incorrectness, clause, valid, unsatisfiable with respective arity 2,1,1,1.

Now it is with ATOM( 9’1, EF1) that we define new clauses, and in

particular we consider the following logic program. This program is inspired

by Shapiro's program [8] for non-correctness, but it is adapted to the

theoretical framework of this paper (extended in a way).
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Further down (5.5) we shall see another program closer to Shapiro's one.

The logic program "incorrectness diagnoser" is the set of the 7 following

clauses :

incorrectness(empty, not-defined) {—

incorrectness(x and y, u if v) LG incorrectness(x,u if v)

{ncorrectness(x and y, u if v) {o— incorrectness(y,u if v)

incorrectness(x and vy, not-defined) <— incorrectness(x,not-defined),

incorrectness(y, not-defined)

incorrectness(x,u if v) ¢— clause(x if y),

incorrectness(y,u if v)

incorrectness(x, not-defined) <— clause(x if y),

incorrectness(y,not-defined),
valid(x)

incorrectness(x,x if y) <= clause(x if y),

incorrectness(y, not-defined),
unsatisfiable(x)

The intention is the following : Let I be an expected denotation

< Atom( ‘EP,C}: ) and P a logic program whose clauses are defined with
atoms in ATOM( fP,C_F). Let AP be a set of implications representing P (so
FP < TERM ( QF51)). Let & bte an lncorrectness symptom of P in I
(definition 3.5.). Then A is the root of a tree conformable to RP

(because A €D(P)) and that tree has a RP-I-critical implication (because

Aé I). Let us note it B if Q, it represents an incorrectness of P in I,

that we may consider as a "cause" of the symptom A.
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We would like the 1logic program "incorrectness diagnoser" to
detect this bug in the sense that the atom incorrectness(A, B if Q)
should be in its denotation (now a subset of ATOM ( €F>, ffﬂ)).

It may only be a matter of relative denotation, which depends on
P and I, therefore relative to a set E < A'I‘Ol"!(‘.s> ) 9:1). In Ethere
will be the atoms clause (A ir Q) for the A if Qe RP, and moreover the
atoms valid (A) and unsatisfiable (B) for the A, B € ATOM( Q),C.F) with A

valid in I, and B unsatisfiable in I, in a sense to come.

The predicate clause is the parallel of the predicate used by
Shapiro, in another framework, for having access to the clauses of the

erroneous program; the predicates valid and unsatisfiable are the

parallels of the predicates used by Shapiro for asking questions to the
noracle" about the semantics of this program. (in practice, the role of
"oracle" is played by the programmer or a base of already recorded

answers).

For recursivity reasons, the suitable terms are not only trees

and roots but ramifications and root conjunctions.

5.3. Properties of the program "incorrectness Glagnoser"

We are going te study the two problems which naturally arise in
order to apply this program. (Figuratively, supprose thal we have found an
incorrectness sympton 4 and that Wee "ask the question"

incorrectness(4,x}.
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13£2rob1em :

If incorrectness (A, B if Q) is in the denotation of this

program, is it true that B if Q represents an incorrection of P in I,
and secondarily that B if Q is a RP-I-critical implication of a tree
with root A ?

ggggroblem :

if A is an incorrectness symptom of P in I, and if B if Q is a

critical implication of a tree conformable to RP and having A as root,

is it true that incorrectness (A, B if Q) is in the denotation of this

program ?

These two problems are the most useful part of the problem of

total correctness of the program "incorrectness diagnoser". To deal with

this problem completely would be a tedious task, in particular the
complete definition of its expected demition ! (On the one hand it must
pe a relative denotation, on the other hand there are "pathological"
atoms coming from mixing ‘F, CP and {Mv and, _i_g}). However the
following proofs show how we could tackle the problem, Technically it

would be easier to extend the notion of conjunction...

The first problem can be seen as a part of a partial correctness
problem, and the second-one as a part of a completeness problem (problems

not at the same "level® as those of correctness and sufficiency of P).

We can hope & precise answer only after precising the setas,
relatively to which we take the denotation of the program "incorrectness
diagnoser" (precising what is an atom unsatisfiable in I). But from now

on we can state a "limitation" result (incompleteness in a way) :
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Proposition 5.2

No logic program with the set of terms TERM( €F1) can solve the two
previous problems at the same time (that is to say, for any P and I,

give positive answer).

This result shows that it is a limitation intrinsic in the
problem, and not linked to the diagnosis method. Moreover the very simple
argumentation shows that this result comes from the representation of
atoms and clauses by terms and is independent from the particular

formalism (TERM( EF})) used for this representation.

proof : és counter-example, take P and I with a clause in P (the simpler
one is R(x) <—) which is not valid in I, but which has a valid instance
(for example R(1) <—), and remark that the denotation of the program
"incorrectness diagnoser" must be closed by substitution (it must have
incorrectness (R(x), R(x) if empty) - 2ndproblem- thus also

incorrectness (R(1), R(1) 1if empty), but this is contradictory

-1Stprob1em-).

However we can give a partial solution to these probdblems.

Definition 5.3.

Civen an expected denctation lc ATOM ( fP ' (3:: J, the atom A 13

unsatisfiable in I if, for &ny substitutiocn €, A8 #1.

(In usual logic, in the %-interpretation corresponding to I, 4 iz

false for any assignment 8).
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Notation 5.%.

I being an expected denotation and RP a set of implications,.
E;(RP,I) = the set made of the atoms
a) clause(A if Q) for the A if Q € RP
b) valid(A) for the A valid in I
c) unsatisfiable(A) for the A unsatisfiable in I.
@(RP, I) = the denotation of the program "incorrectness
diagnoser" relative to Ef(RP, I).

The following theorem gives a partial solution to the 2nd

problem :
Theorem 5.5.

if Q1 is the root conjuction of a ramification which Iis
conformable to RP and has all its atoms in I, then
incorrectness'(Q1, not-defined) € gb(RP,I). If Q1 is the root
conjonction of a ramification which is conformable to RP, and has a
RP-I-critical implication B if Q with B unsatisfiable in I, then
incorrectness (Q1, Bif Q) « D (rp,I) .

proof : a careful but easy checking by induction on ramifications.

We remark that if B is a clcsed atom, B unsatisfiable in I is

equivalent to B #’I, S¢ wWe may say that any -closed incorrectness

associated to an incorrect~ess symptom is diagnosed.

The following theorsm now gives a total solution to the 1St

probler
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If Q1 is a conjunction such that
1ncorrectness(Q1, not-defined) € & (RP,I) then Q1 is the root
conjunction of a ramification which is conformable to RP and has all

its atoms in I.

If Q1 is a conjuction and B E» Q is an implication such that
incor‘rectness(Q1, B if Q) « D (rRP,I) then Q1 is the root conjunction
of a ramification (which is not necessarily conformable to RP) which

has B if Q as a RP-I-critical implication.

proof : the basic idea 1is checking by induction on $(RP,I) as for
proposition 4,2. : $(RP,I) is the (absolute) denotation .of a program
made of the 7 clauses of the program "incorrectness diagnoser" and of the
clauses of &&(RP,I) (definition 2.22). & (RP,I) already says what the
atoms of 3(RP,I) of the form clause(...), valid(...), unsatisfiable(...)

are.

But we do not attempt to entifely describe $(RP,I). What we only
prove by induction on atoms of m(RP,I) is a property of the following
form : either it is an atom clause(...), valid(...), unsatisfiable(...)
or, If it is of the form incorrectness(Q1...».) considered by the theorem
(Q1 is a conjunction,...) then this atom satisfies what the theorem says

(there is a ramification such that...).

The idea 1Is to inspect each of the 7 clzuses, and vo associate to
it a concatenation of ramifications or a "taking root". More precisely,
what the induction requires i3 2 checking for each instance of each
clause. But what prevents che proof from being only a careful routine
checking is this notion of instance : a proof by induction on i)(RP,I)
requires substitutions with range in TERM{ ??’1), byt in conjunctions,

implications and ramificaticns the terws must be only in TERM(F).
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One must be careful about some "pathological" atoms in m(RP,I)
which could generate some atoms in contradiction to the theorem (actually
only the Sth and 61‘.‘h clauses require a careful inspection because of the
variable y which does not appears on the left). The remainder of the
proof is devoted to these tedious technical precautions.

a) Let x, be fixed €UJ. We define a map t > Y from TERM( C.F1) to
TERM () :

%? x for x € U
/\—/

empty = not-defined = X

empty —_—

P
f(t1,...tn) = f(t1,...,tn) for f symbol ofg:'
and t.,...,t_ in TERM( )
1 n 1
R(t,,eer,Ey) = X, for R symbol of Pand t,...,t, in TERM(‘F1)

N

ggc_l_(t1,t2) = _i_f_‘(t1,t2) =x for t, ,t

c\-’
0 ,+b, 1D TERM( Y ).

1

n
We have € = t if t ¢ TERM(TF).

b) For each 6 : U -—~-> TERM( ")‘:1) we define
N

oy i
o : U0 — TERM(SF) by 8(x) = 8(x).
r/ ny
We have to = t81if teTERM(SF).

¢) We call generalized atom a term in TERM( C.F1) of the form R(t1,...,tm)
with R symbol of ‘P, and we define

e v Y :

R(b s eeesty) = R(Eeen,ty) & ATOMC P.F).
We have A = A if A € ATOM( @ , CF ). In the same way we define a
generalized conjunction and a gg‘xer'alized implication (in cbnjunction and

implication we replace atom of ATOM( ‘T" ,":F) by generalized atom) and we
extend © by :

N N . - - -
empty = empty, A, and A, = A, and A, A if Q= A if Q.
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d) For any A € ATOM( g),g: ) and © :U —> TERM(‘:F1) Ae is a

generalized atom, and A8 = Aa'. It is the same for a conjunction and an

implication.

e) If the atom valid(t) is in D (rp, 1) then t = Ao with A € ATOM(PF),
A valid in I and 68:U —> TERM(JF,). Thus t is a generalized atom and
/t\ = A?a' is wvalid 1n I. It is the same for unsatisfiable(t) and

unsatisfiable in I.

f) If the atom clause (t:1 if t2) is in
D (RP,1) then t. if t, = (A if Q)6 with A if Q<RP and

8 U—) TERM( 6:1). Thus t1 ift is a generalized implication and

2

t, Af t = (A if Q)&’c INST(RP).

g) Now, it remains to check, by induction, a stronger property than in
the theorem : If Q1 is a generalized conjunction such that
incorrectness (Q1, not-defined) € :b(RP,I) then Q1 is the root
conjunction of a ramification which is conformable to RP and has all

its atoms in I:; and it is the same for the remainder of the theorem

with Q1 and B if Q generalized.

5.4, Extension to relative correctiess

The correctne:s problem of P has been formulated concerning the

absolute denotation of P. But we can extend it by now considering the

- denotation of P relative to some set of atoms :f% . This extension is

parallel to the fact that Shapiro, in another framework, admits in the
erroneous (PROLOG) program some "system predicates" such as for example

arithmetical predicates.
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It is possible to restart with more general new definitions and give
more general new proofs. In order to avoid it, on the contrary we are going to
use previous results by using the definition of the denotation of P relative
to dt as the (absolute) denotation of P u'dﬁ . We make the definitions of-
correct, incorrectness, incorrectness symptom (definitions 3.3, 3.4, 3.5)

relative to dt by replacing P in the previous definitions by P uj{ . But, in

view of the motivation, the interesting case is when the correctness problems

are confined in P, and do not concern dk,fbrmally the case where d%: I.
In this case, it is easily seen that

a) an incorrectness symptom of P in I relative mad%never is an instance
of an atom in d%.

b) an incorrectness of P in I relative to J% necessarily is an instance of

a clause in P,
c) P is correct in I relatively to jkif and only if I is a model of P.

Let us again consider a set of implications RP representing P. Let us
also note R& the set of the implications A if empty where A €cjk ; Rk
represents the set of clauses J@.

Of course we can apply the previous results by replacing P by P u;i

and RP by RP u & , but then the denotation GD(RP U Rk ,I) of the program
"incorrectness diagnoser" is relative to &E(RP u R ,I) (notation 5.4.).

Now, this set ZE(RPU Rﬁ% ,I) is inadequate as concerns the motivation,
because it represents A ed* in a way which is not natural : by the trick of
clause(A if 39231), as the clause A <, Now there is a parallel with the fact
that, in another framework in PROLOG, the "system predicates" which recognize

the clauses and which recognize the "system predicates" are not the same.
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In other terms, the results we want about the diagnosis of
relative incorrectness are already in the denotation of the program
"incorrectness diagnoser" relative to éf(RP v Rt ,I) but we want another
set in place of 8 (RPy RA,I).

One adds to g>1 a new predicate symbol with arity 1, noted a.

We call "extended incorrectness diagnoser" the logic program

obtained by adding to the program "incorrectness diagnoser" the following

Sth clause :

incorrectness(x,not-defined) <— a(x)

Then the theorems 5.5. and 5.6. remain true when we consider this
program, but now its denotation felative to the set
E @, v {ah) |4 e}, (note that clause(r if empty) witnh A e
could contribute to thé denotation of the former program relative to
z;f(RP~ u Rgk ,I) only thanks to its 6'" clause (because d%.g 1), and that
contribution is replaced by the one of a(A) thanks to the Sth clause of

the new program), .

5.5. Comparison with Shapiro's program

If, keeping our notations we exactly transpose Shapiro's program
(8] for incorrectness (in another_framework), we obtain a new program :
the 3th and hth clauses of our program are replaced by only the

following clause :

incorrectness(x and y,z) <— incorreciness(x,not-defined),

incorrectness(y,z)

It is easy to see that the denotation of this new program
(relative to EE (RP,I)) is a part of the one of our program. More
precisely, the theorems 5.5. and 5.6. remain true for this new programm
provided that we replace "RP-I-critical implication" by "first

RP-I-critical implication", whare "first" refers to a "post-order”
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that we can easily define on the sub-trees of a ramification, This
restriction 1is natural in the procedural framework of Shapiro, and
corresponds to the search strategy of the interpreter, but it is less

meaningful in the framework of our paper.
We shall see that the same comparison question, for the problem of

insufficiency, requires deeper comments.,
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6. The problem of non-sufficiency

In view of the definitions, this problem is, in a way, dual of
the previous problem of non-correctness., We are going to use a similar

method and to go less through details.

6.1. Quasi-conformable ramification

We say that an atom B is a sub-root of a ramification r if there

is a sub-tree A r1 of r such that B is an atom of r1.

Definition 6.1.

Let RP be a set of implications, I an expected denotation and r a

ramification. Then r is quasi-conformable to RP and I if

a) All the sub-roots of r are in I

b) For each sub-tree Axr, of r such that r 2., the root implication of

Axr-1 is in INST(RP).
R

lemme 6.2.

Let P be the logic program represented by RP, and A an atom not in
gfp(TP). Then there is a tree whose root is A, which is
quasi-conformable to RP and I, and which has at least one leaf not in

TP(I).

proof : we suppose that all ths trees whose root is A and which are
quasi-conformable to RP and I hava all their leaves in TP(I)' and we
prove that then A ¢ gfp(TP).

With the following argumeéntation we aveid a formalism too heavy :
= A, it is a tree with root A,’quasl~conformable to
thus A &8 TP(I)' thus there is A if Q ine

We define PO

RP and I, A is a leaf of ro,

" INST(RP) with all the atoms of Q in I. By an obvious "taking root" of
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these atoms of Q with A, we obtain a tree r, with root A, and again
quasi-conformable to RP and I (the case Q = empty is not excluded, then
ry=ro " A and alrgady A eD(P) c gfp(TP)).

So by induction we define a sequence ro,....rn,... of trees all
with root A and quasi-conformable to RP and I, L being obtained by
possibly hanging up new atoms of I to the leaves of r, (all in TP(I) by
hypothesis), thanks to implications in INST(RP) (if we hang up no atom

any longer, then r =7 ... is a tree conformable to RP, and already

n n+1
Ae D(P) ggfp(TP)).
ro,...,rn.... can be seen as successive approximations of a tree
possibly infinite.
Let J be the set of all the atoms of all the rn. Then by

construction A€ ‘LE.TP(J), thus J € gfp(TP), thus A € gfp(TP).

6.2. The logic program "insufficiency diagnoser”

Now we add to fFi)not only the constant symbol not-defined, but a
new function symbol, noted atom, with arity 1, and we obtain a new
function symbols system, noted €F2.

Now let 4}’2 be the predicate symbols system made of the symbols
insufficiency, clause, satisfiable, impossible with respctive arities 2,
1, 1, 1.

The logic program "insuffiency diagnoser" is the set of the 8

following clauses :
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insufficiency(empty, not-defined)  <—

insufficiency(x_and y, atom(u)) {(— insufficiency(x, atom(u))

o

insufficiency(x and

y, atom(u)) <— insufficiency(y, atom(u))

insufficiency(x and y, not-defined) <— insufficiency(x, not-defined)),

insufficiency(y, not-defined)

insufficiency(x,z) <— clause(x if y),
satisfiable(y),
insufficiency(y,z)

insufficiency(x, atom(x)) <— impossible(x)

satisfiable(empty) _ {—

satisfiable(x and y) <— satisfiable(x),
satisfiable(y)

This logic program is inspired by Shapiro's program [8] for
non-sufficiency, but it is adapted to the theoretical framework of this
paper. Furtherdown (6.5) we return tc the comparison of the two programs.

The intention is the foilowing :

Let A be an insufficiency symptom of P for I. A is root of a tree,

quasi-conformable to RP and I, ard which has at least one leaf B not in
TP(I) (because AI{'gfp(TP)). But all the atoma of this tree are in I (even
Ae I) thus we are sure tnat E&€I, and that B is an insufficiency of P for

I (definition 3.4), that we ccnsider as a "cause" of the symptom A,
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We would like the atom insufficiency(A,atom(B)) to be in the
denotation of this program (the symbol atom is a formal trick (Shapiro

[8]) which plays the role played by if in incorrectness diagnosis, which

was to distinguish between an 1mplication and the constant'not-defined).

This denotation is relative to a set ZE' which again contains the
atoms clause(A if Q) for the A if Q ¢ RP, and the atoms satisfiable(Ad)
for the A valid in I. 25' also contains atoms 1mgossible(A) for some A

(to precise) which are insufficiencies of P for I,

In the parallel with Shapiro's framework, we notice that for what
corresponds to imgossible(x), Shapiro uses the "control structures" not
[8] or if-then-else [9], joined with the predicates giving access to the
clauses and asking the oracle. Here, one asks the oracle to give a valid

instance of a given atom,

6.3. Properties of the program "insufficiency diagnoser"”

Again naturally two problems arise :

§;Egrob1em :

If A€ I and if insufficiency(A, atom(B)) is in the denotation of this

program, is it true that B is an insufficiency of P for I, and

secondarily that B is a leaf of a tree with root A quasi-conformable to
RP and I ?

ﬁﬁngroblem :

If A is an insufficiency symptom of P for I and if B is an insufficiency
of P for I which is a leaf of a tree with root A quasi-conformable to RP
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and I, is it true that insufficiency(A, atom(B)) is in the denotation of

this program ?

Again the 31"d problem can be seen as a part of a partial

correctness problem, and the Mth as a part of a completeness (not

sufficiency!) problem,

Again we have the same limitation or incompleteness result as
previously, which makes it impossible to solve the two problems at the
same time. The argumentation is similar : use an insufficiency B an
instance B® of which is not an insufficiency (the simpler count er-example
is with I = {R(t) |t ¢ TERM( S )}, P = {R(1) <—] then R(x) is an
insufficiency, but not R(1). Furthermore here gfp(TP) = {R(1)} and R(x)
is an insufficiency symptom of P for I},

Definition 6.3

An atom A is an impossibility of P for I if, for each subtitution 6,
Ae § T (I).

(we note in particular that A ,{'TP(I), and if A ¢ I then A is an
insufficiency of P for I).

Notations 6,4,

&5'(RP,I) = the set made of tne atoms
a) clause(A if Q) for the & if Q € RP
b) satisfiable(a) for the A valid in I
¢) impossible(A) for thz A wnich are impossibilities of P for I.
3) '(RP,I) = the denotation of the program "insufficiency
diagnoser' relative to za (RP,I1).
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From the following theorem we deduce a partial solupion to the ut“

problem :

Theorem 6.5.

If Q is the root conjunction of a ramification which is conformable to
RP and has all its sub-roots in I, then

{nsufficiency(Q, not-defined) e o' (RP,I)
If Q is the root conjunction of a ramification which 1is

quasi-conformable to RP and I and has a leaf B which is an impossibility
of P for I, then insufficiency(Q, atom (B)) € P'(RP,I).

proof : as theorem 5.5.

We notice that if B is closed, B impossibility of P for I is
equivalent to B ;{ TP(I). So we may say that any closed insufficiency

associated to an insufficiency symptom is diagnosed.

From the following theorem we deduce a total solution to the 3rd

. problem :
Theorem 6.6.
If Q is a conjunction such that

insufficiency(Q, not-def ined) € &)'(RP,I) then Q@ is the root

conjunction of a ramification which 1is conformable to RP and has all its

sub-roots in I.

If Q is a conjunction and B aﬁ atom such that
insufficiency(Q, atom(B)) ¢ D' (RP,I) then Q is the root conjunction of

a ramification which is quasi-conformable to RP and I, and has B as leaf
with B,!TP(I).
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proof : as theorem 5.6.

6.4. Extension to relative sufficiency

As for incorrectness (5.4) we can make the definitions about
sufficiency relative to (ﬂf_c_ ATOM( ?,"F).

We notice that T, o (I) = T,(I) u INST( J&) (where INST(J) is
the set of all the instances of d% ), thus each fixed point of TPUEE' and
in particular gfp(TPuﬂk ) contains INST( J& ). So an insufficiency, and an
insufficiency symptom, of P for I, relative to J%, never are instances of
atoms in JP.

As for incorrectness, we call "extended insufficiency diagnoser"

_the 1logic program obtained by adding to the program "insufficiency

diagnoser" the following 9th clause :

insufficiency(x, not-defined) <— a(x)

Then the theorems 6.5, and 6.6. remain true with this new program,
but with its denotation relative to &' (RP,I) U{E(A)l Ae Jk}.

6.5. Comparison with Shapiro's program and "finite failure"

If, keeping our notations, we exactly transpose Shapiro's program
[8] for insufficiency (in another framework), we obtain a new program :

the 31»d and uth clauses of our program are replaced by only the following

clause :

insufficiency(x and y,z) <— insufficiency(x, not-defined),

insufficiency(y,z)

It is easy to see that the denotation of this new program
(relative to éf(RP,I)) is a part of the one of our program : in practice

X . rd
we can replace an application of the 3 clause of this new program by
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an application of the 3rd clause of our program if z = atom (u) or of the
uth clause of our program if z = not-defined. Then theorem 6.6. can
again be applied, that is to say that the 3”'d problem is solved for this
new program (problem which can be seen as the most useful part of the
problem of partial correctness of this new program).

it is not the same for the ch problem (part of a completeness

problem) even if we limit the problem to the closed denotation.

However Shapiro in his framework shows that his program solves the
given problem :

In fact in pratice if the programmer attempts to diagnose an
insufficiency, starting from an insufficiency symptom A, it is because
the experiment has proved that A makes the program P "finitely fail" (see
3,2.). In practice it is sufficlient that insufficiency diagnosis applies

to this type of symptom, and it is so in Shapiro's framework,

Let us see what can be said .in the framework of "fixpoint",
non-procedural semantics.

It is natural to think about the "finite failure set", already
mentioned (in 3.2.).

In a way gfp(TP) is dual of D(P) and an insufficiency symptom

(A€ I-gfp(TP)) is dual of an incorrectness symptom (Ae¢ D(P)-I). But this

duality is not complete : if we write
po(p) = [ T." (aToM( P , P )) then DD(P) also is dual of D(P), in
another way (2.5).

It is éasy to see that each fixed point is included in DD(P), thus
gfp(TP) < DD(P). The equality is not always true, it is true if we
continue the definition of T: with transfinite ordinaln [1]. Then it is

natural to say that A is a finite insufficiency symptom of P for I if

A € I-DD(P), which is stronger than insufficiency symptom (A.eI-gfp(TP)).

Moreover Apt and Van Emden (1] have proved that the finite failure
set (3.2.) ffs(P) is equal to ATOM(S ,F ) - DD(P). More exactly they
consider only ATOMC( C_P ,C,F ) but the following remarks remain valid with

this set of atoms,
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The program "insufficiency diagnoser™ in particular applies to a
finite insufficiency symptom. But it is not true for this new program
transposed from Shapiro [8] any longer.

The simpler counter-example is the following :
I={aB,c}, P={A<—B, C; B < B}

then D(P) = ¢, gfp(T,) = DD(P) = {B}, A is a finite insufficiency
symptom, A € ffs(P), the insufficiency to detect is C.

If we represent P by

RP = {A if B and C, B if B |} then we easily see that the atom

insufficiency(A,C) is not in the denotation of this new program (relative

to ZE'(RP,I)). On the contrary if we represent P by

RP = {A if C and B, B if B }, it is in this denotation.

So the results are differents according to the representation of

P, but it is not a drawback of the formalism used here, rather we must
consider that it is a formal expression of the fact that the properties

we are discussing now are not intrinsic in a logic program :

In fact, in Shapiro's framework his program solves the given
problem because his notion of finite failure depends on the search
strategy of the interpreter, which itself depends on the writing of the
program. In other terms, the notion of finite failure in Shapiro's

framework is not the notion of finite failure in the framework, of logic
programming characterized by Apt and Van Ewden, which is the framework of

this paper.
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7. Conclusion

. In this conclusion, we quit the 2heoretical framework of this
paper and we allude to the perspective of the implementation in PROLOG of
pug diagnosis programs for PROLOG programs. Shapiro [9] explains the
reasons why it is desirable to use PROLOG on the two "levels". We do not
touch on this question and we content ourselves with some remarks on the

application of this work.

On the one ﬁand we can consider that we have in a way described a
theoretical "envelope" that an implementation must fill for the best,
considering the difference between the theoretical ‘interpreter "SLD
resolution"A and a PROLOG interpreter (in particular the question of
finite failure); This prospect may be convenient when the "erroneous"
programs are in "pure PROLOG", or more generally when they have
predicates whose computation may be represented with the notion of
relative denotation. These predicats remain té be studied (arithmetical
predicates, particular use of 1input-output predicates...). According to
.this prospect, we apply theoretical results by writing procedures for

clause(x if y), valid(x),...

On the other hand, we must-extend bug diagnosis to programs with
all PROLOG possibilities, including control predicates. (Shapiro 9]
examines this question from a pragmatic point of view). But this leads

beyond the theoretical framework of this paper.
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