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RESUME

Nous présentons une méthode pour détecter des changements dans
les parameétres AR (supposés constants avant le changement) d'un processus
ARMA 'non stationnaire. La méthode de détection est fondée sur une
approche asymptotique locale, et trouve son origine dans une procédure .
d'identification dont on a montré qu'elle était consistante en présence
de non stationnarités. Les démonstrations sont détaillées.

ABSTRACT

. We present a method for detecting changes in the AR parameters
(assumed to be time invariant) of a nonstationary ARMA process. The
detection method is derived by using a local asymptotic approach, and
is based upon an estimation procedure which was shown to be consistent
under nonstationarities. '

Ce travail se situe dans le cadre du GRECO-CNRS "systémes adaptatifs".
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1. INTRODUCTION.

The problem o_f detecting changes in the spectral parameters of processes
is frequently ‘encounfered in practice. Most methods (likelihood or innovation
based techniques) solve this problem by using a complete description of the
spectral parameﬁers, (see for example [2,8,11]). Sometimes this description is
not possible for all parameters, this is for instance the case when nonstationari-
ties are present. In such situations one is mainly interested in those parameters
that can be described, while regarding the others as nuisance. A problem of this
type is the préblem of vibration monitoring. Here one is interested in detecting
changes in the vibrating modes of a system, without taking into account the
cause that generates these vibrations. If we use an ARMA model to describe the
system then the problem translates into detecting changes in the AR parame-
ters (assumed time invariant) while the MA part is assumed nonstationary and

unknown. Clearly the classical techniques do not apply directly here be‘cause of

the high variability of the MA part. In this paper we give a solution to this prob-

lem. The method that we present is based on an estimation method for the AR

parameters that is known to be consistent even under nonstationarity. To derive

- the detection scheme we use asymptotic techniques assuming that the number

of observations goes to infinity and the magnitude of the change goes to zero.
Similar asymptotic techniques are used in [5,9], but they are mainly applied to

the likelihood function, something which is not possible here.

- II. PROBLEM STATEMENT.

Let us consider the following system of difference equations

Xer1 = FXp + Weyy X, =0
(1)

v =c’X,
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where F is areal square matrix of dimension m, ¢ is a real vector of dimen-
sion m and {#} isa éequence of zero mean independent nonstationary vec-
tors. With the supefscript "r" we denote the transpose. The model in (1) is
often used to model real systems. The vector X, is called the state of the sﬁ-
tem, W the input and the scalar 1y, the 6utput {observations). The process

Y. is an ARMA process and if we write it in this form then we have

Ye ~Ye-1~ "~ CmYk-m = Bler + 1 + B ey (®)
where {e,} is a standard i.i.d. sequence. The vector a’ = [a; - - &) is the
vector of the AR parameters and the vector g7 =782 - - - B[] is the vector of

the MA parameters. The vector a is related only to the matrix F, its com-
ponents are the coefficients of the characteristic polynomial of this matrix.
Since the roots of this polynomial are the spectral modes of the system, all the
spectral infofmation is contained in the vector a. The vector B, is related to
the input %, thus it is time varying. Notice that with the model in (1) we can

have a MA part in (2) of order at most m.

Since any change in the spectral modes reflects into a change in the vector .

a we concentrate 0;1 this vector. Thus we are interested in detecting changes in
the vector a in a nonseguential weoy, assuming that we have available the
observation sequence §y,!. We will assume that a nbminal vector a =0, is
known and that we do not know the vector a after the change. More specifically
we will assume that a collection {y,...., Y] is given and we would like to
decide between the two hypotheses, H, :a =, and H,;: a #qa, . As we said in

the introduction we will follow an asymptotic approach, thus we suppose that

.under change, o is o. the form a = a, +8/Vn, where ¥ is an unknown direc-

tion of change. Although for our test we will never use the matrix F we will
assume that, a, corresponds to some nominal F, and a, +3%/Vn to

F, + ®/Vn . Let us now consider the following vector:
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R - VT,
N~ k§=31 ( Yr+1 ﬁao )2 (3)
where Y =[y ' Ye-mu] and ZI'=[Y-me1 ' Ye-m-u+2]. Equation (3)

can be used to estimate the AR parameters of the observation process. Since
U, (disregarding 1/+vn ) is the sample correlation of the MA part with delayed
enough observation and since this correlation is zero, we can estimate a by
solving the systerﬁ U, =0 (in the mean square sense if M > m). This estimate
is known to be consistent even under nonstationarities [4]. We use a similar idea
to derive a test. We expect that under no change the vector U, will have a zero

mean and under change a nonzero mean. Indeed we have

d
LU, » N(O.]) for H,
(4)
d
AU, - H,8) » N(O,1) for H,

d
where - means convergence in distribution, N{0,/) is the standard vector

Gaussian density and ¥, is the covariance matrix of U, . The matrix H, is

defined as

s

H, 7 Y7 (5)

1

3|~

k

We can see that under both hypotheses U, has asymptotically the same vari-
ance X, but not the same mean. Next step is to use U, as if we had equality in

(4) and define a log-likelihood

= UIS:'HoS — 20T HIS H,9 (8)

Notice that Z; is of length M thus H, is of dimension Mxm, assuming

M =m let us substitute ¥ by its maximum likelihood estimate, this yields
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= UTS; Hy (HIS Hy) " HIS U | (7)

The quantity 7, will be our test statistic. To define the threshold we have that
under no change T, is asymptotically x* with m degrees of freedom. Under
H,. T, isanoncentered x* with noncentricity equal to SHIZ'H,8. Our test
will be able td detect the change if the noncentricity is nonzero. As we will show
in Section I, with our assumptions this is always the case. The covariance
matrix ¥, is not known and thus we must estimate it. We can for example use

the sample covariance matrix defined as

()]

Ve ZE +
1

™=

Uk Vi —j Zka—j + Zk_J Zz) (8)

Py

" Ma

_ 1
n = —
n g

where v, =y — Yi_,a,. Thus everything is defined in terms of known things.

{Il. ASSUMPTIONS AND PROOFS.

In this section. we will prove the vaﬁdity_of (4), i.e. that the Central Limit
'I‘hecﬁem (CLT) holds for U, under both hypotheses. Notice also that in. (7) we
take the inverse of the matrices X, aﬁd HIZ 1H,. We will show that these two
matrices are full rank. For %, this will be necessary for the proof of the CLT,
for the other matrix it is important in showing that the ﬁoncentricit); factor is
nonzero. Notice that the second matrix will be full rank if H, is fuIL r‘ank and
£, is nonsingular and bounded from above. The proofs will be presented in
several steps. Let us first state our assumptions. Let {y,] be an ARMA process
generated by a system of the form of (1) or (2). Let F, a, be the nominal

values of F and «. We assume:

Al. The matrix F, is full rank and has all its eigenvalues distinct and strictly

inside the unit circle.

A2. There exists areal p >0 such that for every vector A and every integer



k we have E{ATW,] <p(ATA)?
A3. The matrix 0 =[c Fic... (F))™'c¢] is of full rank.

A4, If Q = E{W,W{} isthe input covariance matrix at time k, then we assume

that there exists a nonzero vector s such that for every k we have & >ssT.

A5. 1f @ = -711— i & is the mean input covariance, we assume that there exists
k=1

areal 6 >0 such that for every eigenvalue r; ,i = 1,...m of F, we have

L lim §(z —7)eT (2] = F,)7' @, (27! - F,) e } |?‘5

z -7y

By FE{ } we denote expectation. Assumption Al is to ensure the stability of our
system, i.e. bounded inputs will produce bounded outputs. Also the assumption
that the eigenvalues are distinct is made only to facilitate certain proofs.
Assumption A2 is rather technical it requires that the input has uniformly
bounded fourth order moments. A3 is an observability condition, it ensures that
any mode excited by the input will be observed in the output. Assumption A4 is
to ensure that the input excites constantly at least at the direction of the vector
5. Finally AS means that in the mean the input excites all the modes of the sys-
tern and that these modes are present in the second order statistics. This
assumption is very importént since our test is based on second order statistics.
If for example A5 was not true for some meode, in other words, if a mode even
though excited by the input was not present in the second order statistics (this
is the case when the MA part of a stationary ARMA pro.cess has zeros that are
mirror images, with respect to the unit circle, of poles of the AR part), then any
change on this mode cannot be detected by simply using second order statis-
tics. Notice also that A5 is refered only to the mean input, that is, insténtane-

ously we can have cancellation of modes. As one can see this assumption will be
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the base for proving that H, is of full rank.

Before going to the proof of the CLT we will first present s.orn,e lemmas that
will be useful for this proof. Let us denote by A and B two real square
matrices of dimension m, with distinct eigenvalues. let £y denote the eigen-
value of a square matrix X with the maximum magnitude and Dy a constant

that depends only on X.

Lemma 1. There exist constants D4, Uy p such that for any two vectors

a.b and any integer k =0 we have
|aTA¥b | < Dy l¢4 (% (aTa)% (670)

i, |af(4¥ — B*)(4* —B*)Ta|® < Dyp lé4pl* 1A - Bl (a"a)%
where by {|X|| we denote the maximum singular value of the matrix X.

Proof. The proof of i. is easy. Notice that it is obvious when A is diagonal.
When it is not diagonal we make a diagonalization and proceed in a simila} way.
Inequality ii. can be proved by using i and that AF —BF=
AF"YA —B) + A* (A - B)B + - - - + (A — B)B*™!, we omit the details.

Lemma 2. Let F W, satisfy Al and A2, then we also have that X, has

uniformly bounded forth order moments.

Proof. From (1) we have that

-1 .
X = t_ZoF‘ Wi
i=

thus using the fact that {#,] is a sequence of independent vectors, we have for

every vector A that

AN ARE E'E:i; ki); ':2 2 INTF W JIATFI Wy 5 AT FH W L]D\TFS Wk_s];
= ’= = ."-
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BN F B8 + 6"2":; tz; E{NFI Wyy 1B E{NTF Wy 1 <
i=0 =j l= ]

@

kil EYNTF W, _(]4 + 6[)‘2] BN, BT
=0 =0

Using Lemma 1(i) and A2 and the fact that [{r| <1 (from A1), we have that

there exists constant D suchthat for every k& we have

E{N X} = DINA)?

Lemma 3. Let F, W, satisfy Al and A2 Consider the following sequence

of covariance matrices F,

Pk+l = FPkFT + Qk-i-l s _Po =0 (9)
The matrix P, is the covariance matrix of the state vector X.. Let now

= i Q and P, i FP.. Let P be the solution of the equation
k=1 Nz

P =FPFT + @,, then ||P, — P|| » 0. The matrix P is nothing but the state
covariance matrix of a stationary system with covariance input @, (assumed

constant).

Proof. Since W, has uniformly bounded fourth-order moments, it will
also have uniformly bounded second order moments, thus from (9), assuming

&, = 0 we have

- 1 1 =1 - . =1 1 .

- n—g =2 :20 F3 @y (FTY ‘:‘3”‘ .. ?l Q) (FTY =
VG (FTY - S PG (FTY - L Ff( Y @)Y (10)
j=0 j=n -o k=n-j+1

The first term in (10) is equal to P, the second is uniformly of order |¢7|?" and

the third term of order i— Thus both last terms tend to zero. And this
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concludes the proof. Using this lemma we can show that we can approximate

{order 711—) any average of rmatrices of the form @V, =
111._ i E{lye " Ye-jF[¥e—5 * " Ye-j—]}, by the corresponding matrix V of a
k=1

stationary system with input covariance @, (assumed constant). This is true
because F{ypYe+;} = cTFiP,c and thus we can approximate every term in ¥,

by the corresponding stationary term.

Lemma 4. Let @, @' be two nonnegative definite matrices with @ = @".

Let F satisfy Al. Consider the following two systems in stationary situation.

Xer = FX + Wiy yp=c’X,

(11)
Xery S FXe + Weoy Y =cTX

.with W, having covariance § and W, covariance @'. For any integer N we

then have

Elive  e-n¥ - ve-vB=El{ye - v~y - ve-n]3

(12)

Proaf. The proof is easy. Since we consider only second order statistics
we can decompose W, into two independent processes V., K, such that
ESV,V{}=Q . E{R.RFl=Q - @ and E{V,RI} =0. Because of linearity, the
process ¥, can be also decomposed into two independent processes one due to
V. and the other to FR,. The process due to V., will have exactly the same
second order properties with y,. Thus we conclude that the left hand side of

(12) is equal to the right hand side plus another nonnegative term due to R,,.

Lemma 5. let F.F' be two matrices satisfying Al and % a process

satisfying A2. Let X; be the state vector of a system of the form of (1) and X
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another state vector of a similar system but F replaced by F'. For any vector

A with ATA =1 we have

E{N (X, ~ X)) B = o (Il F - F[|®)
uniformly in k. Where by 2 = o(z) we mean 2 is of the orderof z.
_1 X
Proof. By vriting X, = EF‘W,,_.;. using uniform boundedness of {@}
i=0

and Lemma 1(ii) we have

BN (s = X = £ NP = ()@ = (F))A S

p TN — (P — (FYYN= Dp I F = F IS, 1errl® =

D'||F - F'|j?
.

And this concludes the proof of the lemma.

Lemma 6. let s be a nonzero vector, let F' satisfy Al and A3 and let
E{W, W[} = ssT. Consider the system in (1) in the stationary situation, then for

any fixed integer N the covariance matrix

V=E{{lyr - Ye-n"lve  ve-~D
is of full rank.

Proof. Let A=[A; - Ay}’ be any vector, then

2n
ATVA = El}_f Ay + - -+ AyedV-1|2 o T(edor — F) s |3
0

It ATVA =0 then we will also have that the product under the integral is identi-
cally zero. Since the first term in this product is a trigonometric polynomial, if it

is not identically zero, it can have only a finite number of zeros in the interval
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[0 2r]. Thus if we assume that A # O we conclude that ¢"(e®/ —F)7's must

be identically zero. But we have that
cT(e 9l — F) s = f} gielitllgT fig
=0

The above can be identically zero only if ¢'F*s =0 for every i. This is not pos-
sible since because of A3 we have that for at least one i between zero and

m —1 we have cTF's # 0, contradiction. Thus V is of full rank.

With the next theorem we prove the Law of Large Numbers for expressions

that appear in the proof of the CLT.

Theorem 1. Let F, W, satisfy Al and A2, let X, be the state vector of a

system of the form of (1). If {a;} $b.} are two uniformly bounded real vector

sequences, then for any fixed integer j

"y . |
= ';,_'E & ['XklrleZ— E{Xe+jXillop » 0 as.

Proof. Since Xg.j = Fix, + 2(‘_, FitW, .. and Wy is independént of X ‘
i=1 .

for i =1 we have

- ;;1;11.2 4y i X + 2 P, - B XRlay | (19)

The sums of the form f: b{FI7* W,,;Xfa, are martingales. Following Feller ([6],
k=1

page 243) in order to show that these sums normalized by n go as. to zero, it

is enough to show that

= E{bIFI W, X0, 13

n=1 . . n?

N . ‘ <o (14)

But (14) is true.because -

‘-
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E{[bIF Wy i Xian 3 = EUIFI A Wo o 18 B[ Xian %)

and from Lemma 2 we have that both terms in the above product are uniformly
bounded. Thus the first j terms in (13) go to zero a.s. To show that this is also
true for the last term we will use the theory of mixingales (see Hall [7], page 41).
It i‘},,j,m is a sequence of o-algebras with ?,, the o-algebra generated by
§ W, - Wy} and it V,=blF[X,XI - E{X,XI}]a, then if we can find
Y +0 and f, =0 suchthat

1. NV - EtV/ Frudlla< Ve it

R. EtV/ }n—k”izs’/’kfn

3. § Lac and g = ok Kiogt) )
n=1

then '717 f} ¥ =+ 0 a.s. For a proof of this statement see Hall ([7], page 41). We
k=1

will show that we can define f, and ¥, to satisfy conditions 1 throuvgh 3. First
notice that 1 is trivially satisfied for any nonnegative %4, f, because
E{Vn/ ?,. +k} = V. Let us now for simplicity denote dJ = bJF/, then d, is also

uniformly bounded. We can see that

E{Vas ?n—kf = dp [F* (X X — B X2 XE_x3)(FT)* ]ay, (15)

Using the fact that the second moment of a random variable is larger than the

variance we have from (15)

1B/ Fn-r}lif < E{AIF Xy PlaTF Xy 13 <

E{dIF X o 14 + Ef{alFe X, 14 (18)

Using now Lemma 1(i) and Lemma 2 we have from (18) that there exists a con-
stant D such that |[E{V,/ 7,-,;“%’55"];;’]”‘. We can thus define f, =D

and ¥, = |£#|?*. Clearly with this definition we have validity of conditions 2 and
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1 and thus the Strong Law of Large Numbers holds also for the last term in (13).
_ We are now ready to prove the CLT defined by (4). This is done in the follow-
ing theorem. | |
Morem 2. .Let {ye} be the observation process defined by a system of
t.he form of (1). If F, apd Wy saﬁsfy conditions Al through A5, then (4) holds.
Proof. We first show the CLT under hypothesis H,. We will use a version

of the martingale CLT, thus we will put U, defined in (3) under a martingale

form. Let A be a vector with AMA = 1. What we would like to show is that

d
ATE U, » N(0,1). Notice that

E{NTERU, T = 1 . (17)

this is true because £, was defined as the covariance of Up. From (17) we see
that we have the right variance required by the CLT. Dropping for simplicity the

" subscript "o " we have from (1)

. moi-2
Yoi =CTFPIX g 4T —2 Fi W (18)
j=o

Substituting (18) in (3) and using the Gayley - Hamilton theorem we have

r . ]
R G U R A

where AT =NE* and cf=cT[F*'—aft®- - - o;-1/]. Let us for the
moment assume that the covariance XL, is uniformly bounded away from zero
for large enough n. We will prbve t.his statement in Theorem 3. With this
assumption A, is uniformly bounded. Now rearranging the sum in (19) we have

M 1
N, = 8 (Bl v+ Geamaichllen to( ) (20)




- 14_ -
Since in (R0) Wiy is independent with whatever is in the brackets, the sum in
(R0) is a martingale: Defining
Ve = AJ[ZkC{ + 0+ Zk+m—lcr’r;] Wi +1 (31)

in order to show the CLT it is enough to show Lindeberg's condition for v, and

that

§|'—‘

P w21 (22)
k=1

in probability (see Hall [7], page 52). Lindeberg's condition is the following, for

any ¢ > 0 we want

2
L P I > vA)) +0

where with I(A) ~e deno*~ the index function of the set A. To show

Lindeberg's condition we have

2
Vg Elvgy
Pri——I(lu|>e Vr)] < -
Applying now Schwarz inequality at (21) yields
vE<[(MZ)P+ - + (A z,,_,,,,,,)z] ((eTWes)? + - +(chWes)?]. And thus

using Lemma 2 and the mdependence of Wi+, with the Zg,; vectors, ‘we can

easily see that Ff{v} is uniformly bounded by a constant D. This yields

u2
Vg D
i —n (lue | > evm );Ss“'n +0

and thus Lindeberg's condition holds. To show (22) since using (17) and (20) we

have -"1:- i) Ew = E{NZHU, 13 + o -111—) = 1+0( -‘i—). it is enough to show
k=1
n

that %— Y [v€ - E{@&] » 0 in probability. The random variable v# is a finite

k=1
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sum of terms of the form bp¥k-i¥e-;{(caWe+1)(CqWir1) Where b, depends on

the vector A,: Thus we can write

%—g:)l (Y —i¥i—3 (€3 W+ 1)(€d Wis1) — E Wk Yk} E{(ciWe ) (edWes)]] =
%’;‘-EZ':) 'yk—a.'yk—;[(cp Wul)(cgwkn) - E'i(c WkH)(c WkH)” +
b, ‘
Tn— 2;3 E{(cg Wes)(Cq We 1)} Y-V — E{Y Y31 (R3)

The first sum in (23) is a martingale. Using similar reasoning as in Theorem 1 we
can show that it converges to zero a.s. For the second term in (23) we apply
Theorem 1 and thus this term also goes to zero a.s. With these arguments we

have shown that (22) is true not only in probability but a.s.

~

Up to this point we have shown the CLT under H,. To prove it also under

H, . notice that the observation sequence {yx} is now generated ndt_by the
nominal matrix #, but by the matrix F that satisfies ||F = F, | = of %‘E—).

Let us call {yg] the observation sequence generated by the nominal matrix F,

‘when as input we have exactly the sarme like the sysiern with F. If we show for

every vector A with ATA =1 that we have

1 1 2
\,—;L-—i (U = T TN 2 = = B (ks — af VA 320 (@)

where YP, Z2 are the Y, Z, vectors corresponding to the nominal system,
then this means that the two terms in (24) have the same asymptotic distribu-
tion. Since the second term, as it was shown in the first part of this theorem, is.
asymptotically Gaussian, the same will be true for the first term as well. To show

(24) define
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wp = e — AT YN Zy — (y8ey — aJYONTZ2

The terms Y+ — 7Y and ¥¢41 — g Y2 are the MA parts of the two observa-

tion processes and since they are at most m-—dependent we have that

Eftpwi—j} = 0 for j >m. Thus (24) is equivalent to

n 2 =1 n
Ei&)’?‘ + ‘n—”z E Eicokwk_j; -0
k=1

1 1
=F N o Bi= =
n . ih kgl * g T =t . J=1

Since 2lwwe_;| < wf + wf_;, in order to prove (25) it is enough to prove that

(25)

the first term in (25) goes to zero, Notice that we have

Or = W1 ~ XN (Ze = Z2)] + [(Yeer — & Ye) — (Y41 — aJTR)NTZE

The two MA parts are independent of Z, and Zg, thus

E{wf} < RE{{Yerr - " L IEUN(Z, - ZD)]%) +
(26)

RE{NZ, 13 E{{(Yeer — 07 Y) — (yir — 23 ¥2)IH

Using Lemma 5 the quantities 4, ¥ and Z, differ from the corresponding
sense) by an amount

(in the mean square

nominal quantities
o |F=-F,i*)=0( :T) Thus for every k <n we have E{wf} = of ,—i—) which

n
yields ;’1;- Y, E{wd] = of %—). And thus we have shown that (24) is true. What is
k=1 .
left now to prove in order for Theorem 2 to be complete is that the covariance
matrix Z, is uniformly bounded away from zero. This is shown in Theorem 3.
Theorem 3. Let F,, W, satisfy Al through A5. Let I, be the covariance

matrix of U, definea in (3) and H, the matrix defined in (5), then for large

énough n the matrix I, is uniformly of full rank and uniformly bounded from

above and H, is a.s. uniformly of full rank.
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Proof. The proof is based on certain propertiees that hold under sta-

tionarity. From Equation (20) we have that
1 | : ' 1
U, = — [chl',‘.... + 7 2Chm W + 0 —=)
o Vn ,‘i_.zl ! k+m-15m Tk +l . vn

We first' prove that X, is full rank. Let A be a vector with ATA = 1. Let us call

tk = )\TZk and Tg = [tlc tk+l e tk+m—1]l then

| 5
x’un=711.{—2 TID Wery + 0( —=)

where 0 = [e, -+ - ¢m] Using A4 and that #;4, is independent of 7, we have

EN G > 29 BT 05 +0( ) =

1
-3 EYTRT +o( 1) (27)

1
n k=1

where { = O s. Notice that O comes from the matrix O defined in A3 by using

linear operations. Since O is assumed full rank so is O , thus the vector [ is

nonzero. Let'l7=[ll < In] and AT =[A; -+ - Ag] then we can see that
bn by - . o L 0 ol we ]
0 L, ...Lt ..0||
¥ O S | I
0 0 ... 0 lm .. b Ue-m-ne

Denote with - L the matrix in (28). This matrix is of dimensions Mx(M+m—1). It

is easy to see that ATL gives the convolution of the two sequences

A . Al and $m, ... 41}, It is known that the convolution of two

sequences cannot be identically zero unless one of the two sequences is. Since
[ # 0 this means that there isno A # 0 such that ATZ =0 or, that L is of full

rank. Let us call g; > 0 the smallest singular value of LLT. Now define
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Vn = Ef{ye -~ Ye-m-ue2l” (W © Yp-m-ms2l} (29)

=

3|

k

1
the average covariance matrix of the random vector in (28). From Lemma 3 ¥,

can be approximated (order -_}L—) by the corresponding covariance of a station-

_ary system with input Q.. Since from A4 we also have &, =ss7, using Lemma 4

this last covariance can be lower bounded by the corresponding covariance V
of a stationary system with input ssT. The covariance V from Lemma 6 is of full
rank. Call oy >0 the smallest singular value of V. Going back to (27) and using

(28) and (£9) we have

ESN U = ALV, LTA = ayay + o 71;_

and thus for large enough n, I, is uniformly bounded away from zero. Notice
that for the proof of the nonsingularity of ¥, we did not use A5. To prove that
Z, uniformly bounded fr;om above we proceed in a similar way but we use the

uniform upper bounds of the covariance matrices involved. We omit the details.

To prove that H, is as. of full rank notice that because of Theorem 1 we
have that H, — E{H,} » 0 a.s., thus it is encugh to show that FE{H,} is of full
rank. Using Lemma 4, E{Hn} can be approximated by the corresponding
matrix H of a stationary system with input @,.. We will show that t.hi; matrix
H is of full rank. We have that H = E{Y, Z{}, where Y, and Z, are now gen-
erated by a stationary system with input @, (assumed constant). We would like
to show that there exists real ¢ > 0 such that for any vector~ A with AT A=1
we have NTHHTA> 0. Since Z, has length M = m we consider only the first
m components of this vector,that is, we will show that & {Ye Y} is of full
rank. Consider the vector E{ATYe ¥f-m+1}: using similar ideas as in [1,10], the i-

th component of this vector (say d; ) is given by

) (30)
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»

1 - - a5 -1 oy 042
d;, = é—;j—f()\l +o.+ Apz e (2 l1.—!7(,)_l @n (21 — F,) 'c 2™ 2 —=
2_37:7—-[ M2)eT(27 - F,)1 8, (2] — F,)czt"! 2 ;- 1,..m (31)
where A(z) = Além"‘ + + +An and the integratiép path is the unit circle.

The only poles inside the unit circle in (31) are the eigenvalues 7; of F,. Thus .

from (31)

’ Alr . '
& =3 (7 i i=1..m - - (39)
k=1 Tk ' :

where 4 = lim {2 —m)eT(z7 = Fp) ' @, (é[ — F,) '¢}. Since the Vander-
Z T ) )

monde matrix

”

: m—1
1.7 . . TH

" is of full faﬁk, call o, its smallest singular value. Notice that the véctor

; [Mr1) - - - Arm)] can be written as X V. where N = Dm0 M Let us call
pT = [-}"(:—l)p,, . Af:—"‘),um] then using A5, i.e. that |w.| =6 and also from |
1 - m : ’ ' : .

Al that |7x| < 1 we have

m
df = "V (Vip)* = ofpTp’ = af6% ), IN(me)|? =
k=1

i=1
0282 X VIV X = gf62ATA

where by the superscript * we mean complex conjugate. And this concludes the
proof. Since as we have proved X, is uniformly bounded from above and H, is

. _
uniformly of full rank we have that HIX,H, is also uniformly bounded away
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from zero.

IV. CONCLUSION.

We have presented a method for detecting changes in the AR parameters of
a nonstationary ARMA process. The detection scheme was derived by using the
same idea that is used for the estimation of these parameters i.e. that the MA
part of an ARMA process is independent from delayed enough obéervations. Fol-
lowing a local asympto£ic approach the detection of a change in the AR pat;ame-
ters was reduced to the detection of a nonzero mean of a Gaussian random vec-
tor. To comment now the assumptions that were made, Al can be relaxed to
include multiple eigenvalues. Assumption A2 is quite strong, it can be probably

relaxed to conditions involving only second order moments. A3 seems necessary.

For the other two assumptions A4 and A5, it is known that in the stationary case

it is required only A5 i1 order to ensure that ¥, and A, are of full rank. Unfor-
tunately this is not true for nonstationary situaﬁons. One can find counter
examples where with only A5 the covariance matrix I, is singular. Thus, it
seems that an assumption of the form of A4 is also necessary. Finally to say a
few things about estimating the covariance matrix X,. Even though ﬁ,. defined
in (8) has expectation equal to I, it has the drawback that it is not always posi-
tive definite. This can lead to a negative test statistics 7T, (Equ. (7)). For prac-
tical perposes we can for example use only the first terin of fln which is positive
definite. This method was succesfully used in detecting changes in vibrating

modes in linear systems {3].
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