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RESUME

On considire un réseau de deux files d'attente

en paralléle oli les clients accroissent simultanement
les charges des deux files. Dans le cas ol les arrivées
forment un processus de Poisson et ol les charges ont

une distribution générale symétrique, on réduit le

.calcul des distributions stationnaire et transitoire

da la solution de problémes aux limites.
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THE M/G/ 2 SYMMETRICAL CASE.
Framgalt, E-BACCELL
ABSTRACT

Networks of two parallel queues where arriving customers bring work to both queues are
considered. In the case where the arrival procéss is Poisson and the amount of work brought by
arriving customers has a general ‘symmetrical joint distribution, complex variables functigns
techniques are ﬁsed to obtain both the transient and the stationary behavior as the solution of

basic boundary value problems.

* INRIA, FRANCE. This work was done while the author was visiting the applied probability group, Bell
Communications Research.



INTRODUCTION

We consider a queuing s;ystem composed of two single server queues. Customers arrive to this
system in a single s-pream._ Each arrival creates simultaneously two work demands to be’
processed by the two servers. Such queuing models arise in many application areas including
flexible manufacturing and parallel processing ( e.g. the cobegin and qoend structures in
concurrentl langﬁages). “The analytical characterization of the distribution of the number of .
customers at steadyvstate has been derived by L. Flatto and S. Hahn [1] in the M/M/2 case
(Poisson arrivals and independent exponentially distributed service demands). The present
paper ié concerned byvthe M/G/2 case (Poisson arrivals: and i)ossibly dependent, generally
distributed service demands). In the particular case of exchangeable service demands, it is
shown that both the transient and the stationary workload Laplace transforms can be obtained
as the solution of basic boundary value problems. The main steps of this reduction are
' sﬁggested by the recent work of J. W. Cohen and O. J; Boxma. [2] and-are organized in four |
sections : the first one is d'edicated. to the derivation of the basic functional equations satisfied
by tl"xe workload Laplace tfansform and to the analysis of the so called kernel of the functional
equation ; the second section is concerned by the determination of a suitable conformal mapping
from ‘a domain obtained when analyzing the kernel, onto the unit circle ; in the thi;‘d section, it
is shown how this conférmal maﬁping can be used to reduce the solution of the functional
equétion to the sqlution of a basic boundary value problem on tfhe unit circle ; the last section is

devoted to the analytic continuation of the Laplace transform from the original domain where

it is first determined onto the whole right half plane.
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I. KERNEL ANALYSIS

1 NOTATIONAL AND ASSUMPTIONS

We shall denote as ) the intensity of the arrival Poisson process and as (X¥,X}); > o , the work
demands created by the k-th arrival in queue one and two respectively. The successive work
demands (X% X%) will be assumed to be i.i.d. and independent of the arrival process. We shall

denote the Laplae Stieltjes transform of (X?%,X%) as

®(s1,85) = Elexp(—a1XT—85X7) |, Re(s1) 2 0, Re(s5) > 0. \

The present study will be limited to the case where the random variables X¥ and X} are
exchangeable. Equivalently, it will be assumed that for any complex numbers, s, and s with

positive real parts,

" (1.1) | | | P(s1,82) = P(s28)) .

The analysis will require the following technical assumption : It will be #ssume,d that for any

geR* and teR, the function ®(g+1t,g—1t) converges to zero when jt] = oo:

(1.2) . ‘“lim d(g+it,g—it) = 0.

This assumption will be discussed and slightly weakened later ori ( sectionI. 3).

1.2 THE FUNCTIONAL EQUATIONS

Let ’Vl(t) and Vy(t) denote the workloads at time ¢ > 0 in queue one and two respectively.

For s,,80/Re(s;) > 0, Re(sy) > 0, let

3 | W(t,61,80) = Elexp (=0, Vi(t)-sgViAt)}] -



The evolution equation for ¥(t,s,,s,), based on the Markov property of (V,(¢),V(¢)), ¢ > 0,

reads:
d . .
(1.4) I W (t,8y,85) =

[ovtoaM1- (o 00| Elexp{=e,Vi(t)-ea V1)) 1 (Vi(t) > 0Vift) > 0) ]
+HomX1~0(s,0)] Elexp(=0,V1()} 1 (Vift) > 0,Vift) = 0)
+ omM1=0(a,.0)] Elexpi-aaVit)} 1 (Vi(t) = 0, V() >0)]
— M1={s,,8.)) P [Vi(1)=0,Vf1) = 0],
or equivalently:
(1.5) | %\P(t,s,,sz) = [0y + 83=M(1~B(s,,82))]¥(¢,8,,8,)

—82E[exP{"51V1(1)} 1 (Vx(t) >0,Vy(t) = 0)]
—81E [exp{—s,V,(t)} 1 (V,(t)=0, Vilt) > 0)]

—(81+ 83) P[V(¢) = 0,Vy(t)=0].

Adopting the notations

(16) (¥i(t81) = E [expi—se,Vy(e)} 1 (Vy(t) = 0)

l‘l’z(‘»sz) = E [exp{—s,Vy(t)} 1 (Vi(t) = 0)]

and for s > 0,

(1.7) “l’-(shsz) = L°° e Y(t,8,,85) dt

l\ll,-',(s,-) = j:)w e~ W,(t,s) dt, § =12,



one gets the following functional equations for the transient case :

k4

(1.8) 61 + 82— ?‘(1 ‘4’(31,85))—3]‘1’.(81,62) =82 ¥,,(51) + 8 ¥y,(s2) — ¥(0,8,,8,).

In the steady state analysis , the functional equation simply reads:

(1.9) [81 + 85 — M1—®(s1,8))|¥ (51,82) = 22¥,(s,) + 8, Vofs2),

when d'er:xbt,in'g' as W(s),85)(resp. V;(s;)) the function W(t,s,,8,) (rup,\l’,-(!,s,-))‘whi.ch. by

assumptio'n, does not depend upon t.

18 ANALYSIS OF THE KERNEL.
1.5.1 THE TRANSIENT CASE

The aim of the present section is to determine a convenient zero of the kernel of the funetional

equation:
1a

- (1.10) 8,(51,82) = 8; + 85—A(1-%(s,,59)) -8

~ Let us first show that one can find such a zero when s, and s, have the following form:

(1.11) ‘s, =g +it ,Re(g)>0,

l82= g - st B tfR

‘The equation 6,(¢g + it,g - it) = 0 reads

(1—®(g + it,g—it)).

0o >

. : A
(1.12) - 95

Notice first that
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. —axt ) se(xt_yk
®(g + it, g—it) = Ele 0 Xi+Xe o —#Xi=Xzh
Accordingly, the exchangeability assumptions (1.2) entails :

(1.13) (g + it,g—it) = %[4’(4 + it,g—it) + ®(g—it,g + it)]
= E [ 7%+ XDoog(o (x5 -X4)).

Equation (1.13) shows that 8,(g + it,g—it) is a real valued function if g is real. We shall rely
on this properly to prove that equation (1.12) has exactly one solution in the domain Re (g) 20
and that this solution is real.

Lemma 1

Let s be a fixed real and positive number and t be a fixed real number. The equation
8,(g + it,g—it) = 0 of unknown g has one zero in the region Re (¢) > 0. The multiplicity of
this zero is one. D

Broof

For g located on the imaginary axis

Ao X X Lo
(1.14) | 9— -';'--'2- > 5 215 +it,g—it)]

This bound holds also for |g| = R and Re(g) > 0, provided is R sufficiently large. Let now Dy
be the region |g| < R, Re(g) > 0. Owing to (1.14) , which holds on the boundary of Dy ,

Rouche’s theorem entails that the function 6,(g + it,g—it) has the same number of zeros in the

domain Dy as the function g—%—%, and this for any large R. a

-
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Let s be a fixed real positive number and 't be a fixed real number. The equation of ynknown g ;

©,(g9 + it,g—it) = 0 has at least one real and strictly positive solution. o

Proof

For g real, the function

9= 3 (=g +itg=it)

is real valued and continuous. It’s range is the real interval [0,\]. Hence the graphs of this .

"l‘unc‘tion and the linear function g — ¢ -‘--;— meet at least once as indicated in figure 1. O
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Figure 1
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Owing to Lemma 1 and Lemma 2 » the kernel has exactly one root : which we shall denote as

g,(t). This root is real and simple. The following properties of 9,(t)

corollaries 1 t0 8 ) :

:

For s > 0,9,(t) satifies the following properties:

(L15) 0,() = g,(=t) teR;

(1.18) 0<g(t)< )+ % = o, teR;

Broof

(117) i ()=

A

2

L
>

will be of use igt,gt on (

LR



ris

Equation (1.15) is a consequence of the symmetry property. The bounds (1.16) are obtained byﬂ

construction (lemma 2) and the limit (1.17) is a consequence of condition (1.2) ,

Carollary 2
90(‘) > 90(0)’" R. . U

Eroof

Let us first prove that for any real ¢t (the index.k is omitted),

(1.18) B[ mosu(X- X)) < B [T

If ¢ is such that the L.H.S of (1.18) is negative, the inequality trivially satisfied. Otherwise,

E [+ Meas(u(X, - Xy =
B [ M ear(X, - X)) | <
E | [ 7% * ¥eos (2(X, — X))} | <

E { c"(xt"xd] .

Hence

(119) - wit) - 2 = %(1_ E[e %W X1+ X000 p0x, — XD

> 3 (- [0 Firxd)

- Since the function
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. A , (X, + X5
RS ’ §— 2 (I-Efc-g N d])

is increasing, one can conclude from (1.1 9) that pecessarily g,(t) > 9,(0) (see Figure 2).

L0 & g

Ve

Figure 2
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Corollary 3
(1.20) Jim 5 a(0=a() = 0. o
Proof

Differentiating with respect to t the identity ©,(g,(t) + t,g,(¢)~it) = 0, we get:

B
2
1= E (X, + Xaeos(t(X, — X)) exp(=0,(t)(X; + X

- E[(X; — Xo)sin(t(X, — Xy))exp(—g,(£)(X; + Xo))]
(1.21) g(t) =

Lemma 1 shows that g¢,(t) is an isolated and simple root of #,, so that
6% ©, (9 +it, g —it) | g =g,(t) should be different from zero. This entails that the

denominator of (1.21) does not vanish. (It is always positive).

Notice furthermore that due to our assumption (1.2) on ®, the following limits exist:

. é .

lim — 6(g +it,g—1t)=0
R L (9 g — it)
im L 8(g + it,g — it) = 0.
[T Y

This together with the property (1.17) of corollary 1 can be used to prove that we have the

following limits:

lim E[(X, - X,) sin (¢(X; — X)) e_-vs(t)(x,+x9)]=0

kl— o

JJim | E[(Xy + X cos (¢(X; = X)) 000 g,
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Hence the following limit ﬁold:

hm g.’(t) =0. o

k= o

— Equation (1.20) will be important in the next section. Notice that (1.2) is a sufficient

condition for (1.10) to hold and that a weaker sufficient condition could be:

(1) Jim, B [06=Xalsin(t(X, - Xp)) &9 it X3

— Owing to equation (1.20), [9,(¢t)| has a finite maximum when t traverses the real line. Using

(1.21) together with the bound of corollary 2, we éet the upper bound:

AE[(X; + Xp)e O ¥a)
2-ME[(X,4X;) ¢ o OXr+X)

(1.24) suplg,(¢)| < Be.
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1.3.2 THE STATIONARY CASE

The Kernel in that case is the function _

(1.25) - N 0(s1,82) = 8, + 85 —A\(1—P(s,,3,)) .

Looking for zeros having the form indicated in equation (1.11), we gei: '

Lemma 3

Assume that p=ME[X}] = A\E|X:] < 1. If t is a fixed real number, the equation of unknown
9:8(g + it,g — it) =0 has a unique solution g,(¢) in the domain Re (9) > 0. This solution is
' . real and non negative. The part of the proof related to lemma 2 can be continu'e'd without/
changes, but for the case where t = 0. For this case, one sees that g = 0 is a real solution. The
part of the proof related to lemma I can be continued for ¢>0 without changes. For t = 0,

notice first that for Re (g) > 0 and due to the stability condition,
d A '
. L2 (1-d(g, 1.
(1.20) 2 a2l <

So that for any h such that Re(h) > 0, we have

5 (b= IfE S seaa )< 1wl <In)

This proves readily that the equation 6(g9,9)=0 has no other solution than

g =0.
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We quote now some properties of 9,(¢) to be used later on. The proofs are very similar to the

proofs for s > 0 and will therefore be omitted.

Corollary 1

The function g,(t) satisfies the following properties:

(1'27) go(l) = go(_t)» “R;
(1.28) 0 < go(t) < X ,teR;
. A
(1.29) RIII_TN 9o(t) = KX
(1.30) 9o(t) > 90(0) ,teR;
(1.31) Hlim 9(t) =0.
(132 ()l < pe= 2 o

1-p
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/I. THE CONFORMAL MAPPING

Let s be a fixed real number ', s 2 0. Consider the infinite arc of the right half place defined by

the parametric representation:

(2.1) A, ={g,(t) + it , teR} .

A, is smooth (see equation (1.27) and (1.22) ) . The aim of the present section is to find a

convenient-conformal mapping from the domain A,* , located on the right of the arc A4, onto the

unit circle. The use of this mapping will only become apparent in the next section.

We proceed in two steps. The first one consists of mapping conformally A,t onto a bounded
domain. The second one will consist of mapping conformally this second bounded domain onto

the unit circle.

1.1 EIRST STEP

Let v,(u) be the conforfnal mapping of the right half plane onto the unit circle defined by :

(2.2) ‘ v,(v) = _a,u 1 uel,

(4
- where g, is a real positive parameter ( to be fixed later on) satisfying the constraint:

(23) ’ 0< a, < 90(0)—1' |

Lemma 4

The mapbing of the infinite arc A, by the function v, is a bounded and smooth contour S,

located inside the unit circle and such that 0 ¢ S;*, the interior of S, .
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Owing to the fact that A, is a smooth arc and v, a conformal mapping, the only problem which
arises is for the point at infinity. In order to get a suitable representation, let us define ¢(8) ¢R

as follows:

t(6) = —Ltexp(i6) 0¢(0,2),

1 —exp(16) ’

and consider the curve S, defined by :

(2.4) _‘ S0 = {w,(3t(6) + o(t(60)))6 ¢ [o,2m) }.

Let z(0) and y(6) denote the real and imaginary parts of the curve S, :

2(0) = o2 9X(t(0))—1 +a2 t%0)
(2.5) ‘ (9) . (a'g.(t(ﬂ)) + 1)2 + a,2t2(0)
2 a,t(6)

v = (a,9,(¢(6)) + 1) + aft"’(ﬁ)]

Notice first that

(2.6) ‘2(0*’) = z(2r) =1

[50% = y@a) =0,

proving that S, is actually a contour., (There are no other double point since v, is a conformal
" mapping and A, has no double points ). This curve is located inside the unit circle because A,
is on the right of Re (u) > g,(0) ( Corollary 2 of lemma 2 ) . We summarize our l;nowledge on

S, in Figure 3.
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| . *
| ?
as(0)-1 0
as(0)+1
c \
sl
o} ' +1
v=plane
LB
Figure 3
’
A,
s o
1 .
a
T ‘n'l(o)-'1
v,(0)=+1
2 A
w0
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&

In order to prove the smoothness of the contour S, for § = 0 it is necessary and sufficient to

show that
& f5(0%) = s(er)
lie) = i(zn)
Jet
a2g,(t)? — 2212
(28) () = O (tF -1+ at

(6,0.(¢) + 1)2 + a2

2a,t
(e,0,(t) + 1)2 + a2¢2

¥(t)

Notice that #(t) = #(—t) and —g(t) = g(~t) so that ¥(t) = §(—t) and Z#(t) = —#(—t). Hence

(2.7) holds for y and will hold for x if and only if :

(2.9) #(c0)i(0) = 0.

To check this, notice that

ind
¢(0) = —Sin
(9) 1—cosf
; 1
t(0) =
(@) cosf—1 ’

sa that {(6)~¢(8)? when 6 — 0. Furthermore, when ¢ — oo , we have :

4a’t%g,(t) + 0(t?)
((a,9,(t) + 1 + o267

7(t)=

s0 that the contour is also smooth at 0 = 0 ( Corollary 3 of lemma 2 )-
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Lemma 5
If the constant a, satisfies the constraint
e e _1
(2.10) a, <a'(I+1) %,
then, ¢,(t) = arg(z‘(t)') + ¢ §(t)) is a strictly decreasing function. , o

Proof

From equation (2.8) we get :

2a,t
algl(t) + aft? —1’

(21 | to(8,(1)) =

so that

¢

01 50 20, coste, (1 HIIE=200A0) -

(a(9(t) + €7) —1)?

= [0 + (a(97(t) + ) = 1P [aXo(t) -8 —2tg,(1)g,(t)) — 1].

Notice first that owing to equation (2.3), the function

t — [4a26% + (aX(gXt) + ?) —1)} .

is strictly positive for teR. Furthermore, the function ¢t — f,(t) = g2(t)—1°~2¢ £.(t)g,(¢) is

pair. Using the upper bounds of equations (1.16) and (1.24), we get thus:

t 2—1? 4+ 2te,8,).
f:c(k),<f§§(a. + 2te,8,)

B L

RS
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so that finally:

J(t) < al(1+ 82 =12
teR

Accordingly, if one takes g, such that a, < 4, equation (2.12) shows that ¢,(¢) is strictly

negative for any teR, which completes the proof of the lemma. Q

Notice that if a, >0 satisfies equation (2.10), it satisfies a fortiori equation (2.3). In the sequel,

@, will be chosen to be equal to 4, :

_1
(2.13) 6, = 170 = 47 (B2 +1) 2.

I1.2 SECOND STEP

Owing to lemma 5 , the function

t —¢,(t)

is strictly decreasing and therefore invertible. We shall denote its inverse by 1,:0,27] —R.

Accordingly, the curve S, has the following parametric representation:

S, = {c"k(s,c"),ﬁe[0,27r,]},

where

S |

(3-14) | k(s,e™) = (Z( ) + G(r (O < 1.

Such a parametric representation is the right one for determining simply the conformal

transformation p,(z) mapping the unit disc C* onto the interior of S.:5%, as well as the
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function ¢,(z) mapping the exterior of the unit disc C~ onto S
Lemma 6

The conformal mappings p,(z) and g,(z) subject to the conditions 7,(0) = 0,g,(c0) = 0 and

d d - o
5 P2l >0, 75 9(2)leo > 0, are given by:
(2.15) ' (2) =z ex {—l—f log(k(s,exp(¢¥2 (u))))—'H——z ﬂ} lzl<1
. P, p DY g r PltA, a—z uw?’ ,
(2.16) 0.(2) = s7texp{ = [ og(k(e,exp(ix, (u) LEE Ly fs|5q,
' 2¢7 le]= ’ g v—z u’’ ’

where X,(z),]z| = 1 is the unique real and continuous solution of Theodorsen’s singular-integral

equation:

: . : 1 2 . , '3
(2.17) - A (exp(i¢)) = ¢—-27_/; log(k(a,exp(l)\,(expt'w)))).cotg(w— 5 Jdw .
Proof

This is Theodorsen’s theorem ( see (23 p. 70} ) . t u]
Applying Plemelj - Sokhotski formulae to (2.15) and (2.16), we get the following limit properties:

Corollary 1

For z, such that |z,] = 1, we have:
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il iz .
(2.18) lim p,(2)= p(z,) = ™) k(5™ )
2~z inC*
and
(2.19) lim al2)=0(2,) = k(s ,e™el0) ) o

$—z,in C”

Corollary 2

(2.20) ’ lpo(2)| < 1for |z] < 1.

and

(2.21) l.(2)l < 1 for |z|>1. o

Proof

Use equations (2.14), (2.18) and (2.19) and the maximum principle. S =

We shall denote as o, the inverse function of v, and as r,(resp.t,) the inverse function of

p,(resp.q,). Notice that p,(t) = q.(%)forlz [<1 so that

(2.22) 7,(p,(C?)) = A%,

o,(9.(C7)) = At .

We summarize the diverse mappings introduced in his section in figure 4.
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III. POSITION OF THE BOUNDARY VALUE PROBLEMS

Equations (1.8) and (1.9) show that the problem can be considered as solved if one determines

the functions W, , and ¥;,f = 1,2. This determination is the aim of the present section.

Ill.1 THE TRANSIENT CASE

We can rewrite the functional equation (1.8) for the transient case as follows:
(3.1) lou(u1) + 0,(u2) = M1 — ¥(0,(u)) , 0,(1,)) — o]P, (uy,u5)
= ”n(“z) Pvl(“l) + ”o(“l) Plz(“f) - R:("b"2) ’

where |u;| < 1, Juy| < 1 and

(3'2) Pt(ul:u2) = \P,(o,(ul),a,(uz)),
P:(ui) = \Ill',l(ol(uf))". =1,2 and

Rc(uhu2) = \Il(o,a,(ul),a,(uz)) .

Taking u, = p,*(z,) and u, = 9,(2,), one sees from (2.18) and (2.19) that these two complex
numbers are complex conjugate and located on the curve S, Therefore o,(u,) and o,(u,) are on

the curve A, and are of the form:

(3'3) . ac("l) = g-(to) +it,,

0,(“2) = gc(ta) —'.tov

“for t, = 7,(7\,(z,)) ( where 7, denotes the inverse of ¢,, see lemma 5 and the following remarks).

Accordingly, the L. H. S of (3-2) vanishes providing the following key relationship (after division
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~Accordingly, the L. H. S of (3.2) vanishes providing the following key relationship (after division

by ou(a7(=)). ou(pi(z)):

\pl.l (6,(p,+(z))) ‘1’2.1 (0, (Ql_(z)))

(3.4)

i) T e D
for |z] = 1, when denot,i;xg as d,(z) the function
| _ ROt
- B e v M
Lemma 7

The function ¥y,(0,(p*(2)))/0,(p}(2)) (resp.vz, (0,(a,(2))/2,(9(2)) is the limiting value
from inside (resp. from outside) of a function analytic in C, ( resp C~ ) and continuous in

C*UC(respCUC). _ m]
Proof:

This function is the ration ¥,,(c,(p,(2)))/0,(p,(2)) (resp.vs,(0,(9.(2))/0.,(4.(2))). The

analysity in C* (resp.C”) is a.consequence of the property : 0 gA,+ for & > o ( see (2.23) and

(2.24)). Since p,(z) —p*(z) and q,(?) —+ ¢,7(z), the assertion relative to continuity is straight ;
forward for any‘pAoint, of continuity of ¢, ,00, / o, and ¥,, oo, / o,. The only problem that

could arise is for point 1 where o, is discontinuous, having a pole of order 1. But since ¥, ‘is _

bounded in the right half plane, the following limit holds:

(36) lim 222 0, ¢=12
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so that point 1 is a point of continuity as well. _ a]

Equation (3.3) can accordingly be rewritten as the following basic boundary value problem on

the unit circle;

Let A, be the function defined in C*UC~ by

v’l.- (0, (p‘(z)))

A,(Z)= n'l’za( )lzl< I
al(?l(’))
(37) =N (ACAD)
A.(Z) = U‘(q‘(Z)) .V’z l( ) IZI >1

From Lemma 7, A, is analytic in C*(resp.C™) and continuous in C*UC(resp.CUC). Equatlon

(3 3) shows that it furthermore satisfies the boundary condition:

(3:8) Afz) - A(z) = 4)(2), |z] = 1.

This is a basic boundary value problem which provides the following analytic characterization:

Lemma 8

0 vl = L s o (Dl < 1,
and
(B10) ¥y, (0,(a(2))) = — '(2"'7(: STyt TA9 7_——dt + aa.(q.(z))‘l'z.( )Izl>l
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Using the properties p,(2) = q,(%), one checks that if the initial condition is symmetrical

(d,(t) = 4,(T))), Y10 = ¥o,, at least in A}, and therefore everywhere in the right half plane,

~ which was expected due to the symmetry of the problem.

Theorem 1

~Let r, denote the inverse function of p, . In the case of symmetrical initial conditions, the

functions ¥;, and ¥,, are given by the cauchy integrals:

6 )= g, 0|y ke
(3.;2) h Y10 (31) =¥y, (81) . o

Eroof

Equation (3.11) is obtained from (3.9) after determining the unknown constant ¢, , (;l-) (Write
. ()

"(3.9) at z = 0.) Equation (3.12) is obtained from the above remark. o -

lll.2 THE STATIONARY CASE

In this section, it will be assumed that (s, s,) is analytic at point (0,0). The equivalent of

equation (3.3), after multiplication by (1+z), reads:

¥i(o,(pF (2))
U,(p:’ (z))

Yy{0,95(2)) _

+ (142) o (4c(2)) =0 ,|z|=1.

(3.13) (1+2)

Here again, we can reduce the problem to the determination of a function A, analytic in C*,
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Here again, we can reduce the problem to the determination of a function A, analytic in C*,
continuous in C*UC, analytic in C~ , continuous in C-UC and satisfying a simple boundary

condition. Let

A (z) = LA (p(2)

sople)  EI<E

(3.14)

A, (z) = 032 ¥e00(a.(2)

(3.15) o(0.(2)

Jzl > 1.
~The only zero of o(p,(z)) and o(g,(z)) is for z =-1 and it is compensated by the zero of (1+42).
To show this, notice first that our assumption of analyticity of 6 at ( 0,0) entails the regularity

of the functions p,(2),q,(z) and \,(z) for |z| =1 ( see 2] pp 136 and following ). Hence

. 142 . 142
(3.16) lim —— = |im ———
z -1 Uo(po(z)) 'll'l’_-‘x ao(po+(z)) :

= 0,/ PE(2) o) = 0 /(27 (2)] 2=-1)

The strict increasingness of X, (z) ( (2] p 78 ) shows that the following limit exists:

142

(3.17) =5 o, (po(2))

= constant,

which entails that the function A, has the announced regularity property. Equation (3.11)
shows furthermore that the two functions A(2), 2| < | and A,(2),]z| > 1 are each other’s
analytic continuation. Since A,(z) has a pole of order one at infinity, the solution of the

problem is obtained from Liouville’s theorem:
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@18) Wosp (o)) = TEE op,(2) <,

Wlo () = ~TEE o g2, lel> 1,

where 7 and § are two constant to be determined. A first relationship between these constants
is obtained wheén noticing that ¥, = ¢, and that p,(z) = qo(l),for [z] < 1, so that necessarily :
z .

i

(3.19) : n=-5

Hence, the solution of the problem can be rewritten as follows:

l;ro(uo(sl))

, 8,€A .
1+ ro(Vo(al)) B

(3.20) ) ¥i(s) = e,

We thus remain with the problem of determining the unknown constant 4 . Since

t

(3.21) | W(s,,80) = $1Wo(82) + 82¥5(s1)

8+ 83— M1 — (s , 65))
we haw'/e:
. 5,V,(0
(3.22) ‘ . \11(81,0) = 1 2( )

81=M(1-%(s,,0))

This is the Pollaczek - Khinchine formula and proves that ¥y(0) = 1—p = 1-AE[X,]. Owing to

(3.20), we get:

' 7.a d
(3.23) 1=p=Vo)= ———— =ap1 po(2)ls
—d—i ro(s)l—l .
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so that 7 is given by the formula

(3.24) T= 9 (l—p)/(aodizko(Z)l,--x)-

This completes the analytical characterization of the solution, at least in the domain

Jl(A:., ,82€Ao+ .

For s, in the domain A the functions ¥, and ¥, are given by

(3.24) ' | Viler) = s, :;E:E::B
l\P._,(a,‘) = ¥(s))

\

where the constant 7 is determined by equation (3.24). o
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IVANALITIC.QQNIMJAIIQN.

The aim of this section is to continue the analytic characterization of ¥, , (resp. ¥}) obtained

in theorem 1 ( resp. theorem 2 ) from the domain AJY (resp.A;}) onto the whole right half plane.

m)IHE_'rRANsmm:_CASE.

The function g,(t) is analytic for any t€R, so that the contour S, is an analytic contour (but

possibly at point 1). This entails that the function r, ( the.inverse of p,), which is analytic in
S} and continuous in S;US,, can be continued analytically across the boundary S, ( but

possibly across point 1). More precisely, the following lemma holds:
Lemma 9

The function r, can be continued as a function regular in the domain C* , and continuous in

ctyucC. (]

Preof

Lemma (8.3) p. 113 in [2] together with the adaptation of lemma (8.1) p. 110 in [2] to the

¢

present situation ( see lemma 1) . _ o

In the sequel, we shall denote by the same symbol the function r, and its analytic continuation.

Theorem 3

The assumptions are those of theorem 1. Let ¢,(s,) be the function : Re(s,) > 0 — R defined

by :

ST
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(4,1') ((&(5) = 0, for 8,€At,
1
6(s)) = rY for s,eA4, and

€(8)) = 1, for s;¢4,7N {Re (s,) > 0}.

For any s; with a pbsitive real part, ¥, ,(s,) is given by:

1 L e s oy MO0, 0wl
O e ~ | ) T o)

(42) wl.l(sl) = %‘Iitl- ldc

(where the singular cauchy integral, when s 1€ A,, is understood in principal value.) Furthermore

\I’l,c = \112,5' (u] )

For 8,¢A.*, equation (4.2) is nothing more than equation (3.11) of theorem 1. To establish (4.2)
for 5,¢A,, apply Plemelj - Sokhotski formulae when letting s, go to 8,eA, in A,;* and notice that

-0.(P.+(T,(V,(3|)))) = 85

Finally, the R.v H. S of (42) is analytic in A, N(Re(s,) > 0) and continuous in'
(A UA,) N (Re(s,) > 0) and its limiting value when 8) Boes to 8;€A, in A is also ¥y, (s,). (
Owing to Plemelj - Sokhotski ). This proves readily that the function
\P‘ll,(s,),s, €(A,7 U A,) N {Re(s,) > 0} is actually the analytic continuation of the integral (3.11),

which completes the proof of the theorem. o

/V.2 THE STATIONARY CASE

With the assumptions of section II1.2, one proves as in the preceding case that the mapping r,

can be analytically continued from S;* onto C* and we shall here again denote the original r,
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and its analytic continuations by the same symbol.. With this notation, one sees readily that
equation (3.24) of theorem 2 remains valid without change for any complex number 8, with a

positive real part.
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