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SUMMARY

The two dimensional Euler equations are solved on non structured grids com-
bining a Galerkin Finite Element approximation and a multigrid technique.

First a second order, centered, explicit scheme is derived from a Galerkine ap-
proach. The Multigrid implementation is then presented and some numerical
results are discussed to validate the efficiency of the method.

Les équations d'Euler bidimensionnelles sont résolues numériquement sur des
maillages non structurés en combinant une approche Elément Finis de type
Galerkine et une méthode multigrille. Un schéma explicite centré, précis au
second ordre est d’abord déduit:d’une formulation de type Galerkine.

L'algorithme multigrille et son implémentation sont ensuite présentés avec qu-
elques résultats numériques pour démontrer ses performances.
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3, INTRODUCTION

Multigrid method for solution of the two dimensional Euler equations was
shown to be highly sucessfull when coupled with finite volume approximations on
structured quadrilateral or triangular grids [7], [9], [10].

The idea is to use corrections obtained on a coarse grid for the solution on a -

finer one. These corrections, derived from the problem equations, do not affect
" the accuracy of the fine grid solution but significantly increase the rate of con-
vergence of the basic numerical scheme. :

In the case of structured grids, computational coordinates which correspond -

to different grid lines can be defined . Therefore a coarser grid level is simply
obtained by dropping every other grid line of a finer one. This allows uniform
interpolation when transferring information from one grid to another. This
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approach has to be modified to handle fully unstructured triangular meshes
where the computational nodes are located by indirect adressing. This work is a
first effort in this direction. In order to keep uniform interpolation between
different grid levels, a multi-level-grid is generated by successive refinements,
starting from a carefully chosen coarse grid. As a finite element method does
not rely on the mesh structure, refinements can be global or local, leading to a
global or local multi-level-grid. The multigrid algorithm treats these two cases
the same way with no special treatment of the local mesh refinements. This
seems promising for three dimensional computations for which the node
number around complex geometries is critical.

2. NUMERICAL SCHEME

2.1 Euler Equations.

The two dimensional Euler equations are written in conservative form as :

oW L 8F |, 8G _
() ﬂt+ax.'.'6y-0
where
P 3 py
= |PY =| PU TP = puv
i ou(E + 2 pv(E +2)

The pressure p, the density p , the total energy E and the cartesian velocity
components are assumed to satisfy the perfect gas state equation:

oF = P _ _1_[ 2 a]
(?,),pE 7_1+2u+‘u
where < is the specific heat ratio.

2.2 Finite Element Approximation

In order to discretize the continuous problem, the flow region is imbedded in a

" large bounded polygonal domain 1* whose boundary are denoted by I' = I'y T .
A triangulation T* with characteristic mesh spacing h is introduced on (* . The
vertices of the triangles define a set of computational nodes, S* , where the
numerical solution of (1) is to be computed. For each node S; , a piecewise
linear basis function N}z ,y) of support (O} is introduced as shown on figure 1. It
is a first degree polynomial on each element T, of T* which takes the value 0 for
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all the nodes exept for S; where NMz;,4:) = 1.

k=6

k=1

- Figure 1: Basis Function N}

Any scalar function $(z,y) on ) can be approximated as :

(3) ¥(z.y) = TNMz.y )z y:)

4

where the sum is over all the nodes of S* . In practice, the sum reduces to:
i=3 -
(49) ®(z.y)= Y NMz.y)o(z:. %)
i=1

vhere only the vertices of the element which contains point (z,y) are con-
sidered. In the remaining part, all the state variables will be represented by
equation (4). Using the basis functions as weighting functions in the Galerkin
approach, discrete equations are obtained by multiplication of equation (1) by
NMz.y) and integration by part.

(5) f‘[[%l:wf-]wdn = fﬂraf + ca;Vy‘h]dn— [N?[Fn, +C n.,,]dr

where At is a time discretization step and #=(n,n,) is the outward unit vector
normal to I'. Since the left hand side of equation (5) involves values of the state
yariables for all the nodes lying in 1}, the resulting system is of implicit nature.
In order to allow explicit time integration of (5), a mass lumping operator L , is
conveniently introduced so that the left hand side of (5) is replaced by :



AR rea (O}) | Wp+t - wp
(8) f{L—Kg———N{‘dn= a "; [ ]

This approximation does not affect the steady state solution. The right hand side
of equation (5) is discretized as follows :
aN"
+ Gyl

where the sum is over all the elements connected to node i. The basis function
derivatives are geometrical constants on each element and 4, is the 2rea of ele-
ment T; . The mean fluxes F; and G; are computed by simple averaging of the
nodes values as depicted on figure 2 :

) ff[rfN—hafcaN‘]dn = Y 4 F,[aw

1 =3 1 1=3
= F(E ilei) ’ GJ = C(E 2 Wi)

=1

Figure 2 : Fluxes on element Ty

2.3 Boundary Conditions

0

The boundary conditions are taken into account by means of the boundary
integral in equation (5) :

(8) {N,{*lp ng + G n.y]‘dl‘

On a solid body, the no-flux condition is specified and only the pressure term
contrlbutes to (8). Discretization is the following :
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[0) _[N,"pvn;+c7ly]dr=% I A +G,N]

4.07; NTy#0

where the sum is over elements which have an edge beionging to the solid boun-
dary I', . The contribution of such an element is given by :

0
ijz

(10) F,Nz + C:Nz = ijNy

where p; is the mean pressure on the boundary as depicted on figure 3 :

T/ " = (Nz.Ny)

Figure 3 : Boundary Element

At mﬁmty the. boundary conditions are self imposed by an upwinding technique
detailed in [2] which selects the rxght number of conditions depending on the
local Mach number.

24 Pseudo-Time Integration

As described in the previous section, discretization of equation (5) leads to the
following explicit scheme :

area(O}) yn+t—ym
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where the spatial operator @* is a centered approximation of the right hand side
of equation (5). In order to avoid spurious oscillations and overshoots in the
vicinity of shocks or stagnation points in the numerical discrete solution, it is
necessary to add an artificial viscosity term in the above scheme. A very simple
Laplacian type model is considered by solving the following system via a varia-
tional formulation :

Az? 9*W . Ay® oW
2 9z% 2 ay®
As® O, MR O°
2 9z 2 ay®

which is equivalent to :

+ g8 Az3Ay? o'W

- acw 92w
13) W-W= 2 + Ay?
(13) EIAz 522 T G

a’ 4 iy
E 46W 46

+ — —_— —_—
7 AT Py Ay P

4 oazoy®

where the smoothing parameter £ has to be tuned up with numerical experi-
ment. Obviously such a model is not very sophisticated but preserves the accu-
racy of the scheme and introduces fourth order derivatives with little cost.
Adaptation of £ with local gradients should be part of further developements.
Discretization of (12) results in :

-y,

(14) W - w" = At DR(Wm)

The solution is advanced in time using a Runge Kutta type multistage scheme
as follows :

Wo=wn
W° - aj At R*(W0)

!
]

W2 = WO - apy At RM (W)

(5) V2= wo_ oy at RA(W?)

' W= W°- o, At R*(W3)
Wn-i-l = W4

where the residual R*(W) is defined by :
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(16) RMWP)= Qr(WP) +D*(W)  p=10123

For economy, the smoothing operator is computed only once per multistage

. eycle. In addition, local time step is used to accelerate convergence to steady

state. Current coefficients are chosen according to A. Jameson's stability
analysis [8] :

(17) a;=.25 az=.50 az3=.55 a,= 1.0

3. MULTIGRID SCHEME.

General equations of the multigrid theory can be found in many references
and are not derived here. The guide line of this work is extensively detailed in
reference [1]. ' ' : _

From a triangulation T¥ of 1, a new finer triangulation T* is obtained by sub-
dividing some elements of T¥ into two or four new elements. In the case of
curved frontiers, nodes are replaced on the body as shown on figure 4. The
choice of the elements to be subdivided is arbitrary and can depend on any
imposed geometrical or ph{rsical criteria. If all the elements of 7% are subdi-
vided ( in four ), the pair {(T”,T") is a global multi-ievel-grid. Otherwise the pair
(TH,T*) is a local muilti-level-grid. In this last case, some interface elements
have to be divided into two new elements { see figure 4 ).

< 5‘.
A‘ “‘

—TH

— Th

' Figure 4 : subdivision




The system to be solved on T* is written :

(18) QMw)=0

Let us consider W* an approximation of the solution of (18) obtained after
some relaxation cycles as described in section 2.4. A new approximation of the
solution can be obtained on T¥ by solving :

(19) QH(WH) =Ty

H
where the source term T, is defined as :

H
(20) Ta =TFRM(W*) - RE(IfW*)

The operators 7,’,’ and ¥ project quantities from grid T* to grid T¥ . Equation
(19) is integrated with the scheme described in section 2.4 where the source
term is easily included in the residual given in equation (18). The new approxi-
mation W¥ obtained with (19) is projected back on T as follows : :

(1) Wk = Wh + Ih(WH - [Fwh)

The different projection operators constructed with the Finite Element inter-
polation spaces are described thereafter.

3.2 Solution Injection Operator /¥

Since each node of S¥ belongs also to S* , /H is a straight injection which
requires no operation.

3.3 Correction projection operator /§

'I'h? l)latural choice is given by the basis functions as described in equations (3
and (4) : '



b

-9-

(22) [BwH), = % Nf@yonf

jesH

3.4 Residual Collection Opefator 7,,7’

The difference between T¥ and T* does not only affect the mesh spacing size
but also the corresponding sets of basis functions. In order to be consistent, I7
represents the residual computed on grid TH with quantities obtained on grid
T as mentioned in reference [6]. Therefore :

@) [rr) = [ [we

OF , twny o OC /yrurn
= + —
o UEHh) ay(/,,W) dQ‘

which reduces to :
(24) [ER*), = ¥ NF(z.u )R
kenf

where the sum collects fine grid residual R} for the nodes which lie in the sup-
port 0F of the basis function NH

Figure 5 : Residual Collection

On figure 5 the sum is over nodes marked @ for which Nf(z, ,yk)=% and node
8y for which Nf(z;,y:)=1.

<
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3.5 Implementation.

The first step is to build a multi-level-grid. Typically, three grid levels are
obtained by successive local or global refinements. The process described in
part 3.1 is repeated on successively coarser grid levels. For each level, the solu-
tion of equation (19) is advanced in time with one multistage cycle followed by
residual collection. The solution is injected on a coarser level and the process is
repeated until the coarser grid is reached. At this point, corrections are interpo-
lated back on successively finer levels using equation (21) until the finer grid is
reached. This strategy is often refered to as the "saw tooth” technique.

E_ leveld
\I
\R
\E‘ level 2 C

Ngr

\E' level 1

E Multistage cycle

I : Solution Injection

R : Residual Coltection

C : Corrections Interpolation

Figure 6 : Multigrid Cycle

4. RESULTS

4.1 Subsonic and Transonic flow in a bumped channel.

Figures 7 to 12 show resuits for the numerical simulation of flow in a channel
with a circular bump at subsonic and transonic regimes. Successive grid levels
are presented, starting with 181 nodes and 264 elements for the coarser one and
ending with 2225 nodes and 4224 elements for the finer one. Convergence
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histories are compared with the case where multigrid strategy is not used. The
convergence rate is measured in terms of equivalent cycle which corresponds to
the number of flux calculation required for one multistage cycle on the finer
grid. In the current version of the code, one multigrid iteration was found to be
theoretically equivalent to 1.66 multistage iteration. In terms of CPU time, one
multigrid iteration represents approximately 2 multistage iteration. Grid han-
dling is required only for corrections interpolation and represents only 1.8% of
one multigrid iteration. Therefore the remaining time is consumed for fluxes
and residual computation. Mach number on the lower wall is presented on
figures 10 and 11 and entropy contours for the transonic case on figure 12. For
the subsonic case, entropy production was found to be less than 0.08%.

4.2 Lifting Transonic Flow Around a NACA0012 Profile

Figures 13 to 18 show the results for the numerical simulation of a lifting tran-
sonic case around a NACAOO12 profile. As for the previous case, the solution was
obtained with a global multi-level-grid. Initial and final levels are presented and
eonvergence history is compared with the case with no multigrid. Mach number
and entropy contours show some preshock oscillations and entropy creation at
the leading edge. This demonstrates the weakness of the artificial viscosity -
model but does not aflect the conclusions about multigrid since the same solu-
tion is obtained without multigrid.

4.3 Transonic Case For Local Multigrid

Finally figures 19 to 21 demonstrate the ability of .multigrid to include local
adaptative mesh refinement. The first level is the same than for the previous
case. The second level was obtained by refining only the elements in a fixed rec-
tangle around the profile. The third level was obtained by refining only the ele-
ments on the profile and around the shock. :

6. CONCLUSION

~ First numerical experiments have shown that multigrid method with Finite
Elements can provide efficient solutions of the Euler equations on irregular tri-
angular meshes. It is shown that time saving is significant and the ability to han-
dle local refinements is promising for three dimensional simulations around
complex geometries or for complete coupling with adaptative mesh refinements
technique [11]. : ‘ : .
After this first validation, effort should be made to improve the artificial
viscosity model and the damping properties of the multistage scheme. An alter-
native which is beeing studied is to use an upwinded scheme instead of the

k)
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centered scheme [12], [13].
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' : Figure 7 : Successive Grid Levels for Global Multigrid in a

Channel with a Bump.
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EQUATIONS D'EULER |
MULTIGRILLE ~ CONVERGENCE

IXa

M without multigrid

MIN = -9,8455
with multigrid ' : :
LOG (ERREUR! MIN = -5.68?@9
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9S00, 1006. 1500. 2660, 2560,

-18.0
|

Figure 8 3 Convergence History for Subsonic Flow in a Channel
- with a Bump. M=0.5 .
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M  without multigrid
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_Figure 9 : Convergence History for Transonic Flow in a Channel
with a Bumpe M = 0,85 .
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Figure 13 : First Grid Level for a NACA 0012 , Global View,
404 nodes and T38 elements.



L]

a2

*

-2

A

Figure 14 : First Grid Level for a NACA 0012, Local View,
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Figure 15 ¢ Third Grid Level for a NACA 0012, Local View,
6044 nodes and 11808 elements. ’
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Figure 16 : Convergence History for Lifting Transonic case,
M = 0.85 , Alpha = 1°,
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Figure 17 : Mach Contours for Lifting Transonic Case,
AI"i = 0.02.
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‘Figure 18 : Entropy Contours for Lifting Transonic Caée,




Figure 19 : Second (rid Level for Local Multigrid,
Refinement only in a rectangle around the
profile, 1125 nodes and 2896 elements.
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Figure 20 : Third Grid Level for Local Multigrid,
Refinement only on the profile and around

the Shock, 1669 nodes and 6054 elements.
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Fipure 21 : Mach Number Contours for Local Multisrid
Transonic Case, ! = 0,85, Alrha = O.,
A.M = .0.0?.
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Pirure 22 ¢ Tntronv Oantanrs For Tocal Ml+tirrig

Transmmic T=2ma, AT = 0,005,
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