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ABSTRACT

We study the dynamic behaviour of an unreliable N-machine transfer
line with finite interstage buffers. ’

We prove the convergence towards a steady state.

RESUME

On étudie le comportement dynamique d'une ligne de transfert 3
N-machines séparées par zones de. stockage de capacité finie.

On montre la convergence vers un.régime permanent.




DYNAMIC BEHAVIOUR OF N-STAGE TRANSFER LINES

'WITH UNRELIABLE MACHINES AND FINITE BUFFERS

An important class of production systems are modeled by buffered
transfer lines with unrelfable workstations. The system states consist of the
operational conditons of the workstations and the levels of the material in
- the buffers. The purpose of this paper is to study the DYNAMIC BEHAVIOUR of
N-stage transfer lines.

The probabi]ity density functions are given by a system of partial
differential equations which along the storage level variation curves becomes
a system of ordinary differential equations easy to solve with the METHOD OF
SUCCESSIVE APPROXIMATIONS and easy to be programmed using MACSYMA language.

. We show that every dynamic state converges asymptotically towards
a steady state. We estimate the speed of convergence.



0 - INTRODUCTION

Manufacturing systems are often composed of many workstations in

which material must pass.

The output of. the system is a random process due to the unreliabi-
1ibility of the workstations. The workstations or machines may fail at random
time while there are operating. The impaired performance of such a system can
be mitigated by the use of storage buffers between processing stages. They
provide material upstream of the failed machine and supply material downs-

stream.
Such a system illustrated in figure Ll is called TRANSFER LINE.
ﬂi 'l ‘ hnel_
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Machive-l L Mactrine-2 \ Machine-n
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¢ Buffer-1 Cy Buffer-2 Buffer-(n-1) o

Fig. 1.1
N-STAGE TRANSFER LINE

The steady-state density functions have been studied by GERSHWIN
S.B., FORESTIER J.P., PROTH J.M.,... (cf [2], [3], [4], [7],...).
The dynamic behaviour of a two-machine transfer line is given in

(81.
QUTLINE

The description of the model and the assumptions are given in
section I. In section 11 we present the storage level behaviour and the system
of differential equations satisfied by the probability density functions.




In section III, we use successive approximations method to solve this system.

We give a three-machine transfer line example in section IV. The asymptotic

behaviour results are given in section V. The conclusion and future research
~directions can be found in section VI.

I - MODEL DESCRIPTION

' The n-stage transfer line, illustrated in figure 1.1, consists of n
workingstations or machines denoted by Ml’MZ""’Mn and separated by n-1
buffers.

Material enters the system at machine 1 from outside and leaves the system
after having been processed sequentially in Ml’MZ”"’Mn'
Each machine has an unreliable workingtime, it. breaks down at

random time while it is able to process material and stays under repair for a
randoh length of time. As a consequence of this feature, we associate to each
machine Mi a random process vi(t) which is defined to be 1 if Mi is operatio-
nal and 0 if Mi is under repair. _

' We suppose that each vi(t) is a Stationary MARKOV PROCESS, that
means that the failure and repair rates denoted by Pi» Ty respectively do not
depend on time and the failure and repair probabilities are given as follows :

o p.At = prob {9.(t+At)=0 / v.(t)=1}
(1.1) i i i

ri&t = prob {vi(t+At)=1 / vi(t)=0}

We assume that an inexhaustible supply of material is available
upstream and an unlimited storage area is present downstream. '
The transportation time is not taken into account. We suppose that each machi-

ne Mi has a time independant production rate denoted C

II - STORAGE BEHAVIOUR AND DENSITY FUNCTIONS

The n-stage transfer line storage level is given by

X(t) = (X(t).Xy(), . uX (1))



where Xi(t) can rise or fall depending on the adjacent machines states vi(t)
and v1+1(t) (figure 2.1).
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If Mi is operational (resp. under repair) and Mi+1 under repair

(resp. operational) then :

d i d i
i Xi(t) = c, (resp.—;;— Xi(t)lf fci+1)
Clearly
d

at %i(t) = =gy
when both adjacent machines are operational and

4
at

when they are under repair.

Xi(t) =0

Thus for a given machines-state v = (v l,...,vn), the storage level beha-

viour is described as follows :

1 ' d d v
(2.1 FEXE) =0V, G Xy(t) = DY) where 0° = (0,...,0p ;)
and
Ci - Ciyg when Vi EVig T 1
S 0 when \a = Vi T 0
Oy = c when v, =1 v =0
i i - ’ i+l -
-C when Vv, = 0 » wvj, =l



Therfore, X(s) = X(t) + p¥.at for s in [t,t+At] and the necessary
storage level at time t form which X can be reached at time t+At is given by :

(2.2) XV = %-D".at

For a first order approach, the probability of finding the storage
level between X and X + AX, and v = h)l,v?;...,vn) as machines-state can be
given as follows : | '

(2.3) Prob {v= (V)sVpse--sV,) and X S X(t) < X+aX} = fv(X,t).IAX!

where f (X,t) is the corresponding density function, AX = (8X;,8%5,... A ;) and

lax] = ax,. AX
The transition probability matrix T = (é:%x*), for a first order
apprbach, is given ih figure 2.2 We say that two machines states-a and v are
adjacent if a: 0.
Using (2.3) and the transition probability matrix
T = (ap, with aV = lfb:)’.At as diagonal (see fig. 2.2 and 4.2), f (X,t+at) can

be given in connection with ﬁx(xa,t),rfor every adjacent machine state o, as

follows : °
oy (kteat) Lax] = (1-bYat) £ (xV,t)[aX] + £ avat £ (X%t)[a X]
, : AV a o '
Hence
v .
(2'4) f\)(x’t+At)-fv(X9t) = f\)(x ,t) f\)(x’t) - b\)f\)(x\),t)'f' z a\)f (x(!’t)
At At : a#v o a
since
Vo oy oV oas o N\ _nV _nv
X = X D¥.At = (X1 DlAt,X2 DZAt,...,Xn_1 Dn_lAt)
we have '
v n-1 v afv ,
. with

vin 2088

At—=0 At



v(t) (11...111) (11...110) (11...101) (11...011) | .....
(11..:111) 1-(p1+p2...,+pn)At At - Pp.1-Ot pn-2At .....
(11...110) rniAt 14p1+p2+...ﬂ%_fmn)At 0 rn.At ..
(11...101) rn_lAt 0 1-(p1+...pn_2+r'n_1+pn)At rn-lAt ..
(11...011) rn_Z.At -0 0 'L{p1+“.+qkzﬂh_fmnﬁt .

“Fig. 2.2

o1
=P HrotPt. . tP,

N-MACHINE TRANSITION PROBABILITY MATRIX




Therefore

‘ -1 af ) v
(2.5) £, (X, t4at)-fu (X, t) " VX, t)-b"f (X t) + L a o (x" t)
> At > ) 12101?ﬂr' . by

Now, letting At tend to O in (2.5) one obtains :

2f, n-1  af,
(2.6) (Xt)+>:D——-(Xt)+bf(Xt)—):avf(Xt)
v n=1 BX afv

This equation is given in the following domain Q.

- Iy= _ n-1,
= L X(10,+=[) where I = {x-(xl,xz,...,xn_l) ERTT:0<X; <h ¥ xi}

is the storage level space, d9Z its frontier and h = (hl’hZ""’hn-l) the buf-
fers-capacity (see figure 1.1.).'
The vector equation associated to (2‘6)v is given as follows :

n-1
f f _ .
(2.7) ol iil Ci axi + Bf = Af in

where f(X,t) = (fv(X,t))v, Ci and B are diagonal matrices defined by _
(C)yy = D\i’ and B = b. | |
Matrix A coincides with transition matrix T except for its diagonal which is
null.

In order to-have uniqueness of the density functions satisfying
'(2.6)v one is led to find a solution of (2.7) for given f(X,0) in £ and given
f(X,t) in a part T of 3z X (10,+[).

Therefore, the density functions are defined by the following pro-

blem :

Find f(X,t) such that
n-1 .
p)2E zc—f+3f=Af-inn
3t b ,

whith f(X,0) given in Z and f(X,t) given in T
The system of partia1 differential equations given by (2.16% becomes a system

of ordinary differential equations along the storage level variation curves.
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Indeed, n-1 o
. _pY - v s v v .~ o,y av
(2.8) L {e®S £ x-0"s,t-5)} = [bF- RADE > e 1 lUUR)
0 <s < Tv

where x-DVT\)el" and T, < t when p” # 0 (non constant storage level) and T,=t

when DV = 0 (constant storégé level).

Using (2. 6)v , (2. 8) y1e1ds :
v

b
(2.9 e -b’s £ (x-D's,t-5)} = -e®S I a%f (X-D’s,t-s) , 0 <s<T

REMARK 2.1
The system (2'6)v is hyperbolic and (X-Dvs,t-s) for 0 < s < T are the corres-

nonding characterisitic curves.

IIT - THE METHOD OF SUCCESSIVE APPROXIMATIONS

Problem P can be solved using successive approximations method.
The successive approximations are the functions
fO(X,t),fl(X,t),...,fK+1(X,t)... défined recursively as follows :

‘fo(x,t) = f(X,0) and fK+1(X,t) given as the solution of the next

problem :
iﬁ nzl c, - axk+1 Bt At in @
Pn+1 =
L %00 = £(X,0) in 2 and FL{X,t) = F(X,t) in T
which, -along the storage level variation curves becomes
(3.1) —g?-{e‘bvs R (x-0%s, t-5)) = b’ L s fK(X DVs,t-s) , 0 <5< T
a

where T < t and X-D\’TV € T when DY #°0
and Tv = t when DV'= 0
Integrating (3.1) from O to Tv, one obtains :

K 1 - \V] : T _ V
(3.2) Hix,t) = e o (X-0"t-T,) +jo“’e b s_aiv AN (x-0"s,t-s)ds
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It is well known that this sequence converges towards the solution

of P.

REMARK 3.1
Equation (3.2) is easy to be programmed using MACSYMA LANGUAGE.

REMARK 3.2
If the given functions, f(X,0) in I and f(X,t) in T'yare not negative the corres-
ponding solutions f\gx,t) of (2'6)v are also not negative and can be used as

density funtion.

IV - THREE-MACHINE TRANSFER LINE

Let us represent this example in figure 4.1.

) 2wyt

o X (t)
Z

Buffer-1 rs Buffer-2 ry

N

C.l C2 C3
Fig. 4.1

The transition probability matrix T = (a; lxv’ for a first order
) )

approach is given in figure 4.2.
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9(t+4t) | . . I
o(t) (111) | (110) | (101) | (o11) |(100) |{(o10) {(001) | (000)
(111) | 1-b™Mae| py.at | pyat | oppat |0 |0 0 0
110 -
(110) ryot f160n] o 0 |yt |pat | 0 0
(101) rpoat |0 1%t} 0 fpgat | oo p,-At 0
o1l
(011) ry.At 0 0 1-b™.At 0 py-At Py-At 0
100 |
(100) 0 ry.ot rs.ot 0 1-b™.At] O 0 pyat
010 :
(010) 0 bt |0 redt |0 |1%%t] o py-At
: B -001 '

(001) 0 0 ; rl.At r2.At 0 0 1-b7 At p3.At
. : ' 000
(000) 0 0 0 0 [rpat |rpat frpat |16

111 _ 110 _ 101 _ 011 _

b = p1+p2+p3 » b = p1+p2+r3 s b = p1+r2+p3 » b = r1+p2+p3 s

100 _ 010 _ 001 _ 000 _

b z p1+r2fr3 , b = TPt ’-b T = r ARy, b = ryHrptrs

Fig. 4.2
The density functions fv(X,t) are given in the following system :
5 f 3 f 3 f '

11 . 11, 111 . 111 N
TSE“'+(°1‘C2)§TQ‘“*(°2‘°3)§Y;r‘*b F1117 3110t 2F 1001 Fora
3f 3f 3f

110 - 110 2f10 110,

FEam (°1'°2)§x1 o, P -f10” PafiitTeio0*m1 ol
3 f 3 f "af

101 101 101 101 )

IS A ) b= f101 = P2f111 * "3f100 * T1f001
3f Xi 5f :

011 011 011 ,011 ) |
T oW +(°2'°3)§7§"+b Fo11=P1f111 * "2f001 * 3010

(4.1) 9f100  3f100 100 i
TS Y 0 + b7 f00 = P2f110 * P3hion * M1fooo
of of of

010 010 010 ,010. )

5 Caw tCenx, t b™""f510 = P1f110 * P3fo11 * "2f000



af af
2o 3fo01 , 001, .

it * 0%, *P foor = Pifiar * P2for1 *m3foo0
af

2000, 540400 ¢ .

5t * 0+ 0+b fun0 = P1fi00 * Paforo * P3foor

(X,t) € £ x(10,+=[)=8

where I = {(X;,X,) € RZ : 0 <X, < h L 05 Xy <)} s the storage level

space.
In a vectorial notation, (4.1) becomes

steceqt +cBE v af dna
1. 2
where £(X.t) = (f111.%110-T101-To11-F100-Fo10° Too1+ foog? (X1
r{' _C - . i r -
'..c2 s Cz = C2‘C3
¢ | | : 0
-¢, <,
0 ' -C3
] 0 J - L 0
- . B
(p1+p2+p3), | 0 ry r, 0 0
<(p1+92+r3) | P3 0 0 O r, 1
(p1+r2+p3) A Po 0 0 O rs 0
(r1+p2+p3) - Py 0 0 0 O ro
(p1+r2+r3) A=1{0 Py Py 0 0. 0O
(r1+p2+r3) 0 Py 0 P3 0 o
(r‘1+r2+p3) 0 0 Py Py 0 0
i (r1+r2+r3)- i) 0 0 0 p

s O O O o

s
| W N e

o
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System (4.1) ‘a]ong the storage level variation curves becomes :

bllls

—g—s{e - .flll(Xl-(cl-cz)s,Xz-(cz-c3)s,t-s)} =

111

-b™ "7 .
e lrsfhgnfio i fon! (X(61cp)s Xy (cpcs)s, tes)

110
d {e-b S

s 110K =(cp€)s.XmE55, t-s)} =
110

s
e [-p3f111-r2f1m-r1f010] (Xl-(cl—cz)s,xz-czs,t-s)

d 3 _

= {e .f101(xl-cls,X2+c3s,t-s)} =

101S

e ['pilll'r3f1w"'1fm1] (X)=¢15, X435, t-5)

o1 (X6 Xom(cpCy)s, t-s)} =

e SEplflll"'zfml‘ 31’010] (X1+c2s,X2-(c2-c3)'s,t-s)
_bl(DS
{e .flw(xl—cls,xz,t-s)} =

_blms

e [-pzflm—p3flm-rlfm0]( X)=C15 X5, t-S)

-b" s ‘ ' .
e by fy07Psfor 2 Fooo? (X#cps KyCost-s)

S'fOOI(Xl" X2+c3§,t-s)} =

-b™"s |
e [’p1f101'p2f011'r3f000] (Xl,X2+c3s,t-s).

d 000

. -&;-{e'b S'fOO:)( (X t=s)} =

e S f o o 1 (X,,X,,t-s)
P1M100P2 0107P3 001! VyoPpetS
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V- ASYMPTOTIC BEHAVIOUR -

Every dynamic state converges asymptotically towards a steady
state. Indeed, we prove that the density functions, null over I', decrease ex-

ponentially. v , ‘
To be more precise, let us give the following

THEOREM 5.1
If f(X,t) is a solution of P, null over T', then

X0 ! ‘Mt ¢ .,
The steady state density functions 9, (X) are given by the

following ‘equation :

n-1
(5.2) | c.,29 +Bg=Ag in %

| j=1 1 3%
where g(X) = (gv(x))v and Ci, B, A are given'in section 2.

Theorem 5.1 yields :
COROLLARY 5.1

[~ ' Every solution g(X) of (5.2) is the 1imit of a function f(X,t) sa-
tisfying P with'f(X,t)‘- g(X) null over I'. The following inequality gives the
speed of convergence | -

_(5-3) Hf(t) - 9”L°°(0,h)§ e-Mt Hf(O) - g”f’(o’h) ¥ t»>0

PROOF OF THEOREM 5.1

Since det(A-B) = 0, we can take vy = (Yv)v # 0 such that

(5.4) AY=BY and If,(x,0)] sy, ¥ v
Then
(5.5) |fv(X,t)| 2, ATARY) ¥ t >0 (see remark 3.2)

Let us first consider the machines-state which yieids a storage

1eve1lvariation (DY # 0)



h. h. h, .
If T = max ﬁ—l—- ,1éL , c1 ,i1=1,2,...nm-1} andt>T
CiCisll S S S
1 v L o
-b¥T v vV -b"s Ve 10 oV
(5.6) f,(X,t) = e Tof (X-D'T ,t-T ) + [ € I adf, (X-DVs,t-s)ds
0 aFv
since f is null over T, we have
Ty v
-b’s v \Y
(5.7) f (X,t) = e I af (X-D's,t-s)ds
v 'g' afv aa
Thus using (5.4) and (5.5)
v, [ .-bYs 6T,
(5.8) |f°(X,t)| b Yv-gv e ds = Yv(l-e v) £ Gva ¥t>T

Let us consider know the following problem for the machines-state

v o= (vl,vz,...,vn) which do not yield a storage level variation (o’ = 0).

or, g e e, = AT, in I x (T.el)
(5.9) g Y ’
[£,06T)] < v,
Along the daracteristic curves (5.9) becomes :
d -bYs _ -bYs v |
(5.10) =< [e fv(X,t—s)] = e z aafa(x,t-s) 0<s < t-T
Qv
Integrating (5.10) from O to t-T,
t-T \Y ,
_-bY(t-T) -b”s v
f(X,t) = e f,006T) +jo' e L aafa(x,tfs)ds
Thus, using (5.4) and (5.8)
S 1aab Ty
[fo(L 0] s v, [8+(1-8)e™ '] = v 0, ¥ t 2 2T

with 0 < 6@ <1 andd = max {0 V¢ o}
We have proved that it exists K such that 0 < K < 1 and

va(x,t)ls Ky, ¥t22T, ¥v



£ (X7 |

‘Thus

Finally, if K = e
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The same reasorfing shows that it exists K satisfying 0< K< 1 and.

Ky, %tzdl, v
If we repeat this procedure n-times, we obtain :

|fv(X,t)|§knyV ¥tzoT, 0<K<l

(Nl o0,y s K HFOI =g py ¥tz 2T, 0« k<1

t

t0 and M’Z%' then (see figure 5.1)

T 500y 8 € O] 2 gy ¥ > O

A
1.
K + e
2
K L oMt
KB
¢ 1 | D T—

T aT BT 8T 10T T

" Fig. 5.1  SPEED OF CONVERGENCE
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VI - CONCLUSION

The N-machine - transfer 1lines are described in connection with
storage level variations. That was not possible in earlier steady state works.

The N-maching,transfer line density functions can be always ap-
proached using successive approximations method, but the number of different
density fuctions grows exponentially with N which inhibits performing appli-
cations. _ |
It is suitable to look for other models with less detailed description or to
apply this model in a shrewder way. | '
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