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Abstract
' A communication based language is presented which allows to specify
- asynchronous systems of broadcasting processes. Together with this language,
we define an equivalence which is a congruence, merging both notions of complexity
and non-determinism. It allows to provide the processes set with a fully defined
(and convergent) minimal element, and is characterized by an axioms set
together with finitary rules, that'we proved to be sound and complete.

Résumé

Nous présentons un langage permettant de spécifier les systemes asyn-
chrones de processus communicants par diffusion. Ce langage est muni d'une
relation d'équivalence que nous montrons &tre une congruence, et qui est comple-
tement caractérisée par un systeéme d'axiomes, comportant des régles d'induction
finitaires. L'squivalence est engendrée par un préordre, lequel, compte-tenu
d'une relation d'ordre définie sur 1'ensemble des actions rend compte a la
fois de la comp]exité (des langages acceptés) et de la notion de non déterminisme.
Elle permet de décider de 1'équivalence ou non de deux processus quelconques.

En particulier 1'ensemble des processus est muni d'un élément minimal qui est
un processus fini et non-divergent.

Key-words _
Aysnchronous systems, broadcasting processes, non-determinism, equivalence
and congruence of processes,. least process.
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I- INTRODUCTION

Recently, several papers have been published, aiming in defining and
formalizing the concept of process (AB, AN, DK, HBR, HM, HN, KM, M1...). This
is essentially due to the fact that newly proposed languages integrate such
notions as explicit communications and parallelism. And in fact a process can
be intuitively seen as an object which can both communicate values (of data)
and signals (for control), and proced simultaneously with others processes
(including its "partners" for communications).

More precisely we consider that a process is an object wich can only
communicate. Now this communication may pressuposes another processés (partners) ;
that is the communicated items may be either visible by another'process.-there
the communication is said to be external or addressed to some “component" of the
process, and thus not visible from "outside", the communication is then said to
be internal. However any action a process could perform is a communication one.

. Y

Generally, a set of processes is said to be asynchronous if it is
"insensible" to time considerations, in contrast with synchronous ones, where
time dependancies are a crucial question. Models for process Tanguages resually
relate these notions to the different possible states of a process, in stating
that internal actions occurrences must not disturb the behaviour of a process,
under hypothesis of asynchrony ; in models for C.C.S. based languages (for
example (M1) , (D)), this amounts to set the equivalence of t and Tt where T
represents internal actions, t a process and tt a process which first performs
an internal action, and then behaves 1ike t. However this equivalence is not
valid in all contexts, particulary, considering non-deterministic environments.

As for us, we define an asynchronous system, as a set of procesées

~ where the inactivity of any one among them doesn't induce inactivity of all
 the system , in contrast with synchronous ones where the "death" of any
component induces the "death" of the whole system. Relate this notion to process
states amount for us to allow a process to remain idle (in fact to perform a
null action different from 1) during a finite amount of time without changing
it's state.

So, our approach is original .in that we relate asvnchrony not with
the possibility of performing internal action without state changes, but with
that of not performing any action (during a finite amount of time). Formally
that means that our operation of composition of actions will admits as neutral
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element, not the internal action, but the absence of actions (to be defined).

Relying upon this idea we define structures for expressing asynchronous
parallel algorithms (in fact these structures allowes us to define certain
class of both synchronous and asynchronous applications (G1)). In our approach,
as earlier stated, a process can change its state, exclusively by performing
communication actions. Thus recursivity which allows process state changes without
communication, is not to be considered any more. As a counterpart, we introduce
a "guarded parallel iteration" operation, which allows to define infinite process
using communication actions (which may be either internal or external). Another
important point to mention here, is that our structures are intended to model
"real" parallelism ; so the communication actions use a "multi-level” rendez-vous
scheme ; that is any item to be communicated to the environment is in fact
broadcasted, and thus several processes (more than two) can communicate simulta-
neously.

A11 these differences from usually proposed approaches; quickly lead
us to problems of finding appropriate relations between systems of processes,
that is finding an adequat equivalence relation over the set of processes.

- In fact this important question has been emphasized by all the proposals of
model for processes ; more over the proposed equivalences have been axiomatized
(as an example we mention the well known CCS calculus (M1)) , unfortunatly these
resuls do not fit our approach. ' '

Most of authors now agree to say that two processes are equivalent
if no observation allow to distinguish one from the other. An observation
being an interaction between the (observed) process and another process (or
system) which is called the observer. In the case of communication based languages,
an interaction reduces to a communication of the process. Thus an observation
of a process can change it's state. Therefore, an observation can be modelled
by a binary relation over the set of (states of) processes, which relates two
states, before and after the communication. Now two processes are said to be
congruent if any one can be replaced by the other in any context without observable
differences, and the observational congruence is the largest congruence included
in observational equivalence.

Our opinion is that observational equivalence must be a congruence,
because it relies on observations which happens to be the only means a process
has to interact with it's environment. Unfortunately this is not so general.



Ah earlier proposed equivalence reduces to identify of accepted
languages ; but it has been quickly discarded, because of it's poorness ; in
particular it does not capture such notions as deadlocks or divergence ((HN)).
Milner proposed the recursive equivalence which takes into account the
different intermediate states reached during computations (M) , (HM}. This
‘equivalence, and all those based on the notion of bisimulation (AB) have been
shown too discriminative (D) s (HN), because they sometimes differentiate
processes whose internal activities have the same external effects. Moreover,
this equivalence is not a congruence. However the congruence it contains has
been axiomatized, leading to the C.C.S. calculus.

Later on, testing equivalence was proposed by Hennessy and De Nicola
(HN) in order to identify the internally different but observationally
equivalent processes. But this equivalence is still not a congruence. But the
congruence it contains has been axiomatized, and in (HN), a strictly operational
characterization of this congruence is provided. Unfortunately the set of processes
is provided with a minimal element which can perform an infinity of (internal)
actions. while the whole set of processes is made in an algebraic cpo, and that
a process is greater than any of it's finite approximants. One immediately
notices that the existence of a minimal (finite and non divergent) element would
be very nice. since simple techniques would be usable to define process semantics.
In (D1) Darondeau defined the implementation preorder, which generates a
congruence, unfortunatly the minimal process is still the totally divergent one,
and moreover this congruence allows the law t = tt, which we early stated
as unacceptable in our framework.

In this paper, we define a preorder based on (pre)order relations
we provide with the actions sets ; our preorder relies on two fundamental
intuitions : _
1) the more you do, the greater you are
that is processes will first be compared relyina on their accepted languages.
2) the less the environment can influence your decisions, the greater
you are | '
that is, non-determinism (evaluated as the ability the environment has to
influence communication actions of processes) will also be taken into account.

As an important consequence, the least process will be deterministic. and will
" accept the least Tanguage. Moreover. the equivalence this preorder generates.
turns out to be a congruence.

It is presented in chapter III, and a sound and complete axiomatization is
provided in chapter IV. Right now, in chapter II, we present our language

(Called Concurrently Functioning Agents), its syntax and operational semantics.
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II- THE LANGUAGE

As earlier stated. the language we consider here, relies heavity
on the ideas of communication, already used in other process language approaches :
Milner's C.C.S. (M1), HOARE'S C.S.P. (H)... In fact except the essential point
that in our approach, a procéss cannot change it's state without communicating,
most of our processes could be easily expressed, using for example the asynchronous
calculus ASCCS of (M2). In our ease, the actions a process can perform are
exclusively communication actions (wether internal or visible ones), which may
be composed of several (but finite anyway) basic events to be performed
simultaneously.

First of all, we assume the existence of the following sets :

a) T a set of types, for example integers, boolean,..
b) X a set of identifiers, rangerd over by x,y,z,.
c) V= U Vi a set-of typed values ; given t in T, V contains all t-typed
tel values, and is provided with some basic functlons which allow
to construct new values from existing ones.
d)A=U <AL X N > a set of typed and numbered communication ports ; for
tel  ach't in T and integer i, <AL x {i} > contains all t-typed of
number (or level) i. A t-typed port can be used only for
t-typed values communications. (Nl represents the set of positive
integers).
e)g/to =A_R url\\' v {1} a set of basic events representing elementary communication
events s.t,
« T represents any internal communication action
«A={K22x> | €<n, x N >, x € X} contains receiving actions

«R=KArlv>]|re <Ay xB2 >, v € V,} contains sending actions

Y .
A=A | A e <Ay x>, vcvt} contains broadcasting actions.

definition 1 we let "~ " and "( )" denote two functions respectively from ff;o
to A, and from ‘/Zo to (VuX), s.t.

i) @ =riffaz<r?2x>0r az<A! woraz=<Aa’'w

i) @ and [1] are undefined

. o m -
iii) (@ =vifae Ao &az=<r!l vworaz<r’ v else
ifae A& az=<A?x>then (a) = xwm



definition 2 we let ", " denote a binary relation over the set of finite
subsets of ‘ﬁo : S’D;_.('Jl;) s.t. given a finite set ae @(azo), let

N
@={3 [aeanAtandg={T |acan(AUA)}, and T =T

. P .
then if a e ‘?f(‘ﬂ’o)’ be Jf(dio). anb iff

)3 =F .
iian @Eul)=bn(E& vuA e

One immediatly verify that "« " is a preorder relations over \q:f( dzo) ; we
denote g, the equivalence relation it generates over ?f(ﬁo) ; that is
aygb&e> anbandbna.

definition 3 actions represent finite subset of ‘lo which discards the possibility
of sending (or broadcasting) simultaneously two (or more) different values

via the same port. Two equivalent actions (under #;) are denoted in the same

way ; that is our actions set, denoted e/e » represents ff)f( uﬁo)/&

definition 4 we providea(, with a composition operation denoted "." , which allows
to form new actions, given compatible ones. Two actions a and b are said to be
compatibles (well denote a # b) iff ‘
(@ nb,=90) or (a={t}) or (b = {t}). Now composition is defined as
follows : i) Yaed ,a#@=> a.{t}=a
ii) Yae £ ,a.p=a
iii) Ya,be d , (@#{t} Vb #{x}), a# b=>a.b (a\{t} u b\t}) m

~ One immediatly checks that the composition of two compatible actions is
actually an action, and that for any actions a,b and ¢ s.t. a # b # C,
then

1) a.(b.c) = (a.b).c

2) a.b = b.c

3) a.a =a

That is, the subset of compatible actions, provided with composition is an
abelian idempotent monoid, @ being the neutral element. Note also that for
the set of actions different from @, {1} acts like a neutral element. This
composition is different from those usually proposed for communication based
languages because it's neutral element is no more the internal action {1},
but P, the absence of actions : neither internal nor external ones. Moreover
it takes explicitly our multi-level rendez-vous scheme.



.
notation : henceforth, we denote the internal action {t}, in the sameway
as the internal event t (without brakets).

definition 1 we let \(Qdenote a set of mappings over A . These mappings are

generalized to ﬂ’o and S (and denoted the sameway) as follows :

1) given ¢ in JL and o in I/{o, then
-¢la) =1 if a=1 or ¢ (T) & A and ae.x
-¢la) =0 if 6 () &£ A and aeh A

-if o (A) & A, then ¢(<KA?2 x>) =<d (A) 2 x>, ¢ (KA1 v>)=<p(A)!v> and
(XY v>) = < (W)Y .

2) given a and b in yi, and ¢ in R then

- ¢(a) = { ¢ (a) | o &a} if this set belongs to A ,
= @ otherwise.
- o(a.b) = o(a). o(b). if both ¢(a) and ¢(b) belongs to ag,

L1

@ otherwise

Now C.F.A._'s terms are those of the word algebra wZ generates by the
following signature ( 21. contains all n-ary operators).

1}, = {nil} | |
)], ={a:]a e NI U {2~ |a ed\PNUL (9) | ¢ eR
3N, =1+, 8 |

D, =0 V nxs3.

Operators a : and a + are prefixed, (¢) is postfixed and + and & are
infixed. Note that we do not use the internal action T in the operators of
set 21 of our signature. This is essentially because we consider that t
represents the behaviour of parts of a system, whose activity one don't want
to aware about ; simultaneously, we assume that what is internal or external
within a system, is uniquely a matter of taste. That's why our internal actions
only result from application of G{'s elements to external actions. In some
sens {?L's elements allow changes to the level of abstraction from which one is
observing the system, and thus may mask some parts of that system, generating
then, internal actions. We'1l formalize these notions while defining the
semantics of our language.‘Before, let's pursue this .informal presentation and
examine intuitively what }'s operators are intended to do.



Nil1 operator (nii), guarding (a : ), sum (f) and renamings :((¢))
are quite similar to those .used in C.C.S. calculus. For example

((a:ni1) + (b:ni1))(¢) where ¢(a) = a and ¢(b) = t, represents
a term which can either perform an a-action and "die", or perform an internal
action and then "die" ; that is, it may hever communicate with its environment.

Operator "&" represents parallel composition. t1 & t2 denotes a term
composed of two subterms t1 and t2, which can proceed concurrently, and communicate.
The communication is constrained by the usage of the same port, and a term can
remain idle (for only a finite delay) though it might perform some action = the
composition is asynchronous. The difference from for example C.C.S.'s composition
operator residesin that "&" takes explicitly the "multi-level rendei-vous"

'scheme into éccount : any sent value is actually broadcasted toward the environment
of the process, so that any other process which is ready to import a value via
the sending-port, could receive it.

Operator a » (guarded parallel iteration) has no counterpart into
C.C.S. It allows to generate an infinitu of terms which proceed concurrently.
However this process of terms generating can be completely controlled by the
environment : a new term is generated if and only if the "guard” a. is "passed”.
Therefore gpi's allow to perform infinite sequences of actions. For example
(a?x+al x:nil) & a! v : nil can perform the infinite sequence
<o, 0> bve<a, Dtvi<a, 2> v. ... <a,nd ! v ... In fact each newly
generates term has all its port's level incremented by one. This allows to
distinguish different instances of generated terms. Now if we denote 00 the
renaming which changes all ports's level into zero, then
' ((a? x>d ! x : nil) &a! v : nil) (@,) may perform the sequence
@,0 ! v. a0 ! v ... 00! v ... That it is alway able to send value v via
‘port 0y ’

The seméntics of C.F.A.'s terms relies essentially on two notions :
first that of interface which contains the immedidely possible actions of a
term, including internal ones. Secondly the notion of experimentation relations
which are binary relations parameterized by actions. Let Ra be such a relation,
with parameter a, and t1 t2 be two terms ; then t1 Ra t2 if t, represents a
state t1 can reach after having performed action a. The semantics is given by
means of conditional rules (& 1a Plotkin (P)), using these experimentation
relations.
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definition.i,.we denote —2>the relation Ra, and call it basic experimentation
relation. Such a relation can be generalized to sequence of actions as
‘ T e
~ follows : let's denote it ——jwhere s & & then

Nt-EotadtEpt' = t' =t, Yte CF.A

2t ot e Attt andt! 2ot -

definition 2 let I be a total mapping of C.F.A. to ﬁaf(cﬁ) s.t. for any term t,
1(t) denotes the set of actions t can immediately perform:

Va € 4 ,ael(t) & 3t : t-2>t" A a#0 . I(t) is called
the interface of t.

definition 3 1) given a in fand ¢ in A s.t. o & g , we denote V, (o)
the value exported via port a , during action a.

2) for any port o in A , any identifier x in X and any term t,
X is said to be bound by a in t if t has expressions a : t' or a ~ t' as
subterms, and a contains an event y s.t. (y) = x and E = a. The set of
all identifiers bounded by o in t is denoted Xt(a).

remark for any a € u@ and’ a € A, Va(a) is well defined since different
values cannot .be exported via the same port during an action.
We now give the rules defining the operational semantics of C.F.A.

R) Vteg C.F.A. ¢ P stadt It = tist
R,) 1(ni1) = ¢

Rz) I(a:t) = {a}
a:t _a__> t

Ry) I(ty+ty) = I(t;) U I(t))

a ' — d 1 a '
t —-—>t1.,a#0—> t1+t2—-—>t1 ,t2+t —> t

1 1 1
R4) I(tp)) = {¢(a)|a €I(t) ¢ (a) # 0}

t—2>t'a0 (a) £0 => t(@ _da), t' 9
Rg) I(t, & t,) = _I(t1)v v I(ty)) vla.b | a elI(t,), b & I(t,), a # bl
t ab & t

a 1 a : — . !
.—-j—> t.1 , t2 _— t.Z’ a#b => t1 & t2—> t'

0 ab " n
t2 & t1—> t', &t 1

1 1 2° 2

where t", = t', <V (a)/x> for a e, N @ and x € X, (a)

B 1
t'y = t'y <V (a)/x> for o €g n'D and x € X, (o)
and t<v/x> represents the term obtained by substitu%ing v for x in t.

R6) I(a~>t) = {a}
(@a-t) 2> ((a~t)&t) [xp1]
where ¥ <\i> € A, | PIA,i>) = <Ay 41D,
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notice that process nil cannot change it's state ; it cannot be rewritten.

II1- EQUIVALENCE AND CONGRUENCE OF C.F.A. TERMS

"In this sectionwe define an equivalence relation over C.F.A. As we

- stated earlier, this equivalence is generated by a preorder, so that two terms
could be related even if they do not behave in exactly the sameway , but if

one among them "approximateé“ the other, and more over, we impose that two
equiVa]ent terms be interchangeable in any context without visible differences.
So, while comparing C.F.A. terms, we consider that internal moves which do not
affect "external” behaviour must be ignored, and we set that (finite) sequences
of internal moves cannot be differentiated from a single internal move.

Therefore our equivalence (and preorder) relies on binary relations
called observation relations which are experimentation relations restricted
in such a way that they encompasses the fact that internal actions are not
visible from "outside" a term.

definition given a in (ﬁ =25 denotes a binary relation over C.F.A. called
- *

basic a-observation relation, and s.t. =&=> = T 2 a_s > . These
relations are extended to sequences of non t-actions, and denoted =3 s.t.

1) E>-1%,
*

Jke
fo3]

2) =8 = Sy 2Ly

Our equivalence also relies on relations provided with the actions set :

definition 1 we let " " and " ¢ " denote two binary relations respectively

over & and {SD () s.t.

)Va,be f,a cCb &> (az b)v(aza)v(bzr)

2) Y X,Y e.g)f(d%), XY VaeX,3beY:aCh m
note that in part 1) of definition 1, § represent the null action of /.

proposition 1 re]atmn "S" 1is a preorder relation over J (02) and moreover-
given X and Y in (d@) the foﬂowmg hold :
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1) g Xg {t}

2)X,€YU{T}

)XY AT EX= TelY
8) Xg Y => XK VY-

proof immediate.

Note that in assertion 1) § denotes the empty subset of ﬁ

" Before going on and define our equivalence, letA's define a re]ation which will
be usefull later on : the divergence predicate :

definition 1 a term is said to be divergent (we'll denote t+), if it can
perform an infinite sequence of internal actions. That is, t L = .

Formally a term t diverges if and only if it verifies the following predicate :
A(X) = 3X' ¢ X <> X' A A(XY)
For example the following terms t diverge :

t 1) ((a+t')&t1)(¢l,\t1 —a——->t'1,\t'&t1'€=>
and ¢(a) = ¢(a) =@, a # a and ¢(a.a) = 1

or 2) ((a>t') &t,) [¢),\t1=a-> Aa#a A tr.

or 3)t, &t, A (tg 4 vt, 4)

or 4) ty+t, A (t1+v't2 1)

or 5) ty (0 ALyt

or 6)(a:t1&t2),\t2%>,\t1+,\a#€.

definition 2 a term t is said to be s-divergent, we denote tts s e (dg\{'r})*
if there exist t's.t. t == t'aA t'4 . We let t+ denote tie -

We now define the preorder which generates our equivalence.

.Our preorder relation relies essentially on two notions : first of
-all that of accepted language. Given two related terms (we'll also use
processor agent while speaking about C.F.A. terms), the greater one admits at
least the same language as the least one (we use the notion of accepted language
of a process in it's usual sens). Secondly the preorder encompasses the notion
of non-determinism : if process t is greater than process t', then t' is at
least as determiniétic'as t, in the sens that while acceptihg a sequénce, that
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both can accept, the influence of the env1ronment is greater while using the
least one, than the greater one.

In fact our preorder is a less restrictive version of that of (GZJ and allows
us to merge in a single relation, both notions of safe implementation and
complexity : the safest agent which implements language L is the least one
among all those whose accepted language includes L.

definition 1 given t, and t, , two C.F.A. terms, t, is said to be less than t,,

“we denote t, Ct, iff:

1) I(t ) € I(tz)
2)Vss£ . ='=>t2 > A

a) tyts =>t,ts A
b) (t, => t', => t', &)= (t =>t =ty L(tEe )@

Informally, t1 E t2 iff any string t1 may accept, may also be accepted by t2,

and moreover, any string that t2 must accept, must be accepted by t1, provided

t1 may accept it. Here we use the terms may and must under their definitions of
(HN). That is t may accept s iff there exist t' s.t. t => t' and t' must accept
a after having accepted s iff ¥ t' : t < t', then t' 4, (t=£%b> means

t' cannot accept s). Notice that when t may diverge after s, then t must not
anything after s. So our preorder allows to evaluate both possibilities for terms
“to accept a given string, and abilities for the environment to influence this
~ string acceptance. )

Examp]es
1) nil G t for any t in C.F.A.

proof : 1) I(nil) = 0 I(t) Vit
2) ¥ s e&; R n1] &> s = Exnot (nil +€) and
¥te CF.A. t <5 t, and obviously,

tSt = t' &) =>niled ifasg =

This example states that the language accepted by nil is also accepted by any
other term (nil accepts the language reduced to the empty string) ; moreover,
while accepting this language, nil is at least as deterministic as any other
agent. That is, the safest term for recognizing the empty string is nil.
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2) a : nil Qi a: nil +b : nil
proof : 1) I (a : nil) = {a} $ f{a,b} = I(a.: nil + b : nil).
2) by definition of t, ’

a:nil == t ==> a:nil + b:nil ===> t for any's and t
and (a:nil + b:nil === t =) t =) ) &
a:nil ===> t and t =5=> or b:nil ===>t ==> that is s = b ' thus

a:nil =L -

This example is an instance of a more general statement we'll prove later :
summing any process with t, deliver a process greater than t. This can be
intuitively justified by noting that sum operator allows to increase both the
accepted language and the influence of environment for accepting this language.

3) a:nil L ((a? :a :nil) &a! : nil)(¢) where ¢(a) =0 and ¢(a) = a.

proof let's denotep and q the left and right handside of E ; then :
1) I(p) = {a} £ {tt = Iq)
2) p oy o= q = t(¢), and moreover p is completly deterministic.
Here we have a particular form of a more general law well state later :
t E: Tt ; intuitively one can convince himself of the validity of this law,
by noting that t and Tt accept the same language. However one can easily
exhibit an environment which has more influence on t than on tt (think to~
a:nil + t: b:nil and 7: anil (+ 1: b:nil)-

For re]ation"E"to generate an equivalence relation, it must enjoy certain
properties ; we state them in the following

proposition 1 relation "£" is a preorder relation over C.F.A. that is
Vt,, t,, t in C.F.A. then '

1) t1E t1

2) (ty Bty nt,Ctg) => ¢, ot

proof part 1) is obvious. Let's show part 2).
So let t1 R t2 and t3 be CFA terms s.t. t1 E,tz and t2 5 t3

1) I(t,) < I(ty) from transitivity of relation "g"

then

s * s s
2) suppose t, = fors ewt; then t, ==> and thus t, =

and obviously tyts => t2+s = tats.
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now let a € £+ be such that Vt"3 Pty == t'y, t'y =2=> then
two cases are possible :
a) t2' S84 and then t1 8.5 or

b) ¥ t_'2 :t, =3 t'z, tA'2 £ ; then by definition

either Vt'1 : by %t'1 » b 2oy or t, Sy o
Now in order " E " to generate a congruence over C.F.A., it must enjoy some
other properties, with regard to J's operators. It is well known that preorders
preserved by operators of a signature, generate congruence over the word algebra
generated by that signature. Actually ¢ 1is not preserved by all I's

operators ; however because of its structure,the equivalence it generates is
still a congruence over C.F.A.

proposition 2 let t;, t';, t; and t', be C.F.A. terms s.t.

’c1 (= t‘1 and t, £ t's then the following hold
a:tyLa:ty Yaedh,
Z) 4y (¢) £ th () Voek
3a~typa~Ty Vacedh,
more over, if {s e A} : (t'; =t &) (t; v 1, £ ))els €A : t, LAt < )
then 4) t1 + tz € 'c.'l +t's
5) t; &ty Et'y &t

4) Equivalence relation _over C.F.A.

definition 1 two C.F.A. terms t1 and 1:2 are.said to be equivalent, we denote
t:1 gatz 1'1"1’1:1 ‘5t2"t2% t1 -
example nil v nil (¢) V ¢ e R

proof 1) nil € nil(¢) has been shown in part 1) of the examples of previous section-
2) nil (¢) € nil since I(nil(¢)) = ¢ £ 1(nil) = ¢, and

nil(¢) == t' &> s =EAt'=nil(¢) and nil(¢)+& and nil must not any action

(it cannot perform any non-null one) m

lenma Yty t, e C.RA Lt vt, = Vsed t, S5 e, S,

proof immediate. o
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Theorem 1 relation "2 " is a congruence over C.F.A.

proof immediate from previous lemma and proposition 2 of previous .section -

This result is an important one among those which differentiate
our equivalence from, for example testing equivalence (HN) or those based
on bisimulations (HM) which are not preserved by sum operator.

_ Now, to sum up, we define an equivalence relation over C.F.A.,
which first of all encompasses our intuition about processes behaviour, and
moreoVer, happens to be a congruence. So we get means for discussing whether
or not two processes can be interchangeable in any context. However it may sometimes
be difficult to directly deal with the definition of the equivalence, since one
must then, examine all the accepted languages, and in case of infinite processes,
these are infinite too. So we need another mecanism, in order to finitely
carry out properties about these infinite objects.

IV- AXIOMATIZATION OF THE CONGRUENCE :

In this section, we provide a system of equalities and inequalities
between C.F.A. terms, which allows to decide whether or not two given terms
are equivalent. Our system relies on finitary induction rules, and is proved
to be sound and complete with regard to preorder'ﬁ;. Actually this proof
relies on an alternative characterization of relations v and c -

1) Alternative characterization of !f "

definition 1 given n in , we let S% n denote a binary relation over C.F.A.
s.t.: Vi, t, eCF.A, t,

Cp bty &=
1) 1(t,) S I(t,)

2)Vs e Jty = = t, 5 A
a) t, rs -> t)As A
b) (t =t = t, D)= 4B ty=t By v (1)

Where 6$(n) denotes the set of sequences of elements of /5 » whose lenght is

less than n. Relations C look very similar to f;:\' . except that © B
concerned only with experiments with lenght n at most. Now if we ~use (the usual)
tree-representation for processes, Ei "compare" the n first levels of tress and
examine the leaves going out from nodes of level n. This constitutes the
fundamental difference from the principle suuporting M11ner S recursive equ1va1ence

wh1ch is not concernes with 1nterfaces at level n.
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proposition 1 En is a preordgr relation over C.F.A., for any n in .

proof quite similar to that for § - Left to the reader.
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Proposition 2 Vn, En < that is t ,Cbn 1;2 => t}

C
von-1 1
proof immediate, noting that Oflin'” < 0%5_") .

This proposition states that relations En constitute a chain, and allows us
to relate 5 with relations %n'

is the least upper bound of the set of 're'lations ';'-\l n ie
C.-nNnt

n uwn *
n n

proposition 3 T

proof left to the reader. (Notice that Vn, ﬁi")_c_ ,;6: and ,ﬂv: = l’{ u%in))-

2) The axiom set

Henceforth relations T, C stand for preorder relations over terms ,

which generate equivalence relations " =, and " =" respectively.
Our system is intended to be used in conjunction whith the following rules :
let t1 t:2 and t be C.F.A. terms then : '

(R,)) n, tyChty =t C 4ty
(R) t €, t
(Rp) & ErtyatyErty=>t Loty
(Ry) £ € tan by B by &=ty =ty
(Rg) t1En t2 A t') Ep tig=
i)a:t Lo a: t,
(s e all) 1 g S ner) 5 ey Sy t) Bnets e Ay & ¢80
Lrthe,th+t i

We Tet "Q" denote fully divergent terms of C.F.A.: that is Vn,sz L)
. *

Our system (called so) is the following :
Ay il € X

A1)X+Y=nY+X'
A2)X+(Y+Z) = (X +Y) +2
A3)‘X + nil *n X

A4)'X + X = X

A5) aX +ay = altX +1Y)
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A) X+ T(Y +2) = T+ ¥+ 2) i (I 1N VD) v (x & 1N v K(D))
= (X +Y+12Z)+ (Y + Z) anyway

A,) if X = a:X_and Y= J b:Y -then.
7 aell a belz P
. ) }
X&y n aell a(Xa §Y) + bel2 b (X & Yb) *a -bab (Xa & Yb)

Ag) (a : X) (¢ =, 0(a):X(e) if ¢(a) # 0, nil otherwise
Ag) (X +¥)() = X(g) +Yip) |

A10) nil(¢) *n nil
A asX=alla»X&x)  wh

Ap) @+ X=  a + X ,
Ajg)a) X g, X b) X € Xif Te&l(t)

Ag) X E X +Y =

Interfaces of terms (X, Y, Z,...) are inductively defined as stated in

~ c?apter IT. Notation a ZL aXa stands for a X1 e vy Xn iflL= {a1,a2,...,an} ’
Y is the renaming already defined , = denotes syntactical identity and X is

put for terms like ( a : t & a:nil)(¢) where a # a , ¢(a) = ¢(a) = @, and

¢(a.a) = T , and ¢ preserves all actions of t.

Most of these axioms are those usually proposed, when axiomatizing congruence

of C.C.S. based languages. For example the four first qnes allow to make the

set of processes, together with sum operator, into an abelian mono7d with
absorption, nil being the neutral element. However there exists some significant
differences that we note in the followings :

i) axioms A5-A6 are similar to t-laws of C.C.S., but are not identicg],
because here, we use the notion of interface. In fact +t-laws of (HM) and those
which stand for them in (HN)and (D) , can be deduced from these axioms.

ii) axiom A13 in its fullness, has nocounterpart : it departs from
the famous t = tt, because of its part b), and considering preorder which
only allow tt € t, then this axiom allows our preorder to be finer.
iii) axiom Ao is usually absent for other systems, since they generally

set 0 to be the least process, so is Age

Now So axioms are rather basic, and more complex derived ones can be
deduced from our system. We propose some useful ones in the followings :
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Proposition 4 given system So, the following hold :

dg) X + ¥ = (X + )+ 7Y

dz)aTX=naX
d3)aX+a(Y+Z)=naX+a(X+Y)+a(X+Z)+a(X+Y+Z)
d4)X+TX=n X

d5) X+.T(X+Y)=nI(X+Y) |
d6)aX+aY+a(X=Y)=naX+aY -

notice that d1) and dz) are axioms that usually stand for 7-laws -

Recall that we are looking for mechanisms which will allow us to
reason about terms equivalence, without directly dealing with the definitions
of our relations. Fortunatly system S0 has properties which allow this.

Theorem 2 system So, together with rules RO—R4 is sound and complete for
relations En over C.F.A. That is :

Vt1, t, € C.F.A. HC bt & t, En t, for any n -

* Now the axiomatization of relation L becomes quite easy. Let's, before
augment our rules RO-R3 with the following two :

Re) ¥n, teem) et

Re) (t Byt Aty &, B2 ™ b Spug B =t ety

where ten) => t' (om) <=>t£—->t_',\ Is|] =n-m)o0-

We allow, here, some kind of “renamings" which restrict strings accepted by

a process s.t. their lenght be bounded. Rule R5) relate relations %n and £,
allowing a finitary form of complete induction (remind that our least element
is nil).

Theorem 3 system So, together with rules Ro'Rﬁ is sound and complete for

ion € i c -
relation © over C.F.A. that is Vi, t, e C.FA. Het &= tet,

The proof of these results is relagated to ‘appendix ; it heavily relies on
existence, for C.F.A. term, of normal form, based on. convex-primitive sets
of finite sets of external actions.
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Some conclusions

In this paper, we defined a communication based language which allows
to express parallel agents, comunicating by broadcasting policy, in an
asynchronous framework. Our approach completely relies on intuitions we have
about process behaviour :

1) in our opinion, a process can be seen as an abstract computation station,
with its own clock, and which is only capable of performing communication

actions ; these actions may be either external ie they require participation
of some others processes, or internal ie they only involve subcomposents of

the process.

2) We define asynchrony, as the ability for a process to perform a finite
sequence of null actions (ie not to communicate) without changing it's state.
That is, on our case the neutral element of the composition of actions is no
more the internal one, but the absence of action. And in fact internal actions
are actually "real" actions, restricted in such a way that they do not involve

participation of the environment.

3) A process cannot change its state without communicating. So in our approach,
infinite processes cannot be expressed recursively. As a counterpart, we use
some kind of iteration which allows to generate different (possibly infinite)
instances of the same process ; however, any .new generation activity is preceded
by a "guard passing".

A1l these points make our apbroach rather original, and as a
consequence, discard the possibility of immediately apply the results till
now proposed, in order to formalize processes behaviour.

We then defined an equivalence relation which turns out to be a
congruence, This equivalence 1is generated by a preorder which relies on an
ordering we provide with the actions set, and allows us to merge both notions
of complexity and non determinism : the least term of a set of terms, accepts
as language the intersection of all their accepted language and .is at less as
deterministiq as any one among them. As an important consequence, we proved
nil to be the least process, show that sum increases processes (X E X + Y¥Y)

and depart from the law Tt = t.

Moreover, we provide a set of axioms, together with finitary
induction rules, that we proved to be sound and complete for our equivalence.

This language allows .us to express certain class of parallel systems,
and we used it in a previous paper (G1) to specify "data-flow" and "reduction”
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applications. However it would be interesting to formally characterize the
complexity, and the possible extentions, in order to express more basic classes.
Another quite interesting direction, we undertake is to provide a model of
asynchronous processes, based on these ideas. In this way, the normal form we
defined for C.F.A. terms (based on convex-primitive sets) in some extends easies
the task.
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‘AB :

AN :

DI :

DK :

Gt :

G2 :

HBR :

HM :

HN :
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2k APENDIX |
1) This section is devoted to the proof of results from chapter IlI.
I)Proposition2 section 3) |
Al at, ¢ at
Diat)) = (a) < (a) = Iat’) |
2at, =*= o szas At=le = U e at s
atts e szas’ & ths’ =t <« at'fs
(a:t',:"'=:>t"1 = t",:b»)@(s-.-as' & t',:‘sl-w:»t"I = t"l:b=> ) =
(t,="=p, = p,="=)v(t,=z=) e
(a:t,:swp' = p‘=b=>)v(a:t‘:5bz=:>)
B) t .+t v+ t _
Naeit+t) oo (a€l(t,)), = 3bel(t,)alb)
V(2 lit), = Ibelt):alb)
e 1t ot el oty |
2%t +t,) = o tlzsz*.' = t']:s=:> s (U+t)) =%
v t2:s-—-:> = t‘2:5=:> = (t',*t'z)zsw
Tt ts e (Ls vits) = (U tsvtts) e (U 4+t )1s
UL +t)="m p o= p=tles(t’ = 2p, ==>p,:a--'.»)/\(t'2:9=»p2 = p,="=
now,since (sl (t' =" Atz )AL ="= v t,="=)]c[slt, = AL, ="=]
then obviously ( (t +t,)z"=q = q="= ) v ((t;+t,)z"= )
O &) e & L)

{n order to prove this part,we need the following lemmas:

A (Yisilijas2[i] A sli]=si]i].s2]i]) (@ denotes the shuffle product).
Proof: by induction on seduences's léngth. '
base: s=¢; obvious'
hybothesis: let the assertionbe true for any s s.t. Isign ‘
step: (t & t')-"s q anlt & 1')-5,(p] & p2)-"-q
now by operational semantics of operator & ,three cases are possible:
pl-"pl Ap2-Papz
pI-*apl Apz-Tapl
1= Sp LA p2 -2ap? alua? g= ('l & p'Z) e



corollary : (t & t)="=>p <> (t='=p1) A (t'="=p2) A(s€sles2)A ”
(papl & p2) »
lemma2. aCa AbLD —ablab .
Proof: immediate; left to the reader =
we now engage in the proof of part C).
1 acit, &t)=
-a€|(t,) and then 3 be I(t")):alb
-a€i(t)andthen 3bel(t,)alb
~a=al.a2,where al€l(t,),a2€I(t,) then 3 b=b1b2,blel(t’,)b2el(t’;) and
aCb ‘ '
2% t, & L) elt,="'= Atz A selsles2w
(t,="= A ty=2s) o (1, & t,)=5 |
"(t, &t)1s ea(t,ts viyi8) = (U ts v U 1s Jeo(t', & t')ts
*(L') Bt )="wp = Pz ) oo (t),="mp, = p="'o) A
(t‘2=s"’=:»p'2 - p'2='2=o) A ( sé(s1@s2),a=al.a2)
now, since (sl (t'l=s=a~/\t'2=“'=>)/\(t|=‘==> v t,=*=))csit, = At )
then obviously ( (t,&t,)="=q = q="= )V ((t,&t,)="=> )
D) tlolct lol VoekR
Here,we also need some preliminary results:
lemmal: V te CFA tlgl=*=t' o> t'=t1[p]: t="=t! A s=¢(s'), where
)= TID gy ARSTID=OY i A j<lIsTa

Proof by'induction on the size of s.

base: s=¢ obvious.
hypothesis:iet's suppose the result be valid for s s.t. Islgn
step t[p]=""=>t' A Isl=n;thatis t[p}="=ti[p]=*=>t’ A lsi<n
by hypothesis t="=t1 A s=y(s’)
by definition of ="=, 3b: t1="=t” A a=p(b)2z® A t'st'[p) ie
sazp(sb) A t="=t" A t=t'[p] =

lemma2; alb = pa)Cyb) =

Proof immediate; left to the reader e

we now examine proof of part D). |

1) 2€ It [g]) <o 2 =g(b)z & AbeI(t) > (b €It YBED ) =
o(b) C (b") and-thus ¢(b)=® = Jael(t’[p]ala .
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20t fgl="= ) e t,=" Aszp(s)) = (t'=°=) e (t')[p]="=)
" (t,[p]1s) e (1, 1" A s=9(s) )= (U, 1S7) < (T [p]ts)
“(t,[pl="=ply] = p[m]=’=>)©(t',=s'=»p' = p'=?=> A a=yp(b)z®)
=(t,[pl="=aly] = dlpl="=) v(t [p}z"=) »
E)at,Cant
we use the alternative characterisation of c,together with the following
_lemma: (t&t){W']=tiw ] &t W] o
whose proof is immediate, since Via)=0 <> a= .
now as a corollary,
a-t = a:(a‘:(...an_,:(t[w_“"]&t[‘v“f"’})...)&t[wzl)&f[\v']) where a represents
actionaat level i ie W'(a) . |
The reader can convince himself that the result follows using parts

A),C),and D) of the present proof and definition of C intermsof ¢ a

Propositiond section 4)

dl) X+ TY =T(X+Y) +TY

an instance of A6),when Zénil, using AS)s

d2)atx=ax

aXz=aX+aX

=a(TX+TX) =31X @
d3) axsalY+7Z) = aX+a(X+Y)+a(X‘+‘Z)4a(X+Y+Z)
ax+alYs+ )=alth+ Y+ 2Dz alu(Y+ Z+ TX )+ 1Y+ 1))

=A(TITUXHY W TR 2 T+ 2D = a(T{TUX Y TX 23 T+ TUY+ 2D)
:a(t(X+Y)+I(X+Z)-&IX+I(Y+Z)'):a(I(X+Y)+'E(X+:Z)+ X4 T{XsY+ Z))
=aK a(XsY)+alXs I alkaYs1) u |

dd) A+ TX=TX -

an instance of Ab) ,using Ad) twice. a
d9) X+ TX+Y)= TX+Y) ’
K TKAY )= TX XY+ TX+ YD) = X+ YD .

d6) aX +aY =aX +aY +a(XsY)

aX+aY¥ =a(TX+TY) zalX+ TX+Y+1Y) =a(T(X+Y)+ T+ 1Y) zalXsY)+aXsaY @



) This section is entirely devated ta the proaf of thearem?2 and thearam3 iq
to the soundness and compleétenegs of 'system S, | 21
1) Soundness _
We first prove the following lemma which will be usefull later:
lemma V t1,t2 € CF.A st. |
1) 1(t1)gl(t2)
2lVa, (t1="=t) = (t2=">t)
then t1 ct2 .
Proof
1) of course I(t1)gI(t2)

2)* (t1=°2 ) e (t1="=t'="= ) where s=as’

= (12="=t'="2 ) < ( 12=°=)
*(t11s) e (t'28) = t21s where s=as'
" (12=512 = t'2="%) e (t2="t"="1t2 » t'2="2) =
(1=t ="t = t'1="=) where s=bs’ or (t12™=) )a
~ Soundness of axioms,Ao—A4 , A7-A” and Aw‘Al 4 comes from the above
lemma ,together with definition of relations ="=, and operational
semantics of C.F.A operators. Let's show A, A5 and Ag sound .
A, 1S sound; ‘
a) X+Q) C TX+Q using proposition2 of section 3) chapter 11l since X and TX
accept the same language,and XCTX.
b)TX+0 g X+
1) 1(TX+Q)=1(X+Q)=[T).
2)" obiously, (X+Q="=) <> (TX+N="=>)
" Vs (TX+O)ts e (XeMis
Vs, (X0 oo (TXe0="2Y)  a
A, is sound; |
a)ax+aY c a(TX+tY) from the above lemma.
b) a(TX+TY)CcaX+ay¥ since
1) l(a(tX+TY))=I(aX+aY)=[a}.
2) (A(TX+TY)= =0t ) w>(szas' A (TX="=t v TY="=t)) <

((aX+aY)="=»t) if sz A sza otherwise use proposition2,3),ill. e
A, 1S sou ;

- This proof is quite similar to the above one;it is left to the reader.a

We now turn to the soundness of the rules contained in our system:
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soundness of R, comes from propositionl,section 1 of chapter IV,

~ soundness of R, and R, comes from propositioni,section 3 of chapter }il.

soundness of R, is obvious since = is generated by =
soundness of R, comes from proposition2,section 3 of chapter I1l.
soundness of R5 and RE comes from propositions!,2 and 3 in section | of

chapter |V

i1)Completeness

The proof of completeness relies heavily on the notion of normal-forms(nf)

A)Normal-form

definitionl aset E=[X;i€l]of finite subsets is said to be convex-primitive
iff it is not empty and if XeE = | X /N[X. i€ 1)i<] w
Exaraple: ({a,b],(a,c},{a,d}.{a)] and {{a),(t],(b],®) are convex-primitive;
{{a.,b,c],[a,c}] and ({{a,b,c),{a,b],{a,c]] are not.
definition2 a CF.A term t is said to be under normal-form iff
1) teima:ta where Lc.;Land L finite, and each ta is under nf
in this case t is said to be under a-nf

-~

2) taf) I, at  where' e isconvex-primitive, and X cA. and
Led ™ “ael - —

Va, t isunder nf; and t! e3L: tel

in this case t is said to be under t-nf =

Rernark 1) nil isunder a-nf with L=4 ,and () is under t-nf, with of:[[r}},
i) We do not impose,for t-nf that the sum be bounded;however an
infinite sum denotes a divergent term.

lemrnal  if tis under T-nf then t= (% dta)[+trzil]

beL/m % aem Lib)

where L A | mcl, TeLest?, tzTnl @ Lzd. we assume t=1TL,mat,
when L=mxz¢ { notation [t'] means that t’ is an optional summand).
progf: let L=U[L €<}, m=N{L €X } and use axioms A A, Of system 5
and derived axiom dym.

lemmaZ: vV tt' ¢ LFA Jtand t'under nf =3 nunder nf s.t. n=tt+tt’.
proof: by induction on the size of sequences t and t' accept.
Four cases are possible depending on the structure of t and t'.

1) tand t’ are under t-nf then



TH+Tt =t t’ ’ (from A ) } 29
and tet'= (I, 0T, 012t * Dog/m T gem op)3t s M+ TNIN]
using the above lemmal and axiom A, to reduce "tnil” instances to only
one whenever they actually exist. Now:
tet'= (Zp g o/ T gem o) @t [+ TNI] where (using A,, and dy)
L"=LUL , m"=mNm' and .
ae(LNLHU(mNmM’) = t" =Tt +Tt’, which by inductibn,can be
put under nf.
aeLl =» t"fta
| ael' =t =t
ii) t is under Tt-nf and t’ is under a-nf then
Thett'=tett’ = (L, 0T, 0 i@t N+Tnil} + T2, at’,
= (T /m T pem u{b]at"a)[m'\ill where (using A,, and d,)
L"=LUm' , m"=m N m and
ae(LNm)U(mNm’) = t" =Tt +Tt', (from Ag ),which by
induction,can be put under nf.
el =t =t
acl’ = t" =t',
iii) t is under a-nf and t' is under t-nf then
Tt+tt'=Tt+t’ an instanée of point ii).
iv) t and t' are under a-nf then
ttett'=( T, at + 1, at)=(tr,  .at",) where
m"=mUm' and | |
aé(mNm’) = t" =Tt Tt which by induction,can be put under nf.
a€m = t" =t,
aem’ => t" =t =
lemma3: V t,t'éC.F.A ,t and t’ under nf =» 3 nunder nf s.t. n=t+t’' .
proof : by induction on the sizes of sequences t and t' accept.

Theré are four cases depending upon the strucfures oftandt’.

ii) t=£L ] £t£a€Lata and t':’):m.at‘Il then

tet'= TZ,, at, +t 0t " (using Ag,A,).

Leg\L1 Trae 3ta

by induction t+t'= Tn +n,=n (using the above lemma2 ).

where t"=X
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iii)t is under a-nf and t' is T-nf similar to case ii) above .
iv) t=x_ at, ,t':XM.at'a then
b= \an?la * Taevemy@la * Taeannd Tt T
=n"+n'+n" =n (by induction and lemma2) a
corollary : t, under nf, Vi€l c N, then
a) | is finite = 2 t.=n under nf
b) I, Tt=n’ under nf
proof : by induction on the size of | using lemma2 and lemma3 o
lemmad:  Vt,teCFA st tt'undernf then tot' =
DD e(t) ) v (It =(T))
2V ae4, , t="st, = (t="st, At ct,) |
proof : 1) is immediate since t under nf = TEl(t)esI(t)=(T] and ¥ X,YC A
TEX ATEY = X¢Y «XCY.
2) notice first that by definition of normal forms,Vt under nf,¥ae A ,
-V, -®»t, thent_ is unique;we then assume t', be s.t. =", St

t', is unique,and there may be various reasons,for t, not to be less than

tla
al(t,) <I(t‘a) that is 3 bel(ta) st Vbe l(t'a) (bCb') that is t', is under
a-nf Now depending on b,two situations may envisaged:
ibe, ie t="= At=®= what is impossible.
i)b=T A TZI(t’)) then by definition of ¢ and normal forms, tha .
this case is also impossible since it would imply 3t"a s.t.
t="=t", AL, ¢l (t",) O (t)denotes I(t\[T] ).
bt,=*= AU,z ie t=°s A t'z's  impossible
otls A tls detlas A tfas  impossible too.
At ,="=p = p="=) A (t,=" = A 1qt ="=q Agz"=) 1e:
(1= A qz =) what is impossible. ' |
So all case that would imply t,gt, are impossible.Tﬁe result follows »
lemmab VteC.F.A,VnelN,3t' under nf s.t. t[en)=t"
proof: first we assume that t{en] contains only nil,guard and sum
operators.This can be achieved by first applying axiom A, , in order to
sufficiently unwind terms containing gp.i. operators,then using axioms
A.,_m to eliminate renamings and parallel composition operators.Now ,
using axioms A._.,t[>n] can be put under the two following forms:

5-6°



i)t'=2  at where L=i(t) and thus finite

ael a
i) t"eZ TT  at, andt"=siLed st TeL relying on axiom A, .

2eL” "a
Therefore,by inductiqn on the si)ze‘of sequences Sé4, a term can accept ,
(nil, tnil and 0 have normal forms) each ta can be put under nf say t".The
result then follows by application of lemmas2-3 and their corollary e
lemma6: ¥ t € CF.A, V néN,t~ t{on]
proof: left to the reader(notice however that validity of part t[en]g t

comes from soundness of rule R 4) .

ael " a

lemma7: let a CF.A termt be s.t. t=):|_€£'c£ at, thenVLcUL,iflL'is

finite then t+X“L.ata =t.
proof: from derived rule dg ,t=t+TZ, . at, =t' By axiom A 4 t'=Tt' so
t+‘£m.ata =t‘+Zm.ata =t(t+t):m.ata +Z“L.ata) =t from d4 and A,3 .

We now use these results to prove the completeness of system S -

B) COMPLETENESS

1)theorem? ' .

Let t and t' be two CF.A terms s.t. tgn t' the purpose of this section is to
show that we can infer t & t'.

From lemmas, tc, t' e»t{en]c, ten]. Relying on lemmaS we assume t[>n)

and t'{>n] under normal forms say n, and n, .We now proceed by

1
induction on the size of sequences the terms may accept.Three cases are
possible depending on what kind of nf n, and n, are.

LedtE Legt’
induction we consider Ya t E t' ; and by definition ofC_ obviously

N(LeL]  U[LeL])c N[Le &) so using rule R, and axiom A, ,we

iyn, =1 at, n=I tZ, at, from lemmad,vat c t so, by

ael

immediately infern, &n, ie tC t.

in, =%, at, n=1 oe.rz, qat, -Theproof is similar to the above one,

noticing that in this case L ¢ U[L" L' €&£').
ii)n, =2 at ,n,=z  at . Weagain apply the same rule and axioms,

since here obviously Lcl'. a
2)theorem3
Lett andt' be two CF.A termss.t. tct’; we prove here,that using system
So and rules RQ-R6 one can infer t & t'Now this is immediate since

tct’ @Vn,tgnt' <>Vn, t5t" ,using the above result. So using rule Ry

one obviously infer tEt’ .
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