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ESTIMATION DE L'ORDRE D'UN PROCESSUS ARMA
A L'AIDE DE RESULTATS DE PERTURBATIONS DE MATRICES

' Jean-Jacques FUCHS

Résumé.- On propose une méthode d'estimation de l'ordre d'un processus ARMA
scalaire. La méthode est basée sur la relation qui existe entre le rang de
certaines matrices constantes sur la suite des covariances du processus et
'ordre. On considére une suite de matrices symétriques de dimension croissante
et on réalise un test sur la valeur propre de plus petite valeur absolue de
chacune de ces matrices pour décider si elle doit &tre considérée comme
étant égale & zéro (et le test arrété) ou non (et la matrice suivante analyséel.
La justification du test fait intervenir les propriétés asymptotiques des estimées

des covariances des séries temporelles et des résultats de perturbations de

matrices.
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ARMA - ORDER ESTIMATION VIA MATRIX

¢ PERTURBATION THEORY

Jean-Jacques FUCHS, Member IEEE
IRISA - Université de Rennes I

Campus de Beaulieu - 35042 Rennes Cedex, France
and

GRECO CNRS - Systémes adaptatifs

Abstract. - Allmost all methods for estimating the'modeL order in system
identification -either involve the maximization of Likelihood functions,

a time-consuming task, -or rely upon the determination of the rank of
(covariance) matrices, a task generally achieved by means of heuristic
teéts. We propose a scheme belonging to this second class of methods

for which, however we theoretically justify the test. Using the asymptotic
properties of sample serial covariances and some results from matrix per-
turbation theory, we obtain the statistical distribution of the '"smallest”
eigenvalue of —-say- the Hankel matrix build ubon the estimated covariances,
under the hypothesis tﬁat the corresponding exact HaﬁkeL matrix possesses
one single zero eigenvalue. This allows us to develop and justify a test
which moreover only requires the knowledge of the "smallest" eigenvalue
and an associgted eigenvector., A complete eigen-decomposition is-thus not
necessary further Llimiting the computations. The new order determination
scheme is compared on simulated examples to the moré time conéuming
approaches based on Likelihood maximizations, the performance appear to be

comparable.
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1 - INTRODUCTIONC

Because the maximization of the Likelihood function does not
allow to determine structufal parameters suchras the orders in autore-
gressive moving average (ARMA) processes, other criteria have been
proposed by Akaike [1,2], Schwarz [3] and Rissanen [4,5]. ALl these
criteria, ~though derived using different abproaches, ére not esﬁen_
tially different when applied to scalar ARMA-processes and requ1re the
calculatwon of a maximum Likelihood estimate for each posswble order-
pairs. While these methods are attractive in treating AR-processes,
their use in ARMA brocesses is limited. This is due to the complexity
in the evaluation of the Likelihood functions and the lack of consis-
tency and stability in most ARMA identification procedure when the
orders tested are higher than the true orders. Different solutions
[6,7] have been proposed to overscome these difficulties and computa=-

tionally attractive algorithms developped.

In this paber, we present a fully different approach, which
belongs to the order estimation methods based on the determination of
the rank of matrices. It is well known that the orders of an ARMA pro-
cess can be obtained by investigation of the rank of covariance matrices
[8,9] with non-symmetric Toeplitz structure or the rank of Hankel.ma-
trices build upon the coyariance sequence of the process. Make a deci-
sion about the rank of a matrix is a difficult tésk and more so if the
matrix is contaminated with errors, which is aLQays the case in our
context since the matrixvis based on estimated covariances. The most

commonly used methods for evaluating the rank of a matrix rely upon the



singular value'decompos§tion, the QR factorizat{on; the inverse cross-
product matrix [10]. These approaches have‘béen applied to the estima-
tion of the orders of ARMA processes [11,9,12]1, they are however only
tools for helping make a decision and do by no mean yield a test.
Further analysis is required to be able to decide, say, how many singu-
Lar values are 'zero", i.e. to be able to justify a threshold against
which to check the singular values. To our knowledge no such analysis

has been proposed in the Llitterature.

In this paper, we present sﬁch an analysis. The order determi-
nation scheme we propose, consists in testing, for a sequence of symme-
tric (Hankel) matrices, their smallest singular value against a theore-
tically justified threshold to decide whether it should be declared zero
or not and thus the test terminated or the next matrix in the sequence
considered. (Note that for a symmetrix matrix, the singular values are
the absolute values of the eigenvalues). The threshold we propose is
obtained using the asymptotic properties of the estimated covariances of
stationary time series [13] and some results from matrix perturbation
theory [14]. The test is thus only justified asymptotically in the number
of observations.and in order to verify its usefulness some simulation
results are proposed. They seem to indicate that the theoretical predic-
tions are valid for quite small sample sizes and that the proposed order
estimation scheme has performances similar to those of.the more time

consuming approaches based on Likelihood maximizations.



2 - PROBLEM STATEMENT

Let Ys be a scalar autoregressive moving average (ARMA) process
of order (p,q) :
+ e + = + + ...
Ye T3 Yeq F - % Ye-p T 8¢ * Cq &y * Cq Ct—q )
where e, is a gaussian white noise sequence with zero mean and variance

02 and the roots of the two coprime polynomials

1 4 a, 2 +.... + a zp a #0
1 p P

AC2)

fl

CCz) =1 + a2 + ...t 29 c. #0

q q

are strictly outside the unit circle.

We shall define a procedure which, using a sequence of length
T of the outputs {yt} allows to estimate p and q. In a first step we

obtain an estimate of :
n = max(p,q) 2)

the order of the stochastic process {yt}.

-In section 3, we define the test strategy we propose and justify
it under exact covariance information. We then introduce some matrix per-
turbation results in section 4. These results are used in section 5 to
establish the statistical properties allowing to build a test. In section 6,
the actual test procedure is defined. A simplified way to perform it is

proposed in section 7 together with some simulation results.

Let us specify the following notations and symbols to be used in
the paper : € is a small positive real number (¢ < 1) which constitutes the

;basis of the different orders of magnitudes
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fCe) = o(e™ implies that f(e)/e"+> 0 as e+ 0
fCe) = 0(e™ implies that- f(e)/e" is bounded as € + 0

We will also use these notations with n = 0, and thus write f(g) = 0(1)

to indicate that € << f(g) << 1/e. When applied to a matrix, the impli-

cation are to be considered component-wise.



3 - THE TEST STRATEGY
Let {ro,r1,...} be the covariance sequence of the process, i.e. :
"k = E(yt yt-k) v = -k

and let {?o,?1,...} be the estimated sample covariances using T observa-

tions :

T ) .
A 1
= v N U k>0 . , 3
k T-k £=k+1 t “t-k ; . .
We shall express ?k.as :
L + Grk . 4)

where since the estimates (3) are consistent and asymptotically normal

-1/ 112y

[15,13],‘the dominant term of 6rk is of order T 2 ~(denoted O(T

i.e. the variance of Grk is of order 1/T.

Infroduce the followihg covariance matrix wifh Toeplitz struc-

ture :

ECHCE, P00 vt

R(p,q)

B ra r r i
q q-1 L] L] - L] q_p+1

= ra+1 5

r/\l\

+p-1 ‘ ra
| atp ' q

where 6 and a are positive integers and



5.q - ~ A A T
¢(t’p’q) - [yt_q_1 LN ) yt-q-p]
‘ Lo , . 6
p(t,p) = [yt___1 Ve weee yt-S]

are two p~dimensional vectors. The use of this matrix for testing the
orders of (1) was suggested in [11,9,121 and its rank -properties are well

known [8,9]. Define
* - ~ ~
n = min(p=-p, g-q) _ @
and 0(p,3) = determinant R(p,q), then
A AN, *
plp,q) =0 for n >0

(8

and p(B,a) Z0 for n =0 .

. - *
As indicated in [9] no general statement can be made for n <0,

but the matrix is generically non-singular.
Rather than to use R(ﬁ,a) we shall consider :
H(p,q) = R(p,q)J (9

where :

permutes the columns of R(+)., Since J is a nonsingular matrix, H(*) and
R(*) share the same rank properties. H(B,a) however is now a symmetric
(Hankel) matrix. Ih many instances it is preferable to work with symmetric
matrices ; in our case, in a matrix-perturbation context, symmetric matri-

ces are generally better conditionned [19].



Note also that :

&

ry Fp ra ]
aay T2 ‘ !
HCp,p) = (10
_ rs r26’1 i

is the "standard" Hankel matrix associated with the stochastic process

which is known to be of rank n = max(p,q) for p & n.

Under exact covariance information, there are many different
ways to determine the orders p and q. We shall consider the following

test strategy which is based on and easily justified using (7,8).

TEST STRATEGY

Test for singularity H(S,a) for increasing S = 1,2,00a
and étop for p = j with H(j,j) the first singular matrix in the sequence.

Then set n = j=1 (= max (p,q)) and go to step 2.

Step 2 : Test for non-singularity H(n+1, n-i) for i = 0,1,2,... .
If H(n+1, n) is non=singular, go to step 3, else stop for n-i = n-j with
H(n+1, n-j) the first non-singular matrix. The process is ARMA (n, n=-j).

End.

Step_ 3 : Test for non-singularity H(n-i, n+1) for i =0,1,2,... and

stop for n=i = n-j with H(n=j, n+1) the first more singular matrix. The

. process is ARMA (p-j, n). End.

Since the true covariances are unknown, this strategy will be
applied to ﬁ(s,a) which is defined similarly to H(B,a) with the sample

covariances replacing the true covariances. As in (4) we express ﬁ(a,a) as:



HP,a) = H(,) + SH, : 1)
€

where the dominant term of SH(*) is of order T-”2

. The rank properties
of H(*) given above then hold for H(e) only asymptoticatly’in'fand for finite
sample size ﬁ(a,a) is generically a full rank (S,S)-matrix. In order to
obtain estimates of p and q when applying the above strategy to ﬁ('), we

need a test for singularity of matrices. To our knowledge, no such test

has been proposed and justified in the Llitterature.

Note that in the proposed test-strategy, the matrices tested for
singularity admit at most one zero eigenvalue. Thus letting imin(s'a)
denote the smallest, in absolute value, eigenvalue of the estimated symme-
tric matrix H(p,q) :

Amin(p,qj = Aj CHCp,q))
where Ai(ﬁ(-)) denotes the different eigenvalues of H(e) and :
j = arg min|Ai(ﬁ(S,a))| ’
i€l1,p]
it will be enough to be able to test the hypothesis Xminca'a) = 0. In the
next two sections, we shall indeed derive the statistical properties of "

Xmin(s’aj for matrices ﬁ(s,a) which possess a 'zero' eigenvalue, i.e. for

which (7) n* = min(ﬁ-p, a-q) = 1. At this point, one can expect these pro-

2

perties to depend upon T the sample size, the process itself and O

the driving noise power since no normalization has been performed on the

data.



4 - MATRIX PERTURBATION RESULTS

Let us turn our attention to some results from matrix perturba-
tion theory, that is to theorems which give an estimate of how much the
eigenvalues and eigenvectors of the matrix A+eB can differ from those of

A for small €. Applying these results to relation (11) :

HE) = HC) + SH()

1/2, will allow us to obtain some deterministic

where SH() is of order T
relations between corresponding eigen—etehents of H(*) and H(*). It appears
that in our context, given the information available upon SH(*), there is
only one of these relations which can be used to gain some precise know-
ledge upon the discrepancy between corresponding eigen-elements. This rela-

R P A A . . * - .
tion relates Amin(p,q) for matrices with n =1 to its corresponding zero

eigenvalue of the exact matrix.
In our test strategy, the matrices for which n* = 1, belong to
one of the following two classes :

class 1 : Hp,a) :p=pH ; G=gq+i , 1=1,2,...0-q+]

class 2+ H(P,@ :p=p+Hi , i=1,2,...,qp+ ; q = qH

with p, q the true ARMA orders.

It is an easy task to verify that class-1 matrices, which are
of constant dimension (p+1), admit as an eigenvector associated with the

single zero eigenvalue :

T
[ap ap_1 e 3y 11 _ | _ 12)

where the a;s are the AR-coefficients of the ARMA-process (1). The eigen~
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vector X is the solution of the Linear system of equations H(p+1, g+tidX=0,
which can be rewritten R(p+1, q+i)JX=0 where one recognizes (p+1) conse-
cutive Yule-Walker equations. An analoguous reasoning applied to class-2
matrices of varying dimension (p+i), yields the following eigenvector :

.

=[0 ... 0a a ees 11
X [‘-'V—-/ p p-1
i-1 zeros
We shall only consider class-1 matrices in the sequel, however

the analysis to be performed is readily transposable to class-2 matrices,

and the result will be expressed in terms valid for both classes. '

The pertubation results we need are quite elementary and proofs
can be found in [14,16]. These are however quite involved. We propose in
Appendix A a simple, self-contained proof derived from [17]. Applied to
the unique zero eigenvalue of a class¥1 matrix, they state that the cor-

responding perturbed eigenvalue Xmin(p+1, q+i) verifies (A5) :

1

AL (pH, qH) = X1 6H(p+, g+idX + 0T~ ) “13)

where X = X/||X|| is the normalized true eigenvector (12) ; while X the

normalized perturbed eigenvector satisties (A9) :
(14)

These results (13,14) hold under the restriction that the non-
zero eigenvalues of H(p+1, q+i) are of an order of magnitude greater than

O(T-1/2)

- For a given process or a given class=1 Hankel matrix, this res-
triction is always satisfied for large enough sample sizes T. This kind of
limitation is not unexpected and is common to all order~determination

tests, i.e. all tests rely upon asymptotic properties and are thus only

valid -or better- justified for Large T.
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with :

v, = XTeCt, p+l, q+id

<

W, = wT(t, p+1)JX

and hence from (6) and (12) :

Vibqri+ (1/”XI|)(yt-p YAy Yepq tees tay)
) (20

)

W

¢ (1/||X||)(yt_1 ta, Yot ... ta

o] yt-p-1

In (19 iﬁ{n(-), seen as a random variable, appears as the empi-
rical cross-covariance of lag zero of two stochastic processes Ve and W,
which are Llinear functions (20) of the observed process Yee These two pro-
cesses will be further identified as stationary moving average processes
and Xmin(') will thus satisfy a central Limit theorem, i.e. asymptotically
in the sample size T, imin(') will be a gaussian random variable with a

. -1
variance of order T .

There are two different ways to investigate the properties of
the processes Ve and Wer the '"geometric" and the "algebraic". We shall use
both of them. From.(1) and (20) one verifies that W, is a moving average

process of order q :

we = (/)| ey q tCpe s ¥aau t cq et_q_1) . N

The process Vi would appear as the AR-part of the reverse ARMA-process of
ARMA process yt(1) and is thus a backward moving-average process of order

g driven by -say bt~ the backward innovation process of Yy ¢

= A/lIxl> Gy +eyb taete b (22)

Vitp+i+ t—q+1
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The two processes Ve and W, have the same autovariance function because
the reverse process of an ARMA-model follows the same :ARMA-model. These

facts follow also easily from (19) in an algebraic way. Define
Yy = E(Vt—k vt)
then, with simplified notations :

Y, = ECRT 0=k, ¢ (t,m)%
= X' ECoCt-k,*) §'(t, )X

X RGH, X, | (24)

consider now :

) = BT oTuct, o) ol Ct=k, *)d% )

E(wt L

X' 97 RT(p+1, K)IX

L] .

which, since for Toeplitz matrices :

RGp+1,k) = 37 RT(p+1, k)4

) = ECw, w__ ). By definition (9) of H(*), (24)

establishes that E(vt ek t Wik

is equivalent to :

Y, = X' Hep+1, K)JIX (25)

which, since X (12) satisfies
X' Hep+1, g+i) = 0 i=1,2,..., (26)

implies
Y.,: =0 i=1,2,..., 27

a property which characterizes moving average processes of order q. Let us
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Since X is the true zero eigenvector, combining (11) and (13)
yields :
L

Ao, aH) = X' fitpHt, q+dX + o) ' “15)

This purely deterministic relations says that if the unpertufbed
“ normalized eigenvector X of H(*) is known, a good estimation of imin(.)'
the perturbed zero-eigenvalue, is given by fTﬁ(p+1, q+i)X, an non-surprising

result if one remembers that indeed one has identically :

Xmin<p+1, g+i) = X! Hilp+1, q+idX - (16

with § (14) the normalized perturbed eigenvector. Note, that unless a great
amount is known about SH(*), perturbation results only give quite poor infor-
mation sucﬁ as the order of magnifude (see (14)5. The situation is some~show
more favorable for zero eigenvalues but relation (15) is still useless in
general since X is unknown and replacing it by estimate § yields the trivial

relation (16).
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5 - STATISTICAL PROPERTIES OF XMIN

In order tb analyse the statistical properties of imin(') seen
as a sample of a random variable, we consider the deterministic relation
(15) in a different way. In the sequel, we shall neglect higher order
terms and thus replace equality signs by = . Relation (15) is thus re-

written :

R, gH) =X e, q+X . an

It can be seen as defining the random variable Amin(-) as a function of

the random matrix H(e) which by definition (5,9) is equal to :

i Pq+iep Pqti-ptt *te Foud
rq+'i-p+1
HCp+1, g+i) = . .
| Tq+i Ta+i+p i

Or, using (3) and (6) :

$Ct, pHl, q+duT (t, p+1dd “18)

e o |

ﬁ(p+1, qti) = %
t=1

where we neglect the higher order terms due to the fact that the matrix

on the right is non-symmetric.

Combinfng now (17) and (18) one has :

A . (pHl, qHi) = % 19)

I o~
<
+
L«
+

min
t=1
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now establish some properties of the cross-covariance sequence of Ve and
Wi e These could easjly be deduced -geometrically- from the orthogonality

properties between the forward MA-process w, and the backward MA~process

t
Vs but we prefer to derive them algebraically from (19) and (26) :

EQv, w,,,) = X' OECHCt, *) Pl (t+k, o) DIR

t+k

= X1 HCpH, q+i+k)X

which, since for class~1 Hankel matrices i is a positive integer and using

(26), leads to :

E(v, w

t t+k)~= 0 k =1-1, 2-1,...,0,1,2,... (28)

which implies -e.g.~ that A (p+1, q+i) -an estimator of E(vt "t)- is

min

zero mean. Let us compute its variance :

T
22 - 1 ¢ 2
E(Amin( N= E(s ; v, wt) )

mn -

1 2
T2 E((v1 Wy + vy Wy + eedT)

which, using notation (23) and properties (27,28) gives :

4
EQ,

1.n(p+1, q+i)dz = {Yz + 2 § y?} 29
From the asymptotic normality of sample cross—covariances of
stationary time-series [13] it thus follows that asymptotically in T,

A
Amin(p+1, g+i) will be a zero—mean gaussian variable with variance of order

1/T given by (29).



Now -in order to build a test and to define a threshold we need
to evaluate the asymptotic variance (29) from the data. To evaluate the
covariances Y; appearing in (29) and defined in (24,25) we propose to
replace the unknown quantities X, R(-) and H(¢) in (24,25) by their esti-
mates i, RC*) and A(*). The so-introduced errors will only affect higher

order terms in the value of the variance (see (11,14)).

The true MA-order which appears in the summation in (29) is also
unknown. Since the standing hypothesis is that the tested matr{} belongs
to class=1 -i.e. is of the form ﬁ(s,a) with 6 = p+1 and a =q+i , 1 =1,2,..-
we'impticitly; assume that the true MA order is smaller or equal to 3-1. We
propose thus to replace g in (29) by g-1, the. terms in excess, if any, being
again neglectible (27). The expression allowing to compute the variance, to

. A2 A A L .
be denoted cmin(p,q; of Amin(-) from the data is thus :

~2

Omin(p’q) =3 (30)

i
i
S
<
o
+
n
o~
<
=
\ =4

with ~ AT A A il
Y = X RG,RX .

While this expression is valid and has been derived for éLass-1 matrices
only, it is also applicable to class=2 matrices with X the normalized eigen-

vector associated with Xmin(s’a)'

the process-model and the driving-noise. power.

For pure AR-processes, v, and Wy in (19) are respectively the

backward and forward imnovation processes of Yys t.e. white noises with iden—
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tical variance Y, (24). A closer look at this specific case, leads to the

following simplified expression of the variance of A

min *
A2 7 °e4 :
o . (p+tl, 1) 2 5 ——s 1=12,... (31)
min T (X'TX)2

where X (12) is the vector of the AR-parametere and oz 8 (1) the driving

noise variance which satisfies cz = X R(p+1, 0)X = Y, ’x .

Insteqd of evaluating the variance (29) of ’Xmin( *) from the
data as in (30), it is possible to derive an upperbound of it. For {Yi}’
the covariance sequence of a MA(q)-process, the following inequality holds
[181 :

q

)

k=1

Yz
Yo

<

Dol:Q

and hence from (29)

P

5 (32)

2 e 21
E(Am.n( ))& 7 Y
The vartance Y, 18 equal to (24)

Y, = }-fTR(p+Z, 0)X

and can be bounded by )\max(R(pﬂ, 0)) the greatest eigenvalue of the positi-

ve definite Toeplitz matrix R(p+l, 0) ( 5) :

Y, < )\maxCR(pﬂ, 0))

< max t, (< (p+l)r )
k=0,...,p
with : t = § |I‘|
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by =ty * ol = I
where the majorant (max tk) Sfor %mmz(.) follows from Gerschgorin circle

theorem [19].



6 - THE TEST PROCEDURE

We already indicated the test strategy we probose. Other
strategies can be used and developed along the analysis we performed. -
Note howeQer that in these sfrategies, as in the one we propose, the
matrices to be testéd for singuLérity or non-singularity must admit
at most one "zero" eigenvalue since we obtained the statistical pro-

perties of Amin(-) under this restriction.

Within the test strategy described in Section 3, we propose
to use the following chi-squared test, to decide whether a given matrix
H(p,8) should be declared singular or not. We have established that if
ﬁ(a,a) belongs to élass 1 or Class 2, then Xmin(a’a) is asymptotically
gaussian with zero mean and variance S;in(a'a) of order T°1 given iﬁ

(30>, the quantity

A2 A A
: >‘min(p’q) - ,
W=y (33)
Omin(p’q)
is then a chi-squared random variable with 1 degree of freedom. If, on
the other hand, A($,d) is not "singular”, i.e. does not belong to class
1 or 2, then the statistical properties of Xmin(ﬁ,a) are different and
we will consider_a rule of the form :
gt = ﬁ(ﬁ,a) singular
. (34)
u>t = H(p,8 non-singular
With the aid of a chi-squared table, one can evaluate the probability
of false alarm (declaring H non-singular while it is singular) as-a

function of the threshold t. The so-obtained confidence interval is

however validonly asymptotically in T.



20

The value to be given to the threshold t has tq chosen
with care, since we are always working with finite sample sizes T.
Too high a threshold will Lead to declare "singular" matrices that
are not. One could indeed establish that if ACe) is non-singular

)y

corresponding unperturbed eigenvalue and variance of order T

(*), the
1

min(-) is asymptotically gaussian with non-zero mean Amin
. Thus,
if for the process under investigation Amin(.) is small and moreover
the sample size T moderate, the quantity u in (33) (u= X;inJ7constant)

might be quite small and the matrix wrongly declared singular.

Another observation can be made at this point. Remember
that, while the statistical properties of Xmin(-) are obtained by mean
of a central Limit theorem and thus hold only asymptotical(y in T, the
deterministic matrix perturbation result is only valid if Xmin(-) is
"well separated "  fromthe other eigenvalues (see Appendix A). This
-well separatedness = restriction is also élways satisfied asymptoti-

cally in T, since it amounts to require (A 1) :

. . A A .. 1
~ min IAi(H( M = A ¢ )| >> - (35)

A CHC) =X . (o) n
1 min

with Amin(.) = 0(1//T) and .the other eigenvalues Ai(ﬁ(')) essentially
constant. However the verification of this restriction can be checked
on the numerical values of the computed eigenvalues and its non-respect

detected and taken into account.
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7 - SIMULATION RESULTS

In this section, we illustrate the behavior of the proposed

test on some simulated examples.

Remember that our strategy consist in comparing for each
matrix belonging to a sequence of matrices, a quantity U defined in
(33) to some thfeshold t (34) énd to stop as soon as U becomes -say-
smaller than t. To compute u, only the smaltest,lin absolute value,

eigenvalue and its associated eigenvector (needed in the evaluation

~2

of © .n(°)) of each matrix are required. Using then some results esta-

m1

blished in Appendix B, we introduce now a simplified way to obtain
these quantities -'"smallest eigenpair'-, thus further reducing the

computations involved in the implementation of the presented test.

7.1 - Simplified computation of the "smallest eigenpair”

Under the assumption that the matrix ﬁ(ﬁ,&) admits a single
and 'well separated', small eigenvalue, it is proven in Appendix B

that estimates (B1, B2) -denoted Amin,LS(') and XLS- of Amin(p,q) and
an associated eigenvector X can be obtained from the solution Xis in

the least-square (LS) sense of the following system of p~Linear equation

in the (p=1)-dimensional unknown vector X'

A —~ pe A -
LI r

§-p+1 "g-p+2 -1 ‘q
fg-p+2 | T
X' = - , (36)
"4 Fg+p-2 "G+p-1
b o v o
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This systemis df the form AX' = -b with A the (p-1)

first columus of H(P,d and b the last column of AB,8). Let X!

LS
be its least-square solution then
T = x'T s
XLS [XLS : 1]
and its Raylegh quotient for H2(e)
2 A sT AZ(A 8) s T & . )
Amin,LS(S’q) = XLs H({,G8) X /X . X 37

LS " LS LS

are estimates of the exact "smallest gigenpair" of ﬁ(ﬁ,a) coherent
with the order of magnitudes we are considering. The reader can recognize
in (36) a set of p-consecutive Yule~Walker equations. As indicated in
Appendix B, other estimates of the eigenpair can be obtained by only

- retaining the first (p-1)-equations in (36). The corresponding estimates

(B4, B5) will be denoted Amin,Yw(.) and X, below.

Note again that these results hold under assumptions on the
"smallest" eigenvalue, which translated in our context are identical to
those required for the matrix perturbation results to be valid : the

“1/2yy ang T

matrix HCs) belongs to Class 1 or 2 (i.e. Xmin(.) =0 (T
is large enough for Xmin(!) to be well separated from the other eigen-
values (35). If these assumptions are note satisfied, the estimates
obtained by these simplified computations can differ significantly

from their exact values. Remember howgver that in this case, these true
values are of Limited intérest since they are used in formulas (e.g. (30))
that are no longer valid. The above mentioned discrepancies are thus not
troublesome except possibly © in the case where the estimate of Xmin(.)

is small while its true value is quite high (i.e. > O(T-1/2), as expected

for matrices not belenging to Class 1 and 2). While this situations never
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happens for A (+) (37) (see (B 3)), it is notvexcluded for

min,LS

A . (*) and can lead to the false deciﬁion of declaring ﬁ(')
min,YW :
singular. It is possible to detect this kind of situation by forming

the residual vector :

X ) ()X

r=HE) Xy T Anin, v YW

where Y-Yw is the normalized eigenvector. The (euclidean) norm of
r-say ¢ =||rH - allows to test the accuracy of the approximate eigen-—

pair (A () ; RYW)' For an exact eigenpair § is equal to zero and

min, YW

in general, for a symmetric matrix, the following result holds [19]

min A, (AC)) - X ()] €68

; min,YW

It is thus possible to detect too large estimation errors and take
corresponding decisions. We shall however not develop these possibili-
ties and only present some simulation results using the true '"smallest"

eigenpair and the least-square estimated (37) smallest "eigenpair".

7.2 - Experimental nesulis

Let us compare the results obtained with our approach to
those obtained in [6] where the orders (p,q) of ARMA-processes are

estimated by minimizing, with respect to p and g, the crﬁterion :

log 62(p,q) + (p+q) Log T/T -

with\az(p,q), the maximum Likelihood estimate of the variance of the
innovations. Note however that in [6]1, 6%(p,q) is estimated using an
economical procedure avoiding the 'computationally trouble-some maximum

Likelihood calculation".
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As in [6] we only determine n, the maximum of p and q,
i.e. we determine the order n of a model ARMA (n,n) which best repre=~
sents the data. The threshold t in (34) has been taken equal to 3. There
is no theoretical justification behind this choice which corresponds to
an (asymptotic) probability of false alarm of 9 %. The results, we have
obtained are summafized in Table 1, where the first column of each row
should be read as follows : (true AR order p ; true MA order g ; AR coef-
ficients a1s Byseney ap ; MA coefficients, Cqr cz;..., cq ; the number
of data T, the number of independant trials). The remaining triplets
indicate the number of times the corresponding order has been obtained
respectively with our approach, the simplified LS version of our approach

and the approach in [6].

The performances of the three methods are quite similar, so that
as far as our approach is concerned, the simplified LS version should be
prefered. In row 6 however our results are worse than those of [6]. In [6],
the results of rows 5 and 6 were described as bad and the aufhors explain
that the corresponding AR2 process is almost perfectly predictable with
an ARMA (1,1) model. In our case, the explanation is different, the exact
full rank matrix H(2,2) possesses an eigenvalue Amin(2,2) ==-4,09" 10_2
which is quite small and ﬁ(2,2) will in general be declared singular for
small sample sizes T (under exact covariance information, equality in (30)

is achieved with t = 3 for T = 1314, sothat the results obtained for

T = 100 and 500 are surprisingly good).



Model parameters n=0 n=1 n=2 n=>3 n=4 n=>5

1, 1, =0.5, 0.8, 100, 50 47, 47, 46 | 3, 3, 4
2, 1, 0.64 0.7, 0.8, 25, 30 3, 2, 5125,26,231| 2,1, 0,1,01{0,0,1

n 50, 30 28, 28, 27 | 2, 2, 0, 1,0

" 100, 30 28, 28,29 { 2,1, 0,1,01{0,0,1
2, 0, -1.1, 0.24, 100, 30 26, 26, 26 | 4, 4, &

" , 500, 30 16, 20, 12 | 12, 10, 18 | 2, O,
1, 1, 03, 05, 500, 30 |o0,0,2|28,27,27| 2, 3, 0 0, 0, 1

TABLE 1 : Distribution of estimated order, respectively (the proposed approach,

the simblified version, the approach in [61)

Y4
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8 - CONCLUDING REMARKS AND EXTENSIONS

The proposed procedure for determining the orders of an ARMA-
process provides an alternative to the usual criteria based on maximum
Llikelihood, which from a practical point of view involve a much higher

computational burden.

One can think of different extensions to the pboposed approach.
There is no real justification for preferifg the Hankel matrices chosen
here to the Toeplitz matrices generally considered in this kind of approa-
ches, .except possibly the symmetry which Leads to simpler formulas, real
eigenvalues and in general to well conditionned algorithms. Of course,
any family of matrices whose rank is ARMA-order dependent can be conside-
red. We have performed a number of simulations for different such families.
A promising family, we considered at length [21], is constituted by the

matrices - Hk’ k =1,2,...~ the singular values of which converge towards

the canonical correlation coefficients of the process [22,23]

-1
k

-T

HCk, k) Ly

with Lk the Cholesky factor of R(k,0). It is straightforward to tailor the
results of this paper so as to obtain the corresponding test. While the
computations for the ﬁk family are more involved than those conéidered
here for the H(p,q) family, the experimental results appear to be quite

similar. The same comments apply to the matrices

1

H(k,k) RCk,00™ ' H(k,k), k =1,2,...

advocated for in [241].
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Within a family of matrices, it seems natural to investigate

a test for several zero eigenvalues. When comparing our approach to thé
likelihood approaches, it appears that we use very little information

(the beginning of the covariance sequence) in contrast to these methods.
Performing the singular value decomposition of -say- ﬁ(N,N) for quite
large N and testipg for the number of zero.singular values would allow

to use more %nformation. Unfortunatly we do not know how to generalize
our test to the multiple zero-eigenvalue case in a simple fashion. Another
mean to increase the amount of information taken into account consists in

considering rectangular matrices, the corresponding test is under investi-

~gation.
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APPENDIX A : A MATRIX PERTURBATION.RESULT

The purpose of this appendix is to present a simple proof of
the result from matrix perturbation theory we use in the text. The proof
we present is derived from [17] and can be easily extended to obtain more

general results.

Let A and B be real symmetric matrices. Since eigenvalues are
continuous funétions of the matrix components, it makes sense to investi-
gate by how much a simple eigenvalue)\éfA differs from the corresponding
eigenvalue ih A+eB for sméll eB, i.e. for small € and (spectral) norm
of B of the order of ¢° = 1, IIBH2 = 0(1). We assume further A to Se
"well separated" from the other eigenvalues of A :

min [X = A,CA)] = 0(D > ¢ (A1)
A €AY = A ‘

Let X be the normalized eigenvector, taken real, corresponding
to A. We way now construct an orthogonal matrix P with first column X,

such that :

-
un

—
]

PAP (A2)

0 A1
(one can take as P the orthogonal matrix which diagonalizes A, e.g.).

The structure of A, see the last matrix in (A2), clearly isola-

tes X and allows to rewritte (A1) as :

min |A - A; A | = 0D (A3)
A; ()
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Applying the same ' congruence transformation to the perturbed

matrix A+eB yields :

T T
P'(A+eB)P = A+ ¢P'B P (A4

A+ €D

a matrix that no longer possesses the structure in (A2) characteristic

of an eigenvalue equal to A. Let us partition D = PTB P

T
d d1
D =
d1 D1

with d a scalar equal to XTB)< and establish that the perturbed matrix

A
possesses an eigenvalue A satisfying :

) A +ed+ 0(82)-

(A5)

A+ eXTBX + 062

We merely verify that there exists a further congruence trans-

formation with orthogonal matrix Q, such that :

A+ ed 0
QA +eDdQ = + 062 (A6

0 A1 + eD1
this will establish (A5). Let us consider a candidate orthogonal matrix

of the form

Q=1+c¢el+ 0

It has to satisfy 0”1 = ' and since for small €l :

Q=1 -eU + 0ED (A7)
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this implies UT = -ll. Partitionning U as in (A2), we choose to take it

equal to :

with U, a.column vector yet to be specified. We then have :

1
' ' T T
d dp = U AI-A
QT +eb)a = A + ¢ + 0¢e®)
d1-(>\I-A1)u1 D1
which, if we decide to take :
u, = AI-AD)"T 4 (A8)
1 1 1

leads to relation (A6). Premultiply now (A6) by PQ and combine it with
(A4) :
A+ ed 0
(A + eB)PQ = PQ ' + 0(e™)

. 0 . A1 +€D1

to establish (A5) and the following property of ﬁ, the perturbed eigen-

vector, by equating the first columns :

(A+eB)X = (A +ed + 0(82))§
(A9
X =X + 0€e)
Note that assumption (A1, A3) is required to guarantee that u, in (A8) is

1
of order 1 and thus €l of order € and (A7) valid.
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APPENDIX B

eigen-decomposition

where :

>
]

o(e)

A

min |A, = 0(1) > €)

|
i1 1

and the Llast component of the eigenvector us, u1(n) is 0(1). Then parti-

o o)

with d a column-vector and denoting Z' the least square solution to

tioning the matrix B as :

CZ' = -d the following results hold :
z' '
4 oA 2
7= [ ] T Y B 0e™) (81
1 1 :
T .2
LBZ -324o0ch i ®2)
ZTZ 1

Proof : Consider the optimization problem

min X'B2X

subject to T
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with e =[0...0 11 .

One verifies that the extremum is reached for X = 2 as defined
/ ’ .
in (B1). Now from elementary optimization theory [20], the solution Z

also satisfies :

~N

(1]
"

-

using then the eigendecomposition of B one has

z=y) -%f ug ) u;

1

and imposing ZTen 1 yields

hence

N
1

>
A

u.(n)2 -1 u. (n)
j 3
- L ——— 2 > u

and after some manipulations

2

2 -1
ZTBZZ _ ui(n) ui(n)
T =1 X (L ==

' A

The announced results then follows easily noting e.g. that :

u; (n)° uy (? u1(n)2 + Af o u1(n)2 + 0(ed)
= +0(1) = =
5 > Y 2
i 1 1 1
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and analoguous derivations. One can also verify that, it any case

87 ,,

T .2 >
774 1

since this relation can be rewritten :

where

(> &1 Vi
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(B3)

This proposition says that if a symmetric matrix B possesses

a single and well isolated eigehvalue close to zero, then this eigen-

value can be estimated with specified precision by solving an overdeter-

mined system‘in a least square sense. A difficulty appears if u1(n),

which is unknown a priori is itself small, but then the matrix BTB will

be almost singular, an easily detected situation. Another proposition -

concerning the same problem is the following.

Proposition : Let B be a real symmetric matrix with orthogonal

eigendecomposition

n
_ T
B = iZ A; Uy U

where A = 0Ce)

min A, = A ] = 0D

iz
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4

and the last component of the eigenvector Up, u1(n)c§§ 0(1). Then

partitionning B as

T

b d

with d a scalar and setting Y' = —A-qbthe following results hold :

Yl
A I
YRt e b ®4)
T
LB = ) v 0ted A ®5)
Y'Y '

The proof is analoguous, once one has noted that Y (B4) can be seen as

'1 part of the solution to

BY

[}
=
o

YT e = 1
n

a Linear system in the unknowns Y (a vector) and u (a scalar).
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