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Résumé.- On étudie les propriétés d'un nouveau test statistique. dit instrumental,
récemment proposé I5| pour la détection et le diagnostic de changements dans
la partie AR d'un processus ARMA vectoriel. On exhibe le nombre optimal
d'instruments et la matrice de réduction optimale. On établit le lien avec la
précision de la méthode d'identification par variables instrumentales [15]. On
effectue la comparaison avec les tests locaux de vraisemblance.

Ces tests ont été développés comme solution au probléme de la surveillance
des vibrations pour les plateformes offshore.

Abstract.- We investigate the theoretical properties of a new instruments-
based test statistics recently proposed |5| for detection and diagnosis of changes
in the AR part of a multivariable ARMA process. The optimum number of
instruments and reduction matrix are exhibited. The connection with the accuracy
of the IV identification method |)5| is established. The comparison with local
likelihood tests is done. :

These tests have been developped as a solution to the problem of vibration
monitoring for offshore platforms,
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1. INTRODUCTION

The problem of detecting changes in the properties of systems or signalé
is of particular interest both for failure detection in dynamical systems,
industrial processes..., and for segmentation of digital signals in view
of recognition. This problem has received an increasing attention these
last fifteen years, in many fields of applications as can be seen from
the survey papers |20] |13| |[10] and the more methodological works |9| [15]

|4l

In the present paper, we address the problem of detecting changes in
the AR part of a multivariable ARMA process, or equivalently changes in the
eigenstructure of a multivariable system. In addition to the detection
problem, we also consider diagnosis problem, namely the decision concerning
which poles and modes have changed. These types of problems arise for
example in the domain of vibration monitoring of structures submitted to
natural excitation, such as offshore platforms. In such a case, the change
detection and diagnosis problems are still more complex : because.the
excitation is not measurable and nonstationary, it has to be considered as
a nuisance parameter. For a complete description of this application and

the underlying motivations, we refer the reader to |5|. In order to solve

these problems which cannot be solved by likelihood methods |5 » we recently
proposed some new instrumental tests, the numerical properties of which
have been investigated in |3| for scalar signals and in |5| for multivariable

systems.

The purpose of this paper is the investigation of the theoretical pro-

perties of these tests with special emphasis on the connection between our
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instrumental tests and. on cne hand, recent.results conéerning the ins-
trumental variable ideﬁtification method'|19|, and, on the~other hand,
robustness properties of likelihood ratio tests. Accordingly, tHe paper is
organized as follows. In section II, after problem formulation, we consider
fhe question of optimization of the number of instruments and of the reduc-
tion matrix to be used in the test. In section III, we give a special
attention to the AR case, for which we show that the optimum power of the
test ' is attained with a finite number of instruments. In

section IV, the comparison with the accuracy of the IV identification method
is done. In section V, we investigate the connections between local like-
lihood tests and our instrumentél tests, and show that these last ones are
min-max optimal in the scalar caée. In section VI, we show that, in the
scalar case; the use of a finite number of filtered instruments results in
attainirg the asymptotically optimal power of the test. Finally, some

conclusions are presented in séction VII.

I1. AN INSTRUMENTAL STATISTICS : DEFINITION AND OPTIMIZATION

In this section, we first iktroduce our instrumental statistics for
solving the problem of detection of changes in the AR part of a multiva-

riable ARMA process.

Then we exhibit the optimum number of instruments and reduction matrix
to be used in order to optimize the power of the test. We recall that,
in this paper, we consider the stationary case. We refer the interested
.reader to |S| for problem statement, test implementation and numerical results

related to the nonstationary case.



1. Problem statement and test definition
We consider a multivariable process, described either by the state-space

representation :

M1

n r ~
where XteR ,YtCR , cov (Vt+1]—0 R

or equivalently by the ARMA representation :

Y,= ) A Y .+ ) B E (@)
where [Et} is a standard whits noise.

As mentionned in the Introduction, we are interested in detecting and
diagnosing small changes in the state transition matrix F (resp. in the AR
parameters (A,) ), while the state noise covariance matrix Q (resp. the

151¢p

M.A. part (Bj) } is unknown (and time-varying in |5]). We assume
0¢j¢p-1

that a nominal observable model (Hy, FOJ is available, and thus a nominal

AR model 60 also, whers :

1] ' (3)



‘A new sample Y,l,...,Ys is observed, and, following a model validation
approach, we wish to test whether it 1s conveniently described by the
refsremce model 60 or not. Fof this purpose, we use a local approach

[11] |7] |14|, ie we consider the following hypotheses :

ot
o
@
0

where 86 is a possible change direction. We define what we call an instrumental

statistics by :

e0

- g0

no change

+

1 ]
UN(s) =-;; t§1'
where
AT (thp.,.;,.YI?p_N+1;
is the vector of instruments
e T Ve T iZ1OA2 iy :
o = (V] ,...,YI_{]i

Notice that UN(s] may be generated in another way, using the following formula

UN(s]

-%

D""] o_N

86
Vs

(s)

8

0

(4)

(5)



" where

R.(8) =«cae¢ R (s)
q-
’
] P
’, -
P ’
/

'
Rp_1(s) -eeo Rp+q_2(s]

-

(8)

94 q(s) -

P,

cmvee O

te v s o

is the empirical Hankel matrix in which :

T
) Veum Ve

Rm[s] L

Then, denote by :
1
= E — . B?
H, . -5, H D.q (8D (6°)
the expected value of (8) under the hypothesis HO'

Finally, we introduce the corresponding vectors :

>

T
cu.N(s] col (UN (s)
(7)

z

it
il 100

® w

t=1

obtained by stacking the Nr columns of U;(s) on top of each othegr, and :

©® = co1 (8" - - (8)



Under the no change hypothesis HO, Wt in (4} is a MA process, uncorrelated

with Zg ; and UN(s] is zero-mean. Under the vaothesisl-l we have :

9
T

S
1 N _al
(— [ zg (v, -0¢)

E,(U (s) =F
TN Vs t=1

S
N Tea_n0
1 §1zt¢t(een

1
+ —
/s t=1

HT O s ' - (9)
p,N

correspondingly,

‘ T
151(1(,\,(9115 (%M 1 )s@® .

Therefore, using UN(s]. we will be able to detect any change 66 belonging

to the range of xpTN . Let us now investigate this point.

We first introduce the following classical notations :

Ho
' HoFo
e;[HU,FDJ = : (10)
P_1
Moo
@ i} N-1 )
and N(FgsBg) = (BgaFeSgsesesFy ' Gy | (11)
where G, =E_(X YT]
| o “EgXe Y -

From now on, we assume that the nominal representation (HD,FD) (1) is

observable and that the following factorization holds :

ﬂgp'N - O;(HO,FOT ‘@NtFD,GDJ , (12)



(S8

where daN(FU,GU] is of full row rank n. In such a case, because of (12),
the only changes on 6 we will not be able to detect with the aid of UN(s]
are those that satisfy :

6 H F) 80 =0 (13)

p 0" 0

But these that last changes do not correspond to any change in the minimal
representation (1) of the system. The reason for that is as follows. It is
well known that the representations (1) and (2) are connected through the
equation :

T 0

&p” (Hy.Fg) 6 = 0 | (14)

and any 60 satisfying this relation leads to a valid ARMA representation

of the system. But two different parameters 90 and 90 + 60 satisfying both

(14) are precisely related through (13).

Consequently (9) means that any change in the minimal representation
of the system will result in a change in the mean value of the process

uy(s) (4).

Furthermore, it may be shown that (even under nonstationarity assumptiong

[12]) the following local asymptotic normalities hold :

U (s) &0

under]—i0 , N - (O,ZN]

under]—l,].. {uN(s] ~-SS—€_)?.}{’((JQ;‘N ® Ir? 6@, EN )



where :

.p-1
N _NT T
I =1=‘§|:-p EglZy 2y © Wy W ) (15)

1s the covariance matrix of QtN'

Finally, before defining our test, we recall a classical result in
gaussian hypothesis testing. Let U be a random variable distributed as

v‘ptu,X). For testing u = 0 against y = My, the log-likelihood ratioc is :

1

_ T o1 \ 1 T ¢-1
Te-sW-m" J0 Wmv) vz U I U

u' {"”w-%.vT LIS S YR - (18)

If M is of full column-rank, the maximum likelihood estimate of vis :

- -1 -
vem Y'mon 5T | ' (17)

and including it in (18), we get :

1

T = _;_ LIS ST LS MY N L Y | 7 (18)

If M is not of fyll column-rank, let E be the matrix containing the

pasis vectors of a complement of the kernel of M ; then :

Vv = EB + v,
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where \, € Ker(M), and thus :

4 = Mv = MEB

with ME of full column-rank. In this casae, the x2 statistics :

T ¢-1 ATT'-1 T o1

VT e M T M) B YT , (19)
is tke GLR test for testing'u = 0 against y = M'E B .

Using (8) and a reduction matrix D such that :
;T T
| ”‘«p,w o’ @ 1, (20)
s of full column-rank, (18) results in our instrumental test :
' ‘ -1
t = T -1 T ¢-1 P I
ols) ‘uN(sl oM ptmom I ‘uN[s) (21)
with M given by (20).
As shown in ]12[ Iﬁﬁl,f)ep N and ZN may be replaced by their corres-
ponding sample means computed on the new record, even in case of nonstatianary
excitation. Thersfore, the test (21) may be also implemented in this last

case of nonstationary MA part.

Numerical experiments emphasizing the efficiency of this test ére

reported in |3| for scalar signals and |5| for multivariable systems.
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2. A criterion for berf'onnance evaluation

Fr;om now on, we 1nvééfigaté the performance of the test (21 ) Qsing
~ the following classical performance index:for a fixed level (or false alarm
probability) o, the threshold is given by : |

IIP0 (to >A) ¢ a ) _ .[22)

énd the performance index is the power of the test :

B =P, (t,> X - (23)

which is to be optimized. ;

Because of the asymptotical normality (15) of uN(s] under both hypo-
theses H) and H, |12| the asymptotic distribution of ty (21) is a X2
distribution with n r degrees o-F freedom under bothli and 1-11. Under l-i1, this

distribution is non central, with non centrality parameter equal to :
T ,
v=8@ Iy, ¢® (24)

where

»
-1

- -1 T v-1 T §1 T, -
. (&P‘N®Ir] by mwt ZN (.&p,N ® I (25)

and M is given by (20).
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Consequently the test threshold A is chosen in (22) independently of N

and D, and the asymptotic power of the test, for a fixed level a, is 3

]
B =P (X (nr, y) > A) (26)

N,D

)
As the function vy +P (x 2(m,y)>A) is increasing whatever A is, the power
BN D is an increasing function of Yy (24), which is a quadratic form. Therg~

fore we will consider the optimization of this quadratic form defined by

N,D®

3. Influence of the reduction matrix
We first show that FN 0 does not depend upon the reduction matrix D

introduced in (20). As D is such that :
A 8’ .
E D D (HO,FOJ

is invertible, and because of the factorization (12) of the Hankel matrix,
we have :

T 0

el g
and 'y m . 7o) (€20 1'% 0 1) ' @1
N h r N r- &N N r ®Ir

Therefore, we may rewrite (25) as :

r

it

-1 ’
N,D dep.N®Ir‘]zN (‘eN ®1) [[‘eNQIr)ZN (‘eN ©I0 (€N®IP)

-1 41
ZN p,N ® Ir)

{Bﬁ ©1,) t'@,ﬂ@xr) Iy tegT@IPI (OgTea I)

(‘Iep‘N ®r,) 2;,1(1@;’“] ® 1) (27)

= PN
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- In all these computations, we make extensive use of the properties of the

Kronecker product, as summarized in ]21[ for example.

4, Optimizing the number N of instruments

We now -show that the sequence (FN)' is nondecreasing, with respect to the
N)p /

ordering of positive matrices; for this purpose, we introduce the following

partitionned matrices for computing FN*1 - PN :

2N 2
and Inet
52 51
: p-1 :
) : T T
where S, =E, [.-Z Yiop-N Yeop-n-1 © Wi W )
i=1-p :
p-1 :
; SN T T ,
5, E, (i=§_p Zy Yiopen-1 ® w, W, _,) . (28)
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Then, using (27) and the inversian formyla for partitionned matrices,

we gat :

-1 -1 T o1 T
Tyer = Ty * (éep'N@)Ir){N 5,47 s, EN Ggp,N & I)
[ §
-1 T -1 T
- Hyy © 1) 4 s, In (’ﬂp’N ® 1)

-1 -1 T
- %O IO s, A Hy, ® 1)

- -1 T
*Hyy @I A H, © I

.
- S T -1
(Hy @10 & @118 (e, © IrJ-['ﬁp‘N®IP)ZN s,)

T -1
where : A=S.'"82 Iy Sy e

A is positive definite because - the same is trueﬁbr-2&11 |12|.

Therefore, for all N % p :
Tner ¥ Ty

and FN+1 = PN if and only 1if :

-1
(‘ﬂp'N ® 10}, S, =H,y ® I_ (29)

As a conclusion, let us summarize the results of this section by the

following theorem :

R
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- Theorem 1

1) the asymptotic power of the instrumental test defined in (21) does
not depend upan the reduction matrix D ;
ii) this power increases with the numbepr N df.instruments, uniformly

with respect to the change 6@} .

The most powerful instrumental test thué corresponds.to the cheice of

an infinite number of instrdmehts.

II]. THE AR CASE

In this short section, we glve a special attention to the case of AR
processes, because of the properties of the instrumental test (21)
in this situation 1 actually the condition (28) is satisfied when (Ytl is

an AR process.
In fact, in this case (15) may be written as i
\ N _NT T
Iy "Eylz 7, © E, E,)
=Ty @ A (30)

where TN is the Nr x Nr block-Toeplitz covariance matrix- of (YtJ and

i T
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Similarly, we rewrite (28) as ;

sse 2

® A .

-

Therefore (29) is equivalent to :

RN RN

-1 . _ .

gep.N TN R' h R'
1 N+p-1

or in other words te :

RN

-1 .
‘Rk""‘RN+k-1] TN . a RN+k (31)
R
1
for all k:0gkgp-1 .
But, starting from :
Rm = A1 Rm-1 oo+ Ap RN‘D (m %1)

we can show, by induction on k, the existenge of matrices A(§3(141§p)

such that :
p
I « (k)
Rm+k11 " Z Ai Rn-1 (m32)
i=1
m-1
S S I :
P R

(32)
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Consequently o

Ry v Rycg
(Ree--Rypp_q) * (A(:].L;A‘;] 0...00 | RiN+1 L Ro:
and thus : :
NS A(:’ 0. 0) (33)

Ry +e Rypeeq) Ty

Using (33) and the relation (32) fpr m = N+1, we get (31) and thus (29).

Thus, in the AR case, we have
(34)

Pp (¥ N % p)

—
L]
3
.2
i

RS

We have thus shown the following

Theorem 2 A
If [Yt] is an AR process, the sequenge (FN) is constant in N.-
) Np ’ :

This theorem means that the ‘instrumental test (21) is as much

powerful with p instruments as with an infinite number of instruments,

in the AR cass.

IV. COMPARISON WITH THE ACCURACY OF THE JV IDENTIFICATION METHOD

We now go back to the fgenarél) case of ARMA processes. Considen

the following particular case
rank [.72 } = n=pr
p.N pr

which is always satisfied in the scala: case r

(35)

= 1‘.



We investigate the connection between the asymptotic power of our
instrumental test (21) and the asymptotic accuracy of the IV identifica-

tion method in the following extended form considered in |18] :

-

S
] N T 2
01y = Argemin || col EtZ1 z, (v, -9 ¢t]] lIQ

where Zg and ¢t are defined in (4) and Q 1is a er X Nr2 symmetric positive

definite matrix.

Using (8), the IV estimate is defined by ¢

- s o s
> N T F N 2
O, -remn | rt§1 z, o, © 1.0 () -{31 Z @ 1DV 2 e

@eRprz

and is computed as the least squares solution of the following system :

1/2 121 3 N
0T, @0 g ] 7 @ v (37)
t=1
18 N T
where M, =3 t§1 z, ¢, ® I,

21 T
iy MD.N[S) ® II‘

Because of (35), the matrix :

_ T
M = 1lim Ms-xp’N ® Ir

S§-900

is of full column rank prz. Consequently, for s large enough, we have :

1 s

T 1 % N '
MSQ[EtL 7, @ V)

-

- T )
®IV = Mg am)



“ =10 -

and thus :

- 1 s
0, _ T T 1 N . q0T
s (@ - @ r-miam)  m o ;21 2 @ v, - e

where Q} 0 is the true parameter vector, i.e. the solution of (14) which is

unique under the condition (35) because of the factorization {12). Therefore:
- 0, T oty o7
5@, - 0% - (HSQ.NS]MsQuN (s) (38)

Because G}'D is the true AR parameter.th(sns asymptotically gaussian
~ distributed with zero mean and covariance matrix XN (15). Thus we re-obtain

the central 1limit theorem of Stoica at al. [19[ :

Theorem 3

Under the condition (35) :

A (@p - @° o, ey

where

_1 ' D -1
T T T
v mMem mog .ZN QMM qm (38)

0
1

_d0 T
and M—‘Jep’NQI

r .

We now compare PIV {33) and PN (27). Because of (35), FN is invertible and :
.

» -1

-1 _ T w1 :

Iy =™ 3y - m

@ PN
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Then, we have :

(40)

where :
1

L T _1
oy

. -1 ' o
R=mM gm ng - (MTX;1 M)

Since ZN is ﬁdéitiyg:definite. with (40) we have proved the following theorem :

" Theorem 4-
For any matrix Q, we have :
- - -1
Prv 2 Py = Iy

and the equality is attained for.Q = 2&1

This means that, under - condition (35), the ipverse of the matrix FN'
which characterizes the asymptotic power of the instrumental test (21), is
equal to the asymptotic covariance matprix of the estimation error of the

optimal IV method (36) corresponding to Q= 2&1 .
Because of theorem 1, the asymptotic power of the test, and thus the
asymptotic accuracy of the estimation, increase with the number of instru-

ments, as shown in |19l.

Finally, the Cramer-Rao's inequality applied to PN for any N ) p leads to :

-1
-1 -1
r, ¢ F Mg % Fag < Fag Fay Far (41)
where
¥ Fir Faz
Faqr Fao

is the Fisher information matrix of the ARMA process (Yt]. See Appendix 1 .
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V. COMPARISON WITH THE LOCAL LIKELIHOGD TEST

In this section, we investigate the cbnnection‘bstween local 1ikelihood

tests and instrumental tests. We first consider the test based upon an

asymptotic local expansion of the likelihpod ratio test, and then apply

it to the present problem of detecting changes in the AR part of the

process [Yt] with elimination of the nuisance paramsters due to changes

in the MA part.

1. Local 1ikelihood test - Min-max approach

Let [Yt) be an r-dimensional ARMA process i

with

Ay, =B@h E

p
Alg™ ) = - Y
i=
p-
Big™ " - - )
i:
Cov (Et) = A

0
1

0

Consider the log-likelihood :

where { is the 2pr

t
-4 ~
Ai q AB = - Ir
-1
Bi 9 Bi * Ir

A .
L (¥) = log ﬁg (Y»,],v....Ysiq:l

2

vector of parameters :

(42)
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with (@ defined in (8) and ( 3), and B defined similarly by ;

@ B = 001 [Bp_1.....51) .

It is well known that :

une~1m

Et[ ¥) T A'1 Et(w) -1 Log|A| - % log(2m) (43)

LS(IL'] = 5

-1
2 ¢4

where Et[wl = B-1(q—13 o qu-1] Yt is the innovation.

Let Ai} be the gradient of LS(¢0 » which is computed in Appendix 1, and

R.(Y', %) be the log-likelihood ratio. It is shown in [11] [17] |7| that
this ratio has the following'second order asymptotic expansion :

§ LI 1
Ry, y+2¥) =—1—A5w[¢) 8- 28y « Fry) - S+ Taly,,....y, sy,

] S /g

where - 8y is an arbitrary change direction,

S

- F5( V) =E a3 (§) o A‘P (III)T) is the Fisher information matrix

¢y

- the residual term o goes to zero in probability when s tends to

infinity.

Assume that the nominal parameter ¢p is known. From |7|, we know that

the following convergences in distribution hold :

~
. = 40 1___ s 0 £
under HD ty= Y, v Aw (y) W,X{.D,fl

(44)

, S
under fiy : y= ° +-§_L,17Aw(¢°)—§;9fr3"- sy, I
S S

~
where T: F1(1pOJ is the Fisher's matrix under H0 .
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Furthermore, the x2 statistiés :

T |
49 e 2

A

1 s s 0 "
— A A (Y) (45)
SR v

1
/s

‘compared to a threshold is the uniformly most powerful (UMP) test for

testing :
H0 : A =0
against H1-: A#£D0

where A is defined by :

r=6y F sy (46)

A This assumes that the components of Ymay change independently of each
other, and thus the number of degrees of freedom is equal to the size of V.

If the components of VY are constrained by :

Sy - 4 v | )

where. Vv is another parameterization and'g is of full column rank, the UMP

test for A in (46) is defined by the following statistics :
' -1 .
MFTET ST FY 4 F e

and the number of aegrees of freedom is equal to the size of v.



-24 -

Now we are only interested in the changes in @ » and we look for a
test .which is robust with respect to the changes in 8. Since the'power
of the x2 test is an increasing fuﬁction of A (46), we will try to find the
least favorable changes 66* in B minimizing the righthand side of (48) for

fixed (@ . Forthis purpose, we use the following result :

(49)

X
min(x'y") T( ) xT(F11 - FV e 3 x

F F
12 22 " 21
y y 2

X" 3", X

nge>

it
1
-

where minimum is attained for y F21 x , and Tis as in (44).

Consequently :

min 8¢ Fesy-6 @ - F..6 @

88
T
- sv] - F. sy,
s§@ I
where 8y, = = 5@ (50)
~ -1
%8 Fa2 P2
Consider now the test in (48) with.:
I
' -1 F
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This gives :

* 1 8T -1 1 s - "
X = —— A . 0 A (51]
) @ * * ‘/g * . .
where Af is defined by :
's B - =1 | A8 0 ‘
A, = (I Fio Fon ) AUJ (y7) | : (52)

Notice that Af 1s the gradient (in. wO) of the log-likelihood Lstdd in

the direction 81, , because :

2T . 5@ - 8%, (DT . sy, .

-—— *

It is easy to see that, under H0 » Xg is a centered X2 with a number of

.degrees of freedom equal to the size of (), and, under H1 , 1s & non-centered

»xz with same number of degrees of freedom and non-centrality parameter equalito:

s@ - F, 5@ |  (s3)

which is independent of &8 . (53) comes from (44), (52) and the equality :

_1 o
(1-F,, Fo0) F sy - {'Jf,., 0) 8¢
-F @ .

Thus we have the following minimax result :
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Theorem 5

Let Ps[TIGBJ the' power of a test T for testing H0 against H1 with any

possible change 68. Then :

* * * *
Um P_(x, | 68) = MimP_(x_ | 88 ) 3 1im P_(T_ | 68 )
s—)oos 8 5-»003 s ’s«)oo 8 s

for any other test statistics TS .

. . B . : .
Theorem 5 means that the test x_ (51) is min-max optimal and robust with

respect to uncertainties on 8 (MA part of Yt).

2. Min-max optimality of the instrumental test in the scalar case

.
We now show that, in the scalar case, the test Xg (51) 1s equivalent
to the instrumental test (21) corresponding to the following choice of

instruments in (7) :

where G, has p rows, and does not correspond to the use of filtered instru-

ments.

For this purpose, we compute Af defined in (52).

It can be shown |14| [16]| that, in the scalar case, the gradient of the

Jog-likelihood is

s 0 4
A [u;]z_
" o2

4 E (54)

1 I~1
S
1
=

t=1 Blqg
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where € ~J :and ¢t is defined in- (4). (see Appendix 1).

On the other hand, using the definition of 3", we have :

F,,. = cov ! €
2 -
2 0 B(q 1] t
and ' F., = ctross.cov —1__ ¢ S €
12 0 B(q"l] t B(q_1] t

Consequently, we have the following basic geometrical interpretation :

-1 1

F,]2 F22 —= & =E0 (St/WJ {55)
Bl{g )
where : S, = 1 ¢ and W = Span L E S E
t B[q-1) t B(q_1) t-1 B(q_1] t-p+1

Therefore, because of (52), we get :

1t~
ne
m

1
A (56)
t 3
0% t=1

f\‘ .
where St = St -IIE0 (ST» / W) .

We now consider the space [E]E: = Span (E,_,. Et-'Z"J’ which contains

W because B[qF"]- is stable, and its subspace V such that :

B - veu
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It can be easily seen that each componept gt of gt in (56) belongs to V.
We now look for a convenient basis of V for computing (56). It turns out

that the following lemma holds |16| :

Lemma -
-1 t-1
Let Flg ') Et—1 be a generic element of Eﬂ_¢> » where F 1s a stable

filter. Then :

-1

Fla '} E,_, € V<= F(q-1J = q'p*1-B(q] Gtq H

- A
where G(q'1] is also a stable filter.

Consequently, me can write :

V = Span (B(q) Et-p , Blg) E )

t-p+1”°°
or equivalently :

V = Span {B(q) thp«’ B(q) Yt- )

p_1 .»-nc

and, for each component gi', we have :

1 41 _ -1
02 St = Blqg) Gi(q ) Yt-p FS?]
..1 0 J
h = -
where Gi(q ) z Gij q .
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We now compute the cbmpoqéﬁtémdf Af-ih (56) 3

where

with

Thus

s -2
A, (1) =
t=1
p-1
3=0
p-1
J=0
)
t=1
R 8
A, =}
. t=1
* A
Zt =
= G*
G, of size p
1 s
— A
/,s. *

S
By §

i S
o, 1

p=1 L
jgo BJ G, (a

~t1

t=1

X o .

1

-1
Gi(g

-1
Gi(q

)Y

t-p+J Tt

) Ytﬂp’J'Et

Y eop Fiog

* E

(neglecting the boundaries)

(58)

(59)

and this holds under110 and, because of the local approach, almost surely

underIH1. (see ‘Appendix 2).
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Finally, using the same. type of compuytations as in section II.4., it
is possible to show that the local likelihood test and the instrumental test
with an infinite number of instruments have the same asymptotic power,

i.e. that the equality is attained in (41),

Hence, 1in the scalar case, Theorem 5 ¢an be enforced into the following :

Theorem 6

(i) the local likelihopd test is an instrumental test, for a particular

choice of instruments which is not a filtering operation (59) ;

(1i) for any change 88, we have

* ) . . *
lm P_(x, | 88) = :ir: P (X, | 88) 3 lim Py (T, | 68 )

L e g0

lim 1im P_ (t_(s) | 68) = 1im 1im P (tofs) | 68‘]
N+o g0 P 0 Mo g0 P

for any other test statistics Ts .

The last equality holds because the asymptotic power of tO(s) does not

depend onn 8B.
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VI, USING FILTERED INSTRUMENTS IN THE SCALAR CASE

In this last section, we consider in thg scalar case, the instrumental
tests corresponding to the choice of a finite number of filtered instru-

ments :

G
QN[s) = t

1.1

ety 2N W, | (60)

e

t=1
where'G[q-1) is stable invertible filter,

According tb {27), we consider, with nbvious notations, the
following criterion :

. -1 :
G G WG, G
- %R N
N ﬁ)N N plN

and we first show that, for any stable'invertib}e filter G(q_jl,vthe

equality
r’ =T ‘ (61)

holds. For this purpose, we introduce the band-Toeplitz matrix L%}

defined by :

and such that :
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6 . 6 |
Thus TS - I‘(t%] ¢.Ty ,and TS ¢ T

..1 _
» Which is possible because G(q 1)
is stable and invertible, we show similarly that I'°° é-PG .

o0

. Using the same argument for G(q-1)

-

Therefore (61) holds, this means that the tests corresponding to an
infinite number of filtsred or nan filtered instruments have ths same

asymptotic power.

We now show that the optimal power Fm may be attained with a finite
number of filtered instruments for a particular filter. For that, we

investigate the squality condition :

Nt T Ty (62)

and show that it holds for any N » p and for the following filter :

e 1"1 (63)
B (g )

6tg™

Using the same notations as in section II.4., (62) is equivalent to :

-1
G G . G G
¥ on ) s, = Hye
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It may be shown |16|, that, .in the pregsent scalar case, we have ;. :

G G
HN+1 p.N *

0
where Jt‘ = 2 ' and thus (62) is
:.p" L.
M
equivalent to :
Zg ﬁ: =‘sg _ . . (64)

On the other hand, it may be easily shown that, for the special filter (63),

Ug(s] has the same covariance as i

.
1
-—1w— z — Z: Et
Vs t=1 B(q )
and thys :
- -
RO Tome N‘P1
ZG - : \\ -
N . ‘\ .
- —
Ronem™ Ro
whare R sE 1 1
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Then, using the following relationship

R, - Ay R4 V.Ap Rm_p "B B m

=0 for m ) 1

we prove that (64) holds for the filter (63), which thus satisfies :

because Pg does not depend upon G (61),
Therefare, the conclusion of this section is

Theorem 7

The instrumental test corresponding tg the choice of p instruments

y 1
filtered by —— , attains the optimal asymptotic power.
82(q 1) '

It is important to notice that this test is not a local likelihood test,
because G, 1n (59) is not a Toeplitz matrix, and thus does not correspond
to the use of filtered instruments (the filteps Gi(q-1) in (57) do depend

' upon the index 1).



VII. CONCLUSION
0

We have investigated the asymptotic power of new instrumental tests
which we recently proposed for detecting and diagnosing changes in the AR
part of a multivariable ARMA process, in yiew of solving the problem of
vibration monitoring for offshore platforms. The optimization of the
number of instruments and the possible filtering operation have been ana-
lyzgd. The connections with the accuracy of the IV identification method
|19| and with the robustness propertigs |7 | of local likelihood tests,

have been established,

Finally, the optimum asymptotic power of the tests defined here, can
be used as a new criterion for investigating the problem of optimal sensor

“location for detection. This study willlbe reported elsewhere.
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APPENDIX 1

COMPUTATION OF THE FISHER INFORMATION MATRIX

For the parameterization (42) of the process [Yt], we compute here the

gradient of the log-likelihood and the Fisher information matrix.

From (43), we get :

) . aEt ! -1
A¢ (§) = -t)=:1. [G_!I") A Et(\l;)

where :
1,7 T
E(¥) =8a ) (v, - (b © I ®)

with ¢, defined in (4).

Therefore :
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On the othep hand, ws have :

Epet
-1 :
Blg ') E, =€ + [Bp_1 -+ By) \
: t-1 ]
=E, + (e @ I)B
t t r
where g, 1s defined in (52).
Thus :
B L
0= B (B(g ) Et)
9E
Caen t T
Ba™) gt ¢+ (e, @ I)
and :
T
e -1 T
s Blg ') ¢ I)
2y, (0 = ] £ @5 . A
t=1 -1
-1 T )
Blg ) (e, ® I
-T
1 -1
§ ¢t ® B A
= . * E
t=1 t
N TR
e, ® Blqg ) A
s L2 4T
= 1 ® B@H A " E,
t=1 €



Therefore, the Fisher information matrix is :

T
I A 1 0, A1 0
| Eg By (¥ Ay (¥) )
b .
t 47T .
= covg ® Blqg 1) 1\.1/2 .
€
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\ o APPENDIX 2

A CONTIGUITY ARBGUMENT

We detail here the reasons for which some results true under ]-10 are also

true under ]-i,] defined by :

5@

Vs

@, -0° -

Because of the local feature (vs), the process [Yt} has asymptotically the

same second order statistics under ZHU and ]-’1. and, in the gaussian case,

the classes of laws P g and (P@ ) are contiguous (see [17] - chapter
S -

1). Therefore, for any sequence of events (As) such that, for any s30,
's>0

As is o{Yt , t¢s} - measurable, we have the following relation :

F (A ) —emeedy 0 (= P®5 [AS] —S-_;;:b 0 .

0 S g

Especially if T_ is a OV{Yt , t ¢ s} - measurable random variable, then :

Ts “—=* 0 a.s. under P g ¢ Ts?:c? 0 a.s. under]P®S

This result is used in section V.2.
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