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ABSTRACT -

The iterative convergence properties of the fully implicit
method is explored in the case where the explicit "physical phase”
is a second-order accurate approximation of the inviscid gas-
dynamic equations with an adjustable degree of upwinding, and the
implicit "mathematical phase” is simplified to first-order accuracy.
The investigation be_gihs with an analysis in a general context, of
the anomalies in the convergence of a linear iteration when the
amplification matrrik is defective. This allows us first to examine
the ﬁnite-diﬁer'ence simulation of linear model problems, and
second to discuss the results of a series of numerical experiments
on the 2-d Euler équations using a ﬁnite-elem,entvprogram. One
concludes that for large timesteps, fast convergence is achieved by

either the simplified implicit method provided the explicit discreti-

zation averages central and fully upwind differencing, or by the -

regular implicit method with fully upwind second-order explicit
and implicit discretizations.
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RESUME

On. explore les propriétés de convergence itérative de la
méthode d'Euler implicite dans le cas ol la "phase physique” expli-
cite est une approximation du second-ordre des équations de la
dynamique des gaz parfaits avec un degré ajustable de décentrage,
et ol la "phase mathérilatique" implicite est simplifiée au premier
ardre. L'étude débute par l'analyse dans un contexte général, des
pnomalies de convergence d'une itération linéaire lorsque la
matrice d'amplification est défective. Ceci permet d'étudier tout
d'abord la simulation en différences finies de problémes modéles
linéaires, puis d'analyser une série d’expériences numériques por-
tant sur les équations d'Euler 2-D en utilisant un programme
d'éléments finis. La conclusion principale est que pour des grands
pas de temps.“une convergence rapide est réalisée soit par la
méthode implicite simplifiée & condition que la discrétisation inter-
venant dans la phase explicite soit une moyenne entre un schéma
centré et un schéma complétement décentré, soit par un schéma
implicite complétement dédqntré dans sa phasbe explicite et sa
phase implicite, ‘
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1. INTRODUCTION

The Euler equations express the conservation of mass, momentum and
energy in an inviscid fluid fow. Although viscous eflects are often important in
. aerodynamics, these equations that account for the compressibility of the gas
still represent a suitable physical model for a wide class of problems of interest
in industry. For this reason, their numerical solution has received considerable
attention in the past decade (—see for example recent issues of the AIAA Jour-
nal). '

Here, we are cohsidering the iterative convergehce properties of a class of
implicit schemes for the solution of the steady Euler equations. Although we
are considering problems where the solution is independent of time, the time-
dependent equations are employed in order to construct an iteration whose
converged solution is the object of the calculation. Possible future apphcatlons
may be three-dimensional and/or include general coordinate transformations.
However, for the sole purpose of presentation, only the form taken by these
equations in the case of two dimensions and Cartesian coordinates is recalled

here ; thaf. is, the following ‘conservation-law form”:
. wy + o9y =0 (1.1)

where the unknown vector w contains the so-called "conservative variables”,

' p
S w = pu ' . ’ (1.2)

where p is the density, v and v are the x and y velocity components and E is
the total energy (internal-i-kineﬁc) per unit volume. In addition,

pr | | pv '
pu2+p puv
j = ' g - (1.3)
pv3+p
u(f +P) v(£+p)

where p is the pressure. For a perfect gas, _
p = (r-DE-Yp(u?+v?)] - - (e

where 7 is the ratio of specific heats (y=1.4 for air). The substitution of (1.4) in
~ (1.3) reveals that the ’'flux vectors’ f and g are homogeneous functions of
degree one in the components of w. As a result, defining the '

sJacobian matrices’,
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Aw) = % B(w) = g;’; (1.5)

we have, by application of Euler's theorem for homogeneous functions:
fw)=Aw)w, g(w)=Bw)w (1.8)

Expressions for A{w) and B (w), the derivation of their basic properties as well
as their utilization in flow simulations can be found in numerous places in the
. literature (see for example, [1-3]). The "conservation-law form" is employed
here in view of applying the ’shock-capturing technique’. For more details on-

these notions, the reader is referred to [4-5].- -

We introduce a space differencing operator P (whose precise definition will
be made later) such that Pw is a discrete approximation of the space deriva-

tives in (1.1), i.e.
Pwlje = (F2)ie + (gy)ie +
= (Aw)slp + Bw)ylp + -+ (1.7)

where ... indicates a discretization error. It follows that a space-discretized
time-continuous analog of (1.1) is given by:

w; + Pw=20 a (1.8)

~ We recall that the matrices 4 {(w) and B(w) can always be diagonalized and that
their eigenvalues are real [1]. This results in the hyperbolic nature of (1.1) that
can therefore be marched forward in time. A difficulty arises however unless the
"flow is entirely supersonic, that is, that these eigenvalues are not all of the same
sign. This implies that a correct space-differencing scheme should either use
central differences {or the like), or, in the case of an upwind scheme, should
require flux-splitting [8]. To see this, we temporarily consider the case of an
analogous linear hyperbolic test equation obtained from (1.1) by letting the flux
vectors f and g be linear in w (i.e. A and B are constant). In this case the
space differencing scheme represented by the operator P is constant in time,
and besides the consistency condition, it seemns natural to rei;uir'e that the exact
solution of (1.8) namely w(t)=ezp (-Pt )w (0), should be bounded in time. But for
the model pfoblem. if the rule of space discretization cited above' is respected,
the real parts of thé_ eig_em)alues of the opérator P are all nonnegative (if_

nonzero), and the requirement is met.

We now turn to the time-discretization method, sometimes referred to as

the ’'solver’. In this study, the choice of the 'Backward Euler scheme’ also

r
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known as the ‘fully implicit method' is made. When applled 4o (1 1) it can be
written in the following ’delta form
"M(w""'l'-—'w."') = __'At (Pw)" - | (19) .
-~ where A.t is the time-step énd : . | |
M =Teat(Pu)y, . | | (1:10) |

(for a derivation see for example [7]). To evaluate the stability of this method we
consider again the linear hyperbolic model, for which P and M, can be thought as

matrices constant during the 1teratlon and
M = I‘QC'AtP | : o (1.11)
so that, an amphﬁcatmn matrix G(At) can be defined by

| w"” = C(At )w (1. 1.2')

and turns out to be:
C(at) = I-At(M-1P)
=I-[r+(atP)'1t L , (1)

Thus if the eigenvalues of P are denoted by {A,,} (m=1,2,...N) those of G(At)
are given by B
gm(At) =1- 11

1+
Zm

__1 N | o
- Zm+1 e : : ‘ (1-14)

where z,, = A, Al. Smce for all m.
| Re(zm)éo o (115)
as justiﬁed previously in exarﬁiﬁing the sél_utioﬁ of (1.8), it fbllows t;i')at fc;r;al_‘l At
lyw(At)l s '} .(1.'16).

which establishes that the method is unconditionally stable for the associated

linear hyperbolic problem. Fu_rthermore, -

imgn (88) = 0 o am
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Of course these ideal results, valid for a linear model, may not all-¢xterd to the
. nonlinear case under study. Hoﬁever, we anticipate that-using the Buler'implicit
method restlts in a method that is perhaps not uncenditionally stable but at
‘ least not limited by the CFL condition [4-5] which restpicts the usual explicit
schemes, and that becomes more dissipative with larger time-steps (see Appen-
dix 2 in [3]) without modifying the steady-state solutien that remains governed
" by the operator P only.

Note that for an infinite time-step, if one lets F{w) = Pw, (1.9) becomes
Fy(w™).(w*-w") = -F(w") (1.18)

In the above equation, we recognize Newton's method whose convergence is

quadratic [8]. (For a linear problem, the amplification matrix G is equal to the
null matrix and the iteration converges in one step). This confirms that being
able to use stably very large time-steps is a highly desmable feature for the

solver.

We now examine the algorithmic standpoint. The application of the algo-
rithmn defined in (1.9) is performed in three steps: ’

(1) "Physical phase’: evaluation of the vector b =—At{Pw)™;

(2) 'Mathematical phase”: solutiorx of the system M Aw" = &, in which the unk-
nown is the vector Auw™; | '
(3) "Update”: w™*! = w™ + Aw™.
The implicit mathernatical phase preconditions the system in a way that
enhances the stability of the method, but has no eflect on steady-state accu-
sracy. The physical phase however which is completed solely after proper boun-
dary conditions are enforced, deﬁnes alone the converged solution. Therefore we
require that the operator P be at least second-order accurate in reglons where
the solution is smooth. This is achieved by either a gentral scheme or the-like,
" or a second-order upwind scheme. The second alternative has gained some
- popularity in recent papers [9], because it yields schemeé having (or almost
" having) certain desirable mdnotonicity properties and thus producing more phy-
sically relevant solutions near discontinuities, that is, optimally, accurate and
‘oscillation-free solutions. A third alternatwe is to combme (linearly) a central
discretization with an upwind plscretlzatxon In eny case the requirement of
obtaining a second—gqrder accurate space dijscretization is generally not very
difficult to meet because the step is explicit; moreover, in many (but not all)
simple schemes, no Jacobians need be calculated but only-linear combinations
of the flux vectors f and g computed at various nodes, that is, the operator P is
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“not itself evaluated, but only and directly the vector (Pw)".

In contrast, the mathematical phase is far more complicated to realize, and this

for several reasons:

-1t is imperative to evaluate the operator M itself. (Evaluation of the elements

of a matrix.)

~The calculation of the constituent blocks of M requires the computation of the
4x4 Jacobians (in 2-d), that is 4 times more {known) functions are involved than

in the:flux vectors.

-The system M Aw™ = b need be solved. This is always a computationally
difficult task when the system is large, particularly when the mesh is not regular
in structure and smooth, or when the diseretization is very sophisticated and
complex. yielding a large and ill-conditioned matrix.(stiﬂness).

~The inversion process necessitates the storage of the constituent blocks of the
matrix M. When this matrix is too large, the limit of the computer’s storage
capability is attained and there is no alternative to overwriting certain blocks
and reevaluating them everytime they reappear in a subsequent calculation.
Thus some of the Jacobians are evaluated more than once, and more work is
required than would be expected solely by inspection of the mathematical equa-
tions.

For all of these reasons, authors have proposed simplified versions of the impli-
cit method, in which the Buler equations are approximated only to first-order in
the mathematical phase, while the physical phase remains the same [9-10]. This
reduces the bandwidth of the matrix M and thus significantly lessens the amount
of computation done in the mathematical phase. But in doing so, a slight incon-
sistency in the formulation is introduced, and it is more than legitimate to ques-
- tion the real efficiency of the algorithm as an iterative scheme. In fact, prelim-
. inary experimenf.s' in which the explicit phase was a fully-upwind: second-order

scheme revealed to be deceiving from this standpoint.

These considerations motivated the present work, in which we analyze the
iterative convergence properties of the simplified Euler implicit method. This
_is done first in Section 3, where the method is a»p_plied to model convection prob-

lems and evaluated beth from the matrix theory standpoint and numerically,
'and second, in Section 4, for the 2-d Euler equations where a series of numerical
experiments are reported. But prior to this, a few properties of linear iterations '

when the amplification matrix cannot be diagonalized are first established.
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| 2. ON THE EFFECTS OF A DEFECTIVE AMPLIFICATION MATRIX
In this section, we examine:the :case of a general'lin'ear'ffbn-'l-nbﬁlogeneous

iteration,

wWl=C w™ + b _ v ' (2.1)

in which the unknown w is an N-vector, G is a given NxN amplification matrix
and b is a given constant N-vector. in the particular case where the matrix G

cannot be diagonalized.

By a suitable similarity transform, G can still be reduced to the so-called

*Jordan canonical form’ [11]:
J=x‘¢x (2.2)
where X is the generalized eigenvector matrix, and J is block-diagonal:

N
J = BDiag (Ji)_= T2 (.3)

7

where s is the number of linearly independent {true) exgenvectors (s<N), and
each block J; has the following buhagonal structure:
Ad
1M
Ji = Bidiag (1,\;) = 1 N o (2.4)

1N

The matrix J being friangular, it contains its eigenvalues in its main diagonal;
these are the numbers {\] (i=1,2,..,s) that also are the eigenvalues:of the
matrix G to which J is similar. To assure convergence of the iteration, it is

assumed that the amplification matrix ¢ satisfies the spectral radius condition

[12]:

POLENY L s

In this case the matrix /-G is mver’uble. and therefore the iteration (2.1)
admits a fixed-point solution w *=(/-G)"'b that satisfies

w"=Cw”+b . (2.8)

Then defining the error vector e® by




-

and subtnactmg (. 6) from (2 1) it follows that :e™ sat'is.ﬁes't.hv,e fbllbv}ing_ homo-

. geneous linear 1teratmn

g™l = G en (=.8)

" which implies that _
e” = ;" e | (2.9)
But,
er=xJmx! A - (2.10)

and in the basis of the genéraﬁzed eigenvectors,:the error vector bécdmeé.

nzxTlen , . (2.11)
so that combinihg (2.2) with (2.8)-(2.10) yields the expression:

e =J" g - " (2.12)
In addition, as a consequence of the block—diagonal'structure of the matrix J
given by (2.3),

. J® = BDiag (J") o . - (2.13)

It is therefore apparent that the attenuation with increasing = of the error-.
vector cornponents is governed by the powers of the individual blocks J; taken
separately. For this reason, in what follows, and -without great 1oss of generality,

we consider the case.of only one block (s=1; J=Jy; A\;=A). Using (2.4) several

. times successively, we abtain:

i}\z.
oopen A . Ty
JE=| 1 2a A | - (214)
1. 28 a2
]
I

1 3x 3a% A?
1 3n 8AF Af
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More generally, and for n<N, the block J™ is a banded lower-triangular
matrix having n nonzero subdiagonals below the main diagonal and whose first

column-vector is

n
n-1

Cna).‘n-z

cian—1

1st columnn -vector of J™ = (2.18)

(=l = ¥

where C} = nl/[j!(n—j)!]. Evidently, each nonzero entry of the matrix J" is
one of the monomials appearing in the expansion of (1+A)".

The above vector is precisely the value of e™ if €% = e! = (1,0,0,...,0)7, that is
the first vector of the canpnical basis. Since one of its components (the n+1st)
is equal to 1, its sup-norm (or maximum component 1n absolute value) is greater
or equal to 1, and this, over at leaslf. N -1 iterations. Therefofe;.in the first N -1
iterations the process cannot be expected to be dissipative, even if the spectral

radius is equal to 0.

For n2N, the above vector is truncated to the first N components. In par-
ticular, its last component becomes CN-IA"~¥*! This term, for fixed N, is equal
to the value at n of a monomial of degree N.~1 times A™. The other components
involve monomials of lesser degrees. Therefore, in the most general case, the
vector €" is a general linear combination of the column-vectors of the ratrix J™
and any of its components, say ¢}, is of the form P}"‘l(n))\" where;P}V"is a poly-
nomial of degree N -1 depending on j. Consequently, as n -+, ||e*||.-0 only at
the rate of n¥ ~1p™. From this we cox:xclude that relatively to the regular case for
which the amplification matrix G can be diagonalized and the error tends to 0 at
the same rate as p™, the asymptotic convergence is slightly degraded by the
additional factor n¥-1, Unfortunately, another form of degrad&tion of the con-
vergence, believgd to be more severe than the first, is now gbing to be demon-
strated. qu this, let:

Tn = |le™le = Maz (£])
(j=0,1,2,....N—1)j . (2.17)

where

g =it (2.18)




in which again, p=p(C)=|A|<1, is the spectral radius. It turns out that the
asymptotic convergence rate is significant only after a'relat‘.iviefy'l‘argve rumber
of iterations. To illustrate the phenomenon, we begin with a numerical experi-
ment. The sequence {r,] was evaluated in the particular case where p=}, N=20
and £9=(1,0,...,0)7. The result of this calculation is shown on Figure 1 on a’
semi-logarithmic plot, where the sequence {2} is also represented. There it
appears that the sequer'xge f.} is firstly constant and equal to one over a few
iterations, then it is mohbtone-in'creasing over a number of iterations equal to
about 100, that is 2N, and finally it decreases, producing a parabolic branch
admitting no asymptote but instead, an asymptotic direction that is the straight
line representing 2" on this plot. (This agrees with the asymptotic convergence
rate previouély determined.) Also note that when 'r;‘ achieves its maximum, the
value of p" is yet close to aﬁout 10-!0 indicating that the spectral radius in this
experiment was chosen relatively small, a generally very favorable cir-
cumstance. To explain these observations. we return to the general case and
verify that:

For N large, it takes the sequence {T,] a number of iterations equivalent to

N /(1-p) to becorne monotone-decreasing. _
In this analysis, N is large and since n>N, n is a fortiori large also.

First examine the variation with J of ¢} for fixed n. We have:

n . .
§ _ni*l oy g gt (2.19)

(3121 jr p+1

This leads us to analyze two cases separately:
ist case: N <n < (p+1)N-1 (N large).

In view of (2.19), it appears that since the ratio (n+1),/(o+1) is less than N, it is
for a value jo of j close to that ratio that ¢} achieves its maximum over j, which

it

implies that: 7, =¢]. The statement in (2.19) also indicates that if n increases of
1, the maximum will be achieved at J1=Jjo. or possibly jg+1. Therefore
Taet/Tn=tR /T, or possibly (41 /€7. In both cases, using jo/n®1/(p+1),
one obtains that Tn+,/r,,k=p+ 1>1, and therefore n is found insufﬁ.ciently large
for the sequence {7} (vZn) to be monotone-decréasing.

2nd case:n 2(p+1)N -1 (N large).

Then (2.19) indicates that the sequence ff}‘} increases with j.

Therefore, for all vZn, 1,=¢}-;=CY -1 p#=¥+1,

Consequently, T,+,/7,=(v+1)p/(v+1-N+1)=p T1-(N - 1)/(u+ 1)),
and this ratio is less than 1 for all v2n il n>(N-2+p)/(1-p)~N /(1-p). =




d 10 = T

In conclusion, we summarize this section as follows: if a linear iteration has
a defective amplification matnx G, still satisfying the spectral radius condmon,'
p<1, that insures convergence then for a general initial guess, the asymptotic
convergence will only be like n¥ p where N is the dimension of the larger Jor-
dan block appearing in the reduction of the arnpliﬁcetion matrix. Moreover, if
the number N is large, indicating that a large number of eigenvectors are miss-
ing, the asymptotic convergence rate is rnéaningful only after a number of itera-
tions of the order of N /(1-p), a particularly severe degra_datior_; if N is very
large or if p is close to unity, or both.

In the next section, we examine the application of a particular. implicit
finite-difference scheme to model convection problems. For certain values of a
parameter controlling the degree of 'upwinding" in.the space discretization, the
'ampliﬁcation matrix cannot .be diagonalized and the effects of this- az"e

" evaluated.
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‘iterations. n.

Figure 1. Variation of 1 with n compared to o™ .
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3. MODEL CONVECTION PROBLEMS

In this section, we investigate the properties’ of thie: sim'pliﬁ‘éd tully irﬁpiicit
method defined in Introduction applied to one-dimensional and two-dimensional
scalar constant-coefficient linear convection problemns,; depending on the degree

of upwinding appearing in the explicit phase..

3.1. One-dimensional model problem.
In this Subsection, we consider the que;rter-pléne problem:
w +cuy =0 (e>0) .
u(z.0) = u%z) (0szsE) (3.1)
u(0,t) = ug {¢>0) .
which is often used for theoretical purposes.

The operator P mentioned in Introduction is a finite-difference discretiza-
tion of the term cu,. It is taken to be a linear combination of central

differencing, 6°, with the second-order backward-difference operator, §¥. Thus:

P = (c/Az)d; (3.2)
with
bz = (1-8) 6° + g &* (3.3)
where 4° is represented by the following (nearly skew-symmetric) tridiagonal
matrix: '
0 1 ‘
. |-t | |
6 =rrid(-hoWpy =% ~t O 1 (3.4)
: | -1 o 1
-2 2

and ¢* the following lower-triangular tridiagonal matrix:

2
..4,. 3 ) )
6 =%Lrrid(1,-43) =% | 1 * 3 3 ‘_ (3.5)
1 -4 3

To arrive at (3.4)-(3.5) the boundary value u,, which is known to have no effect
on convergence was set equal to zero: Also, the first-order backward difference’
replaces the central difference at the last gridpoint (last row in (3.3)), and the
second-order backward difference at the first gridpoint, (first row in (3.4)).
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In this way the parameter g8 controls the degree of 'ﬁpw‘indi»ng" in the expli-
cit phase. We now consider the mathema'_tical,s phase. A difference operator
simpler than P, that is with a reduced bandwidth, is the ﬁrét-order accurate
backward difference operator, which is represented by the following lower-

triangular bidiagonal matrix:

P=()e 4 | (3.6)
‘with |

6y = }Bid‘iag‘(— 1.1) = - _ —11 1 | . | (3.7).
This operator is. used in place of P to define the ﬁétrix M of the mathematical

phase (see (1.11)). Conseguently, the amplification matrix is no longer given by
(1.13) but instead:

C(At) = I-At(I'+AtP)'P . . (3.8)
As a result, when At -, the above matrix approaches a ronzero limit given by:
Cu=1-67'6; ' (3.9)

T_his is a key formula throughoyt this report. It can easily be verified that the
fnatrix associated with the operator §;! is a lower triangular matrix whose

entries in the main diagonal and below are all equal to one;

1
11 (3.10)

1
1
dit=11
111 -1

b o

(Note that this is, not surprisingly, a first-order accurate discrete integration
operator.) ' “ '

Since both &; and 6; are first-difference operators, that is, they both.
approximate the same operator, Axz9,/3z, they are in this sense "close" to one,
another. Thus, when the discretization is simplified to first~order accuracy in the
mathematical phase for algorithmic reasons, it is hoped that the amplification
matrix C. will still remain "close” to the null matrix, an enviable situétion for
fast convergence. The object of this report is essentially to precisé the condi-
tions un_def which this conjecture can be supported, from the e‘igenvalue stand-
point, since the spectral radius must be small to achieve our goal, but also from .

the eigenveclor standpoint, since in regard of the previous section, a defective
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amplification matrix is not desirable.
We begin with the observation of a very simple result. Let V and V' be the

following vectors:

LI =

1
1 ,

r=cii (3.11)
1

in which C is a constant. These vectors are discrete analogs of a linear function
and its constant derivative respectively. The simple substitution of these

definitions in the appropriate formulas gives: .
Vg, 6,V =2¢° V=6V =8V =V - '(3.12)
Consequently, }
VB, (62-61)V =0 and G.V =0 : (3.13)

| Therefore:

Independently of 8, A=0 is an eigenvalue of the matriz G.. An associated

eigenvector is the vector V of (3.71).

This was anticipated. since the operators &; and &, only differ by second-order
terms, regardless the value of the parameter 8. and it is only natural that the
matrix C. exactly anihilates a linear distribution of data. To make this more
precise, note that interpreting &, and 4, as point operators, then away from the

boundaries, for some smooth function v and independently of 8:

o Aza (A3
dpu = ou + —2— U, + D{Az") (3.14)
‘and substituting this in (3.9) gives:
Az?
Cau = ~=—— 671wy, +0(2z?) ' (3.15)

-2
But, in view of (3.10), for any smooth function v:-
. . :
Az 671y = f.'udx + 0(Az) S (3.186)
[+] .
and combining the last two equations yields:
= _ Az 2 '
Gou = - ) [uz_uz(o)] + 0(Az®) (3.17)

Therefore, the operator -G, may be interpreted as half a first-difference
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operator. This interpretation will be used later: .

We now proceed in the determination of the rema_inihg' eigenmodes, and for

~ this several cases corresponding to different values of § are examined.

3.1.1. Central Differencing (8=0).

Here, G, =% where:

2 -1
11 -1
c=r-sptee=yt b O LT (3.18)
' 10 1} 1 -1 '
10 o} 1 -1

The characteristic polynomiél of this N XN matrix is déveloped in Appendix A.
There, it is found to be: ‘

PR = AT (3.19)

‘Consequently: -
Besides the eigenvalue A=0 which is simple, the matriz G5 has only one
eigenvalue, A\=Y% of multiplicity N —1. (The spectral radius is thus p°=1)

To determine the associated eigenvector, we put U={U;] into the relation
(CS -%Iy)U=0 and find:

Up-Us _ | _Ui-Uy _ . _UimUx _ Up+Uy—2Ux
2 2 ' 2 - 2

=0 (3.20)

This gives U; = a constant. Thus we find only one eigenvector associated with the

multiple eigenvalue A=Y, thatis U = V' of (3.11). Therefore:
The '{matrix GS is defective, N -2 eigenvectors are missing, the largest Jor-
dan block being of order N-2. '

Since N is large, we can combine the last two results with those of the previous

section, and conclude:

For central differencing (8=0), and general initial guess, the iteration
Urtl=GL U™ + b ' (3.21)

. W
in which U™ is the n-th iterate (an N-vector), b is a given N-vector, and N
is considered large, is non-dissipetive over a number of iteratigns of the
order of 2N, and then enters the final phase of convergence which 1is

asymptotically like nN=2 /2",
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We recall that by ‘non-dissipative iteration’ ‘weé mean that at least one com-
ponent of the error-vector expressed in the basis of the generalized eigenvec-

tors does not decrease monotonically when n increases.

One may question whether the situation could be improved by a more accu-
rate (that is second-order) boundary differencing scheme. In Appendix B, it is
shown that if the last row of the central-differencing -vscheme, ¢%,is replaced by
the last row of the fully-upwind second-order scheme, 8%, then the iterative con-
vergence is not significantly improved, although the bandwidth of §, (but not C..)

is enhanced.

Lastly, when raising the matrix (2 G%) to the power n, the coefficients of
the binomial {1~z )" appear near the main diagonal with the same alternation of
signs, and also near the first column (there, with the exception of the first one of
themn, that is, 1). This fact is clearly understandable from (3.17). Hence if we

define the "highest-frequency mode" as the following vector W
W= (1~1,1~1,.(-1)¥1)7 (3.22)

sothat | W |l. = 1, we have
. : : ’ n _ n
Vaze [[(€2)|.=](C)" Wll,=—@—21,-}+—2—=z—2-n (3.23)

2.0.1. Fully-upwind second-order differencing (8=1).

Here, G = C¥ where:

-

Cu =I-67'¢ =} (3.24)
-1
6 1 -1

-t A N O
ool
[y

Note that the first row of this matrix is made of zeros. This is because the accu-
racy of the backward-difference was dropped to first order at the first gridpoint
in (8.5), that is, 6%u;=6,u, and the operator I—%"i anihilates exactly this vec-
tor. ’

In view of (3.24), the matrix G¥ is lower-triangular and its eigenvalues
appear in the main diagonal. It follows that: '
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Besides the eigenvalue A=0 which is simple, the matriz G¥ has only ong
eigenvalue, A==% of multiplicity N -1. (The spectral radius is thus pu =%)
To determine the associated elgenvector, we’ put U={U;} into the relation
(C%+¥%/y)U =0 and find:
U1+Ug . U1+UJ- U1+UN_1

Ul:Tz.“=,——T—='.”=_—2——:O (3.25}

This gives U; =0 for j = 1,2,....N~1. Thus we find only one eigenvector associ-
. ated with the multiple eigenvalue A=-Y%, thatis U = eV =(0,0,...,0,1)7. Hence:

The matriz G¥ is defective, N—-2 eigenvectors are missing, the largest Jor-
dan block being of order N-2. _
Since N is large, we can combine the last two results with those of the previous

section, and conclude:

For fully-upwind second-order differencing (B=1), and general initial

guess, the iteration
Urtl=C¥ U™ +b - (3.28)

in which U"‘ is the n-th iterate (a:n N-'uector) b is a given N -vector, and N’

s conmdered large, is non- d'LSS'Lpatwe over a number of iterations of the

order of 2N, and then enters the final phase of convergence which 1is

. asymptotically like n¥-2,/2". '

Also, when raising the matrix (2 C%) to the power n, the coeflicients of the
binomial {1-z)" appear this time“o'r"lly near the main diagonal and with the same
alternation of signs. This is again clearly understandable from (3.17). Hence it is
again the highest- frequency mode U W of (3.22), that maximizes the norm
| (%)™ U |l and:

Vrnz2 (G4 ). =€) W].= -2% =1 (3.27)

2.0.2. Schemes linearly combining the central with the fully-upwind
diflerencing schemes (0<g<1).

For values of the parameter g intermediate between 0 and 1, it was not pos-
sible to determine algebraically whether or not the matrix . could be diagonal:
ized. Thus, to investigate the question a numerical study was done, in which the
matrix was constructed for several values of the parameter, and temptatwely

diagonalized by a call to.a routine of the NAG library. When the eigenvalues were
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found "evidently -distinct”, the conclusion was' drawn that. the matrix was
diagonalizable. In numerically non-trivial cases, the matrix X formed of the
(possibly generaliied) eigenvectors as proposed by the routine, was examined.
Here the case of a defective matrix is the limit as §-8° (critical value), of a reg-
ular case in which the eigenvectors form a basis. Thus as § approaches the criti-
cal value, at least 2 eigenvectors (in practice more than 2) approach the same
direction, and coalesce in the limit, resulting in a non-invertible matrix X. This
phenomenon was detected by monitoring the condition number x of the matrix
X which suddenly becomes very large in the vicinity of a critical value and is
infinite in the limit. Thus, when the matrix C. can be diagonalized, that is,
Co=XAX? (3.28)

in which the matrix A is diagonal, we define:
eX)= 11X ll 1 X il (3.29)

Note that given the matrix G., there is some amount of arbitrariness left in the
definition of the matrix X, since the (possibly complex) eigenvectors can be nor-
malized and ordered in many ways. However, if the convention of normalizing
the eigenvectors to 1 is madé. then «(X) is independent of the choices left free.
The reader unfamiliar with this result is referred to Appendix C. This convention

was made in all the calculations reported.

Table 1 indicates for different values of the parameter 8 the corresponding
values of the spectral radius, p = p(€), and of the condition number, « = «(X).
The calculations were performed for N=10. It appears that the spectral radius is
uniforml)f‘approximately egual to 0.5, and nearly symmetrical with res.pect to
B=Y%. v(Nov particular investigation was carried to determine whether the slight
dissymmetry was actual or the fact of numerical inaccuracies, due precisely to
the large condition nﬁmber.) Secondly, the condition number is moderate only
for values of 8 away from both 0 and 1, and can be very lafge‘near these limits.
The condition number is found symmetrical with respect to B=Y% to the accuracy

of these estimations.

In conclusion, the analysis suggests that a degradation of the iterative pro-
perties of the scheme under study should be observed when operating close to

either the pure central scheme limit or the fully upwind scheme limit.
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Table 1: Spectral radius and condition nuihb'er ;rersﬁs 8
g | p 2
0 . 0.50438 . w
0.05 0.49545 225800
0.25 0.48178 181.1
050 | 047553 6.314
0.75 | - 0.481786 181.1
0.95  0.49544 ' 225800
1 0.5 : -
‘N =10

3.2. Two-dimensional model problem

One possible two-dimensional extension of Problem (3.1) is given by:

U + au, + by, =0 {(a>0, l;>0) .
u(z,y.0) = u’z,y) (0szsL,,08ysL,) (3.30)
Cu(0y,t) =u(z.0,t) = ug (t>0)

Assume that a uniform rectangular mesh of N xN, gridpoints is emplog'ed
so that Az = L, /N, and Ay = Ly /N, . Two Courant-numbers-like parameters can
be defined: ' '

b

= & (3.31)

vy = vy

2
Az ’
Also assume that the components of the solution vector U are ordered as fol-

lows:

UE(Um-Ux.z- sUt.Nv-Ua,x.Uz,zvi"‘ .Uz,Ny-

T UN:" . UNz'2 PR UNB'NV )T (332) )

Then if the term au, (respectively b'u,y) is discretized.both explicitly and
implicitly as in the previous section, the operator P defining the explicit phase
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can now be associated with the following matrix:
P =y, b, Ly, +v, I, ® 62,,,' (3.33)
where

= (1~B,) 62 + B, 62

Rt (@34
In these definitions,  the matrices subscripted by z (respectively y) are of
dimension N xN, (respectively N, XNy ), and the symbol ® indicates a Kronecker
product so that P is of dimension N_N, y*N:Ny. Each matrix being given an
appropriate dimension, .J; and /;, are identity matrices, §£ and 65 are central-
difference matrices having the structure defined in (3.4), 5 and 6" are second-
order backward-difference matrices having the structure defined in (3.5). Simi-
larly, the operator P defining the implicit phase is associated with a matnx hav-

ing the form:
P=v,61.00 +v, 1,86, | (3.35)

where d; . and 4,, have exactly the same structure as 61 in (3.7) but are of
different, dimensions.

For a finite time-step At, the amplification matrix is given by (3.8). There-
fore as At » «, this matrix tends to

Co=l-Ptp - (3.36)

Clearly, this matrix depends on 3 parameters: g, and By that control the
upWinding in the z and y directions respectively, and the ratio vy/vz. This
matrix was evaluated for N, =N, =5, and for several values of the 3 parame-
ters. In each case, the spectral radius p and the condition number of the

eigenvector-matrix « were calculated numerically.

In a first experiment, the ratio Vy/ Ve is held fixed to the value 1. Table 2a
and Table 2b indicate the behavior of # and x for various values of g, and B,.
. Since N; = Ny, the matrix C., depends symmetrically on 8. and By. and there-
- fore only the lower half of these tables are calculated. ‘ '
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" Table 2a: _Spect_ral radius as a function of Bz aﬁd By

P By=0 | B, =025 8,=050|B; =0.75 | By =1

Bz =0 0.93068 - - - -

B. =0.25 | 0.80729 | 0.63215

8z = 0.50. | 0.68881 0.47491 | 0.40451 - -

{8, =0.75 | 0.56183 | 0.34464 | 0.37199 | 0.43087 | -

Bz=1 0.50000 | 0.38688 0.38857 0.38252 | 0.50000

'N. =Ny=5; v, =v,

Table 2b: Condition number as a function of 8; and 8,

« By=0|B,=025|p5,=050,8 =07 B =1

B- =0 o - - -

B. = 0.25 154.2 1 538.3 - : - -

B. = 0.50 | 602.3 | 2183 138.3 | - -
B = 0.75 | 3946 345.8 |. 248.7 1388 -
Ez =1 oo oo =) o oc

'Nz=Nv=5: Vy = Vs

The spectral radius is always found close to ¥ except when using central-
differencing in at least one direction (By or B, =0). The minimum is not-
achieved for 8, = 8, = !, but the value obtained at this point is one of the smal-
~ lest ones. Examining Table 2b, note that for §, = f, = 0 (central scheme in both
directions), th_é software routine proddces a proposed eigenvector matrix X, but
fails to evaluate the condition number, the largest eigenvalue of X‘X being close
to 12 while the smallest one is found very small but negative (close to 4. 10™14)

which is mathematically incorrect. For cases where the flilly upwind scheme is
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used in at least one direction (By or B, = 1) the software routine fails to produce
an eigenvector matrix. For all these pathological cases noticeable in Table 2b by
« = =, the amplification matrix G, is strongly suspected to be defective.

In a second experiment, the upwinding parameters g, and By are held fixed
to the value %, and the ratio v, /v, is the variable parameter. Since the matrix
C. is unchanged when the value of the parameter is changed in its inverse, that
is when the roles of z and y are permuted, this ratio is only assigned values
between O and 1.The results of this experiment are indicated in Table 3.

Table 3: Spéctral radius and condition number versus v, /v,
vy vz P K

0 0.40451 10.59

0.01 | . 0.40451 © 153.9

0.20 | 0.40451 ' 131.3

0.40 0.40451 o 126.3

0.80 © 0.40451 : 124.7
' 0.80 0.40451 124.1

0.99 0.40451 | 124.0

1 ) 0.40451 138.3

..Nz=Ny=5: ﬁz=3y=%

The same value of the spectral radius is found in all cases while the condition
number depends only very weakly on the parameter except that it is discontinu-
ous at both limits of the range. (This latter point is not surprising, because at
each limit the amplification matrix 6. must have multiple eigenvalues: (1) for
vy =0, because we have a repetition of N, identical one-dimensional problems,
and (2) for Vy = v; due to the symmetry, we observe several double eigen-
values.) We conclude from this experiment, that using an average a_rhount of
upwinding in both directions, that is g8, = By =% results in -a satisfactory
scheme from the iterative convergence standpoint even when the wavespeeds in
the two directions are very different. | |
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In conclusion of this section, it appears that in two dimensions also, the
numerical scheme is more efficient-when the upwinding parameters 8. and fiy . -
are set equal to the average value Y4, than when operating close to either the -

cantral-diﬁ’efehéing or the fully-upwind diﬁerencing limits.

3.3. 'Solutio‘n of the one-dimensional model problem. A

“In this section, we present a series of nurherical experiments related to the_
wave equatit;n. The solution to the problem defined in (3.1) was calculated
numerically by the va:jio;ﬁs schemes deﬁned in the previous section. ‘The con-
stant 4, was set equal to 0 and so the steady-state solution was identically equal
to 0 and the components of the vector U™ were pure error to be dissipated.

Three types-of initial solution have been used:
(a) U® = W, where W is the vector of (3.22)
(b)) U= ('1.0..O,A.._.'.vO):r.'reférred to as a Dirac on the right side, and.

g
(e) U = f(j) where the function f was a built-in function whose values are ran-
dorn numbers in the range [-1,1]. | ’

The initial solution given in (a) is interesting since it is the highest-frequency
mode thus the fhode the least diésipated'by the schemes stﬁdied m the previous
subsection, while in the solution given in (c) all the modes are excited. The solu-
. tion given in (b) was examined because the convergence can be étudied analyti-
cally in the case.of the fully-upwind second-order scheme. -

For each experiment, a figure shows the variation with iteraticns n, of the
norm !} U™ ||, §1otted on a log;s-scale and indicatsd by a solid line. Since r_nar;y:
of the schemeé presented in (3.1) are associated with an amplification .rnatrix Gf.
having a spec’tral‘lvradius equal to or close to ¥; the sequence 27" is also indicated
on these plots by a dashed line.

Figures 2-8 are related to the central-differencing scheme defined in (3.18).
On Figure 2, the initial solution is the highest-frequency mode, the moest difficult
case. With iterations, the norm [} U™ ||, increases to the value 2, but never goes

beyond this limit since, by virtue of (3.23),
Vnz2 0" |l=1(C2)" U%.
sC - N0l = (3-27).1
<2 : (3:37)

Then it takes about 200 iterations, that'is 2V, before the application of the
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iterative scheme has the apparent effect of reducing the norm. It also appears
that the line that represents the sequence 2°" on this semi- log plot is an asymp-
totic direction for the sequence of norms, but not a true asymptote. This

confirms exactly results proved in the previous subsecticn.

In the case of Figure 3, the initial solution is a Dirac on the right side. The
figure shows that certain modes, this one in particular, are indeed attenuated at
the rate of 27".

In the case of Figure 4, the initial solution is made of random numbers. In
this way, all the modes are initially excited in the error vector. The history plot
is of course found less regular, but the general trend is analogous, exhibiting the

same pathology as in the worst case (Figure 2).

The cases of Figures 5-8 are analogous to the cases of Figures 2 and 4,
except they correspond to a smaller mesh, N = 50. There ‘it appears that the
break between the "pseudo-stationary” segment and the "dissipative-

convergence” phase occurs at about n = 100, that is again 2N . This confirms the -

formula that predicts that the break should occuf at about n =

p=h

Figures 7-8 indicate how the convergence histor becomes more regular
g - -] Y &

since her
1-p in ere,

when artificial dissipation is added, which is not really new. To realize these
experiments, the partial-differential equation was modified to

U +C Uy = ATy, (3.38)

and while the term wu, was represented as before by 6:U™ Az, the additional
term & Az® u,, was approximated by e7rid (1,-2,1)L'". In this way the artificial
dissipation is of the same order as the formal truncaticn error at the steady
state, provided ¢ is of order 1, and preferrably a fracticn of 1 for accuraey.
Therefore the amount of artificial dissipation in the case of Figure 7 is alrsady
substantial while it is excessive in the case of Figure 8 (-note the little impor-
tance of the spectral radius of the amplification matrix in the convergence
process-). This illustrates, as well known, that artificlal dissipation can imprave
the convergence of central schemes but the required amount can destroy the
nature of the hyperbolic problem, unless a sophisticated evaluation of the dissi-
pation term is devised, which was not done here. )

We now turn to the fully-upwind second-order scheme. Figures 9-13 are

analogous to Figures 2-8, the only difference is the scheme emnployed.

Figure 9 demonstrate< that the norm || U™ || is unchanged'through the first
2N iterations, and only then it rapidly converges. Log{2™™) is again an
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asymptotic direction. The norm never.goes beyond 1, since by virtue of (3.27),
Vazz [U"[.=(C3)" U

sIEE iU la =1 ‘ (3.39)

When. a Dirac on the right side is imposed as initial solution (Figure 10), the

convergérice- of | U™ |l can be shown .to initially be like \/_—;%— and this is
~confirmed by the calculation.

For an initial distribution of errors made of random numbers (Figure 11},
' the convergence is found monotonic; the plot of the norm shows one angular
point corresponding to a change in the index j for which || U™ |l = [U}].

‘Figures 12-13 correspond to cases where a smaller mesh is employed

(N =50). Note again that the initial phase of "pseudo-stationary” convergence

extends to about 2N iterations.
We now evaluate numerically the half-upwind scheme (8 = 1).

Figures 14-15 demonstrate for a particular, and for a general initial solution that
the i)a‘tuh'ology in convergence observed in the previous two schemes: is-elim-
inated. The solution converges globally at the same rate as 27" (or slightly fas-
ter). .
Essentially the same convergence plots are obtained for the third-order

scheme (B = 1/83). This demonstrates that it is for a whole range of values of 8

about % that the convergence of the scheme is !satisfactofy.

In conclusion, these experiments confirm that the convergence of both the
central-differencing scheme (8 = 0) and the fully-upwind second-order scheme
(8= 1) are pathological. In contrast, the half-upwind scheme (8 =Y%) and
schemes corresponding to an upwinding parameter § in a range about } have a

satisfactory convergence.
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iterations, n.

Figure 2. Central~differencing scheme.
Case where the initial solution is
the highest—frequency mode.
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iterations, n.
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" iterations, n.
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iterations, n.
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iterations, n.

Centrcl—differencing scheme. -

... The effect of a fair amount of

artificial dissipation. -

Case where the components of the initial
- solution are random. numbers.
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iterations, n.
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50 100 150 200 250

T - 1 " T

v

1y

Iy

i

it

i i

| |

- -l.'

- !
. |
, =F i
g )
o \
= -3 o
o : !

. -

n: 8
g |
: .
-t ‘
o 1.

Y

i i

|

C )
=S
oo

H H
|

: |

: 1

-

=]
s AR

I

N
Betc
Eps

Figure 9.

S S

S U

s -1
.

o i

—n l
i

-

'

;

3

[N W

100 Inci’ticl. condition :
1.000 U, = (=1)*
0.000

Fully—upwind second—oarder scheme.

Case where the initicl solution’ is*
the highest--freguency mode.




-~ 34 -
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Figure 10. Fully—upwind second—order scheme.
Case where the initial solution is
a Dirac on the right side.
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Fully—upwind second—order scheme. .-
Ccse where the components of the initial
- solution..are random. numbers.
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Figure 12, Fully—upwind second—order scheme
' A smaller mesh. : '
Case where the initiol solution is
the highest—-frequency mode,
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'Fi‘gure 13. Fully—upwind second—order scheme. - -
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Case where the components of the initial
solution are random numbers.
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Half-upwind scheme. _
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Figure 16. Third—order scheme.
Case where the initial solution is
the highest—~frequency mode.
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4.> NUMERICAL EXPERIMENTS ON THE 2-D EULER EQUATIONS

In order to evaluate some of the effects on iterative convergence of the
degree of upwinding in problems where the Euler equations are solved, numeri-

cal experiments were made on a simple two-dimensional problem.

We considered the flow in a channel over a 4.2% thick circular bump. The
algorithm was based on a finite-element formulation using P1-Lagrange interpo-

lation. A rather coarse mesh of 181 points shown on Figure 18, was employed.

Firstly a central-differencing approximation was constructed using a Galer-
kin approach. Secondly, an upwind-differencing approximation was constructed
based on a flux-splitting procedure that will be described elsewhere [13]. The
two differencing approximations were then combined linearly in a way similar to
that of (3.3), and a parameter g again controlled the degree of upwinding intro-
duced in the differencing (8 = 0: central scheme; § = 1: fully upwind scheme).
The combination constituted the explicit phase. Implicitly, a first-order approxi-
mation was used. However, the implicit factor was not solved completely. bul
only partially by 2 relaxation sweeps. This is one of several points by which the:
simulation departed from the theoretical model. '

The solution was impulsively started from uniform fow. Therefore, contrast-
ing with the linear mode!l problem, there was there, inevitably, an initial phase in
the convergence history during which the time integration captured a truly
transient solution. For this reason in particular and because the formulation was
nonlinear, it was not possible to utilize infinite time-steps, the transient phase
being usually particularly subject to numerical instabilities. Thus, in order to
mimic the theoretical situation studied in analysis, the time-step At was

updated at each new iteration so that
CFL(nbt)=n (4.1)

where n is the iteration counter.

These decisions ‘being made, a few preliminary runs were made. They
revealed that the fully upwind scheme was unstable. Therefore, in order to
obtain a stable scheme partially preserving monotony we introduced limiters in

the subsequent experiments.
On Figure.19 is indicated the convergence history for different values of the-

upwinding parameter g for 3 different flow regimes.

In the case of a purely subsonic flow, M., = 0.50 (Figure 19a), it can be seen
that the central-differencing scheme (8 = 0) performs evidently more poorly

than the other schemes. As 8 increases, the convergence becomes more rapid.
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Suddenly, for .= I, the scheme becomes unstable after 75 iterations and no
longer converges if Af 'fsi f’hrfgher' increased. On this plot, a dashed line indicates
the convergence history of the: ﬁrs‘t.-ord—'er scheme that is obtained when using in
the explicit phase the same first-order approximation as in the implicit phase:
This scheme which approaches Newton’s method as Af + = {or n - =), was found
faster as expected, but ‘of course not as accurate. We mainly conclude from this
‘experiment that the fully upwind scheme is not adequate in the limit of an
infinite time-step. | '

In the case of a ‘transonic flow, M, = 0.85 (Figure 19b), the central-
differencing scheme was found unstable and also the scheme obtained for
B = 1/10. As g increases, the convergence to steady state again becomes more
' rapid except when B achieves the value 1. The fully upwind .scheme for large -
~ time-steps seems to enter a limit cycle. This may be' due to the use of limiters
and non-differentiable flux-splitting. We retain that this phenomenon does not
occur for other values of 8. Hence we conclude again that the fully upwind
scheme is pathological. Again the first-order scheme is found to be the fastest.

Finally, a purely supersonic flow. was computed corresponding to ¥, = 1.50
(Figure 19c). In this case; the central-differencing scheme was again found to be-
unstable. As g increases and approaches ¥ the convergence becomes more
rapid. But if § is increased further the convergence is not as fast. Here, the fully -
upwind scheme is not found ’p:atholog;i.cal-; However, it is rather paradoxical that
for this flow tﬁ-at‘ admits & preferential direction and could be solved by a space-
marching integration procedure, that the fully upwind scheme is not the most
efficient scheme, the maximum convergence rate being échievedv by the half-
upwind scheme. Surprisingly,. the first-order scheme was found: less efficient. No
premse reason is known: to epram this. ’

We conclude this section by noting that we could not realize in the nonlinear
case the precise conditions of the theoretical analifsis: norﬂinearity, use of lim-
iteré and non-differentiable flux-vector gplitting, incomnplete’ inversion of the
implicit factor, finite time-step. Thus it is not sﬁrp~rising'that the numerical
schemes could not show exactly the same behaviour. However, in the nonlinear
case as in the linear case, the implicit scheme based on the fully-upwmdv

differencing revealed to heve certain undesirable convergence anomahes
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Figure 19. Convergence history for different values of the
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-3

4

LOG10O || Fx+6y|2

- 4B -

 — MACH= 0.850 - INCIDENCE= 0.0 ~

iterationa,' n.

60 120 180

T ' _ i

~— B=1/10

Spp—

First-order
Scheme

Figure 19. Continued

b - Transonic Flow Regime.
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5. CONCLUSIONS

In this report, the’ eflects on iterative convergence of a defegfsive

amplification matrix, has been analyzed in a general context.

Practical results related t';o a simple linear problem often used to model
hyperbolic equationé, have been proved and then illustrated by numerical éxper-
iments. This revealed that utilizing a fully upwind differencing approximation in
a certain implicit scheme could resuit in a paphological convergence.

Numerical experiments have been conducted with a finite-element program
simulating a twop-dimensional flow governed by the Euler equations. There also,
difficulties have been observed to be associated with the usage of the fully
upwind scheme. '.

Therefore to devise a fast second-order upwind scheme, we recommend to

use one of the followmg two constructions:

(1) explicit phase: first-order approximation,

implicit phase: half-upwind second-order approximation,

(2) explicit and implicit phases: fully-upwind second-order approximations.

The second alternative constitute the most attractive challenge.
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7. APPENDIX A: Characteristic polynomial in the central-differencing case.

In this appendix, we calculate the characteristic polynomidl of the matrix
S of (3.18),'that is: :

PRO) = det (6-Ny) (a1)

in which Jy is the N XN identity matrix, Letting,

p=1-22 o (a2)
results‘in:
p+l —-1 '
1 p -1 '
ce-ny=%| P ¥ os 7L (23)
10 0 p -1 :
1 0 0 1 u-2In

in v}hich the subscript N indicates that the matrix is NxN, Expanding the above
determinant along its first row yields: '

o

2¥ PR\ = (u+1) fa-1(p) + gy-1{) (at).
assuming the following definitions are made: | |
;5 -1
p -1
Fr(p) =det | - e (K 2:2) (a5)
o - 6 u -1} ;
0 - 0 1 u-2
and:
1 -1 - |
1 p -1
gx=aet| P P 1 (K23 . (a8)
1 0 0 =1
10 1] 1 p-2 )k

" Developing fx(u) along the first column gives:
el = wfr-1(p) .

= puif ko)

= k=21 o ()

= pF 2 p(u-2)+1)

=ﬂk-é(ﬂf1)a o o (a?)
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Analogously, developmg gx(p) along its ﬁrst row gives:

gx() =1 Kr-l(;u') + glt-l(ll-) (K24).

(a8)

Writing the above equation for all the values of K from 4 to N ~1 and summing 'up

give:

gw-(p) = Z}j}”-am—»lﬁ + galw)

N-5 1-1 0
= u(u-l)"Z' u" +det |1 pu -1
1 1 [Lr-z

= -1y = “ L Dupm2)+1) + [(u-2)+1]
= 1) (¥ 4-1) + 42 -

= 4" ~3(u—1)

Utilizing (§4). (a7) and (a%) one obtains:
2YPH(N) = () 1)? + ¥ 1)
= )R- 1)

o= (u-1)u

(a9)

(a10)

Finally, comblmno this result with the definition of u given in (a2) yields the

polynormal written in (3.19).
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8. APPENDIX B: Analysis of a modified central-differencing scheme.

In this appendix, ‘we analyze a modified central-differencing scheme,
obtained by replacing the last row of 8¢ of (3.4) by the last row of 8% of (3.5). In -

this way the truncation error is uniformly second-order, including the last grid-

point (::,-:::N). It is proved that this modification results in no significant

improvement of the iterative convergence,

Thus, here,
, 0 1
N -1 0 1
S =Trd(-o¥y =% " 0 1
_— -1 0 1
1 ~4 3
2 -1
‘ 1 1 -1
T b N
10 0 1 -1
1 0 -1 3 2
p+tl -1
: 1 o -1
ce-my=%( + % o L
1 0 0 u -1
1 0 -1 3 u-3JN

(b1)

(b2)

(b3)

Thus (a4) still holds provided the definitions of the functions fx (1) and gg{(u) are

modified as follows:

p -1
0 -1

fx(u)?det 6 0 -1 (K 23)
0 00 um -1
0 0 -1 3 u-3lk

and:
1 -1
18w -
/L —

gr(p) = det | - (K 2 4)
10 0 u -1 :
10 0 0 u -1.
10 0 -1 3 wu-3lk

Developing fx(u) along the first column gives:

Fr(p) = uf g-1(1)

= pBf o)

(b4)

(b5)
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= uX-3f o(p)
-1 0 ]

73
=,uK-3det[ 0 pu -1
-1 3 p-3

= RS uu(u-3)+3]- 1)
= pK=3(u0-3u2+ 3p-1)

= uF 3 (p-1)? . : (b6)

Now, (a8) still apllies but only for K25, and summing this equation from K=5 to
N~-1 gives: ' '

. N=1 ' : '
gr-1(p) = Kz_lsu" “Hp=1)* + g o) (o7)
woo_y 1-10 0 |
= #(“_1)3_[_"_____1_ + det i ‘6’ —#1 _01 : (bB)
H 1-193 u-3 :
-1 0 1 -1
= p(p—1)%@¥5-1) +det | 0 x -1 |+ det [ 1 4 =1 ]
-1 3 p-3 13 p-3

= pup—1)2(u¥5-1) + (u~1)° + u(u-3)+3+u-3+1

s

= (12N 4= (uP- 2P+ 1) + (UP-3uP4 Bu—1) + pP-Butut1

= (;1-~1)2#N'4 _ (b9)

Finally,
2 P(N) = (et DN 4(u=1)° + (u=1) 2
= (- 3= 141)
= (u-1)% 2

= 4A%(1-2\)V-2 | (pm)
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It is apparent from (b10) that: o |
Besides the eigenvalue A=0 which is doubie.ithe' ﬁbd:iﬁédcs matriz has
only one eigenvalue, A=Y of multiplicity N -2. (The spectral radius is thus
Pe=%) |

Let us now determine the eigenvectors:

- The vector U={U;} is an eigenvector associated with the eigenvalue A=0 if and

'only if:
. 2U«-U
o= 221772 (biia)
2
Uyt+U;_=U; ' "
= —‘——;—‘—’— (for j = 3.4,....N) (b11b)
Uy~Uy_o+3Uy_1~20 ' . ' '
= 1 N-2 N-1 N (bllc)

2

and this gives again the vector V of (3.11) only, one eigenvector is yet missing.
Similarly, - The vector U=§UJ-} is an eigenvector associated with the eigenvalue

A=Y if and only if:
U‘—Ug - _ UI_U]" - ' U!_UN 5 ‘ _ )
z = = e === 0 (b12a) '

and

Ui=Uyp+3Uy_—3Uy

. =0 . (bl2b)

This gives U; = a constant. Thus we find only one eigenvector associated with the
multiple eigenvalue A=Y, that is again U = V' of (3.11). Therefore:
The modified GC. matriz is-defective, N -2 eigenvectors are missing, the
largest Jordan block being of order N-3.
Since N is large, we can combine the last two results with those of the S'écti.on 2
and concluder '
| For the modified ceniral differencing scheme (§=0), ond genercl initial

guess, the iteration

Untl=(c U™ + b : (b13):
in which U™ is the n-th iterate (an N-vector), bis a given: N -vector, and N
is considered large, is non-dissipative over a number pf iterclions of the

order of 2N, and then enters the final phase of convergence which is

asymptotically like n¥-3 /27,
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In conclusion, we observe that the slight modification of the differencing -
scheme at the boundary only brought: a.minor improvement on-the asymptotic
convergence rate. -
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9. APPENDIX C: A property of invariance of the condition- numbér_k(X )
In this appendix, we consider a general square matrix 4 (4 corresponds to
CG. in the main text)_. assumed to be reduced to diagonal form in two different
ways, say, V
AsXAX'=Xx N X! (c1)

in which A éﬁd A' are diagonal m__atfices containing the eigenvalues of the matrix
A possibly differently 6rder_e_d, and tﬁe matrices X and X’ contain eigenvectors
ordered cdrrespondin_gly. possibly diflerently scaled but all normalized to 1. It is
shown that the 2wnorm condition numbers of the. mal;rices‘_X and X" are then

identical. .

For this, recall that the Z—nbrm of any square matrix T is equal to the
- square root, of the largest eigenvalue of the matrix T°T, where the superscript *
indicates the adjoint (or transpose-conjugate). Consequently, the condition

numbers in question are given by

o Amex(X *X  Amex(X X : |
xg) = A 2T ) ey A ()
: Aqin{X° X) V' Amin(X X))
Then we examine the relationships between the matricés A and A" and the
matrices X and X'. '
Let
V‘i € f1.2..N} }\"EA"'i, }"iEA'i,i (03)
and introduce the permutation p of {1,2,...,N ] into itself such that
. 3
Vief{l.2..N}, Ni=ha) A (c4)
Then define the following permutation matrix:
P= i Pj.k } (05)
where

Vik € {12 ,N}, Pji =650 ‘ (c8)

6 being here the Kronecker symbol.

Let A be an arbitrary diagonal matrix, and j, k be two indices. We have:

4 N N
(PTAP) =Y Y Plnbmp Pox
m=ip=1

¥ .
=3 ‘P,T.m Amm Pmx (since A is diagonal)
=
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N
= ) Pmj Pra A
m=1 - .
=L Ompl) Onpy Bm (e7)
mz=

The general term in the above sum is equal to 0-anytime the index rn differs
from either p(j) or p(k). Therefore, if j=k, then p(j)#p (k) (since p is injec-
tive), m canhot be equal to both ‘and none of these terms is nonzero; conse-
quently, (PTAP),,=0. It now, j=k, the above sum reduces to the term
corresponding to m=p (j), that is A, (1)p(;)- Thus, in ggneral.

(PTAP)jx = 650 Moiiyats) (c8)

Using this with A=/ yields

PTP=I » | (c8)

showing that PT is the inverse of P (-the column vectors of a permutation
matrix are the vectors of the canonical basis ordered in a special way, and
these form an orthogonal basis; it is therefore no surpnse that the matrix P is
found orthogonal-). Secondly, letting A=A, yiels

PTAP =N (c10)
indicating that the matrix A’ is obtained by permutation of the rows and the

columns of the matrix A.

Let us now examine the relétionship between the eigenvector matrices X
and X'. The matrix X" is obtained from the matrix X by permutation of the
columns only of the matrix X, corresponding to eigenvectors differently
ordered, and by a different scaling of them, stillvresp.ecting the constraint that
they should all be of 2-norm equal to 1. This gives: '

X=XPS (c11)

in which § is a unitary diagonal matrix, that is:

'S = Diag(e' ) , (c12) -

in which the a;'s are some real numbers and i2=—1. This gives us:
-1 . . ~-ta, . ‘
S~'=Diag(e 7)=S8 : (c13)
and

X'X=5'P'X*xPS




. «5g-

=S PX XPS |
=(PS)yIX"X(PS) R (c14)

where the fact that both matrices P and S are unitary has been used. It is

* directly apparent from (c14) that the matrices XX and X'*X' are similar,
X'x~XxX'X _ (c15)

and thus have the same eigenvalues. Consequently, the condition numbers in
(c2) are identical:

X)=xx) = - (c18)

Imprimé en France.
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