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Abstract

In this article we consider the selfadjoint operator governing the
propagation of elastic waves in a perturbed isotropic half space with a
free boundary condition. We prove the iimiting absorption principle'in
appropriate Hilbert spaces for this operator. We also prove decreasing
properties for the eigenfunctions associated with strictly positive

- eigenvalues of this operator.

The proofs are based on the limiting absorption principle for the
~selfadjoint operator governing the propagation of elastic waves in an
homogeneous isotropic half space with a free boundary and on the so called
division theorem for it. Both perturbations of ERE = {(xl,xz) € R;x2>0}.

and ‘Ri = {(xl,xz,x3) eIRB;x3>O} are studied.

Résumé
P

Dans cet article on considére 1'opérateur autoadjoint associé
'la propagation des ondes élastiques dans un demi espace isotrope'perturbé
avec la condition de surface libre sur le bord. On démontre le principe
d'absorption limite pour cet opérateur. On démontre aussi des propriétés de
aécroissance des fonctions propres associes aux valeurs propres stricte-

ment positives de cet opérateur.

Les démonstrations précédentes repbsent sur le principe d'absorption
- limite pour 1'opérateur autoadjoint aséocié a la propagation des ondes
élastiques dans un demi-espace isotrope homogéne avec la condition de
surface libre sur le bord et sur un thgoréme de division pour cet .
.opérateur. Oﬁ considére les deux demi—espaces 'Ri = {(xl,xz);x2$0} et

R3

+ - { (xl ,X2 ,X3) ;X3>O} .
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I. INTRODUCTION

This article is the first one of two papers concerned with scattering
of elastic waves in a perturbed isotropic half space with a free -boundary.
More precisely we consider perturbations with compact support of an homo-
geneous isotropic elastic half space with a free boundary. The perturba-
tions can be bounded obstacles, solid or fluid bounded inclusions, cracks

of finite dimensions or an inhomogeneous part of the material.

This problem has its owﬁ interest. Usually in non-destructive
evaluation of solids one of the main problems is the scattering of elastic
waves by a crack of finite dimensions located at the plane (or curved)
‘interface of two isotropic media. In fact the real problem is the inverse
scattering one, i.e., the determination of the size, shape and orientation
of the crack. Nevertheless the direct scattering problem is a necessary

prerequisite for solving the inverse scattering one.

Scattering of elastic waves by cracks has been studied by asymptotic
methods in [2]. 1In this article this proBlem is studied from the point
of view of the mathematical theory of scattering (see [24], [27], [30]).
From this point of view the difference between the case of a perturbed
isoﬁropic half space with a free boundary and that of two isotropic half
spaces with a perturbed plane interface is not very important. The case
of a perturbed isotropic half space with a free boundary is simpler.

That is the reason why we begin with it here.

In this article we essentially prove the so calledllimiting
absorption principle for the selfadjoint operator governing the propagation
of elastic waves in a perturbed isotropic half space with a free boundary.
This selfadjoint operator 'is denoted by A. In the case of a homogeneous
isotropic half space with a free boundary the selfadjoint operato} is

denoted by AO.



The limiting absorption principle is a stationnary method used in
the spectral theory of selfadjoint operators associated with the partial

differential equations of the mathematical physics.

To prove the limiting absorption principle we used the methods
of S. Agmon [3] (see also [18], [231, [25], [27]), of D.M. Eidus ([12],
[13]; see also [30]) and of R. Phillips [22] (see also [20]). The key
result is a division theorem for A0 (see theorem 4.1). An another
application of the division theorem we give in this article is a result
concerning decreasing properties of eigenfunctions of A associated with

positive eigenvalues (see theorem 5.5).

In fact we adapt to linear elasticity the method that has been used

in [ 6] for sound propagation in stratified media (see also [29]).

The starting point is the explicit knowledge of the modes for an
homogeneous isotropic halfspace with a free boundary. We call them
the unperturbed modes. These modes are the P-plane waves and their
reflections, the SV and SH plane waves and their reflections and the
Rayleigh surface waves (see [1], [4], [5], [11], [26]). They generate
the solutions with finite energy of the wave equaiion for elastic waves

in an homogeneous isotropic half space with a free¢ boundary.

In this article the main results concern the selfadjoint operator
AO. The operator A includes only the case of a free boundary condition
and solid inclusions. More general examples including rigid and fluid

inclusions will be considered in a next paper.

TheAresults have been announced in [7] and [8]. But note that

notations used in this article are different from these used in [7] and [8].

In a next paper distorded modes for A will be deduced from the
limiting absorption principle and the scattering theory will be developped
including the existence and the completness of the wave operators and
representation thgorems for the scattering matrix and the scattering

amplitudes by using the distorded modes.



The article is organized as follows.

In the second section the selfadjoint operator A is defined and

a qualitative description of the main results is given.

In the third ;gction the spectral analysis of the selfadjoint
operator A0 is given. The set of the unperturbed modes appear as
a complete set of generalized eigenfunctions of this selfadjoint
operator. The iimiting absorption principle in appropriate Hilbert
spaces is given for the resolvent of AO. Both of thé half spaces
RE = {(xl,xz) eIRZ, X, > 0} and IRi = {(xl,xz,x3) € R;, Xy > 0}

are considered.

In the fourth section we prove the basic division theorem for

A

Finally in the fifth section we give two different proofé of the

limiting absorption principle in appropriate Hilbert spaces for the

resolvent of A. We then deduce some spectral properties of A and

give a result concerning decreasing properties of eigenfunctions of

associated with strictly positive eigenvalues.
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2. LINEAR ELASTICITY IN A PERTURBED ISOTROPIC HALF SPACE WITH A FREE
BOUNDARY AND THE MAIN RESULT

Let 'Ri = {x = (xl,xz,x3) eIR3;x3>O} and |x| be the euclidian

norm of x. Let L be a fixed strictly positive real number.

Q denotes an open set of ZR3 such that Q n {x eZR3;|x| > L} =
{x eIR3;|x] > L}. Let £ be the closure of Q.

We assume that §) satisfies the cone condition, i.e., there
exist positive constants a,h such that for any x ¢  one can construct
a right spherical cone Vx with vertex X, opening o and height h such

that it lies in Q.

) can be the exterior in IRE of any compact set K whose
interior is empty as for example a slit, a penny-shaped crack and, more

generally, a compact flat crack of arbitrary shape such that the cone

condition is satisfied.

We assume that an inhomogeneous isotropic solid occupies the
domain Q. The propagation of elastic waves is such a solid is governed
by the following functions of x € Q
(2.1) p(x) the equilibrium density of the solid
(2.2) A(x) and p(x) the Lamé functionms.

We assume that

(2.3) 0 <m< Ax) (resp. ux), p(x)) <M for a.e. x in @

and A(x) = AO , ) = Ho and p(x) = o for ]xl >R .



The state of the elastic field in the solid is determined by

(2.4} u(x,t) = (ul(x,t),uz(x,t),u3(x,t)) eIRS, the displacement field

of the solid at time t and position x

and
(2.5) oij(x,t), i,j = 1,2,3, the symmetric stress tensor field of the
solid at time t and position x.
The equations satisfied by the elastic field in the isotropic solid
are

"(2.6) g..(u) A(-)(V.u)Gij + 2u(.) Eij(U)

i3
where
du. du.
-1 1 A
(2-7) Eij(U) = 'z‘ (a—x- + E(_-
i i
and
2
9 u. a0, .
(2.8) LS S F

Thus the displacement field u satisfies the following equations :

2 .
3 uy 13

' at2 p(.) ij

2.9) AC)Waw)8;5 + 2u( ey () = 0 .

The wave equation (2.9) must be supplemented by boundary conditions

at the boundary 93Q of the solid. In the case of free boundaries the

normal component of the stress must vanish at the boundary. Thus

€2.10) c;ij(u)\)jlaQ = Q



where V is the exterior normal at point x € 0. We could consider
rigid boundaries too, for which the displacement must vanish at the

- boundary.
In this article we restrict ourselves to free boundaries. It is

one of the most important cases in pratical situations. Other cases will

be dealt with along the same line in the next article.

With solutions to (2.9) and (2.10) with finite energy are usually

associated a Hilbert space and a selfadjoint operator as follows.
Let
- _1 3
@.11) @du); 50y o;;(u) and
L2@,ed,63)=1u e 12@,6%) ;o € 12,63}
Hm(Q,G3) denotes the usual Sobolev space. u in Hl(Q,C3)7n LZ(Q,eﬂ{,C3)

is said to satisfy the generalized free boundary condition if and only if

one has

(2.12) f(Q@sziu)iG.lpdx - fﬂ (A(V.u) (7.9) + 2 e ey (M))dx = 0
for ever i ! 3
y v in H (Q,€7).
The following operator (D(A),A) in L2(9,€3,p(x)dx) :

(2.13) D(A) = {u « HI(Q,ﬂs) n LZ(Q,QK¢,¢3);u satisfies the generalized

free boundary condition}
(2.14) Au=Gﬁfu , u e D(A)

is a positive selfadjoint operator.



This is a consequence of the Korn's inequality (cf. [10], [15])
which follows from the fact that Q satisfies the cone condition. The
‘proof of the selfadjointness of A can be found in [19] or in [30].

If 92 1is smooth, then each u in D(A) belongs to -H2(9,¢3) (see [21],

p. 222) and (2.10) is satisfied in the usual sense.

. . . 3 .
Let us consider a homogeneous isotropic half space ]R.+ with a free

boundary and with the density Po and the Lamé constants A, and uo.

0
We then define the positive selfadjoint operator (D(AO),AO) in

.LZCRE,C3,p0dx) as follows (cf. [101, [191, [301, [21, p. 222])

DAy = {u e W ®),E)ze,,) ) _, = s23(u)'|x -
(2.15) | > >

= AOV.u + 2u0€33(u)lx3=0 = 0}.

A

+U M
O O ywow) -2au , ueb@

(2.16) Awu = -
0 Po

0 0 >

A 1is considered as a perturbation of AO' We restrict ourselves to
perturbations with compact support because it is always the case for
applications. One could also consider short range perturbations of A
as in [6] and [29]. A!/2
(resp. AO). The solution of (2.9) and (2.10) satisfying the Cauchy

0
(resp. Aé/z) denotes the square root of A

conditions :

(2.17)  u(x,0)

f(x) and %(x,o) = g(x)
is given by

sih Allzt

1/2
t f) (X) + (_‘ g)(x)
Al/2

(2,l8) u(x,t) (cos A

/2

if f Dbelongs to’ D(Al ) and g to LZ(Q,CB,p(X)dx).
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In fact u(.,t) 1is in the class CIGR,LZ(Q,CB,p(x)dx))n COGR,D(AI/Z))

and satisfies the wave equation

2
(2.19) g—%-+ Au = 0 for all t e¢R

dt
and

(2.20)  u(0) = f and %%(O) =g .

'

In this case u(.,t) 1is called a solution with finite energy

(cf. [30]).

Let E(K,u,t) be the restriction of the energy of u to a

measurable subset K of § :

P30y, 3 2
E(K,u,t) =5 I [ |==|  px)dx+ T [ ((x)|V.u]
255 ‘g ot ii=1 'K

(2.21)
+ 2u(x)|€ij(u)|2)dx

E(u,t) denotes the energy of .u, i.e., EGRi,u,t).

A study of further properties of u is based on a knowledge of

the spectral properties of A.

It will be shown in section 3 that there exists a compiete set
. . . 0
of generalized eigenfunctions wP’ wSV’ wSV’ wSH and wR for AO'
Thus, in this case, the solution u, constructed from AO, can be written
as a sum of wave-packets of P-plane waves and their reflections, of

S-plane waves and their reflections and of Rayleigh surface waves.

0 is [0,®) and -A0 is an absolutely continuous

operator (see [19] for definitions). This will be proved in section 3.

The spectrum of A
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Every solution u with finite energy associated with”Ao is a
. . . 3
transient state in the sense that, for every compact set K ‘in IR*, E(K,u,;)

tends to zero when t tends to +w,

The spectrum of A 1is [0,©)., Its structure is more complicated.
Its continuous spectrum is also [0,©) but A can have positive eigen-—
values embedded in the continuous spectrum. Eigenvalues can accumulate
only at 0 and +». A has no continuous singular spectrum.. All these

. results will be proved in section 5 and in the next article.

The main result of this article is the ﬁroof of the limiting

absorption principle for A.

More precisely, let :'R(z) (resp. Ro(z)) be the resolvent of A
(resp. AO) »
-1 ' -1, -
(2.22)  R(z) = (A=) (resp. Ry(z) = (a52)"1) .
Then the limiting absorption principle states that Ro(z) and R(z2)
have a limit as bounded operators in appropriate Hilbert spaces when

z tends to w2 > 0 with a positive (or negative) imaginary part and

when w2 is not an eigenvalue of A in the case of R(z).

Rigourous statements will be given in sections 3 and 5.
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3. THE SPECTRAL ANALYSIS OF Ag 1IN ]Ri AND IRE_

ABSORPTION PRINCIPLE

AND THE LIMITING

The spectral analysis of Ay in ]Rf_ has been studied in [28].
J.R, Schulenberger has transformed the 2x2 second order system of linear
“elasticity into a 5x5 first order system. This approach introduces
static solutions with no physical meaning. Here we consider the usual
equations (see [11, [4], [53, [I11]) and we follow the method developped
in [151, [16], [17], [31] and [32] in order to analyse the .spectfal properties

of A, and to construct a spectral representation for it. In this

approgch A0 in ]Ri (resp. ]Rf_) is considered as unitarly equivalent
to a direct integral of a field of 3x3 systems (resp. 2x2 systems) of
Sturm-Liouville differential operators because of the symmetry of the
problem. It is then sufficient to analyse the spectral properties of
every 3x3 system (resp. 2x2 system) of Sturm-Liouville difjferential
operators. We then construct a spectral representation for A0 from
which we deduce the limiting absorption principle. Some details are
‘given for A0 in IRE. We only give the results for Aq in ]RE

(see remark 3).

Let p = (pl,pz) € ]R2 be the conjuguate variables of (x_l,xz)

and let (g be the partial Fourier transform with respect to (XI’XZ)
1 ~1(pyx *Pyx,)
3.1) (Cg_u) (p,x3) = 5= L.i.m I]RZ e u(xl’XZ’XB)dxldXZ
for u in L20R3,€3,p0dx).
Let

(3.2) Dy = Py »

3.3y Ay =FaF
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KO is a positive selfadjoint operator in LZGRi,cB,podx) unitarly

‘equivalent to Ag-
Let

R 2 3.9 '
D(Ao(plspz)) = {u € H OR_'_’C ); a;(o) + iP1U3(0) = 0)

du2 .
| a)-(;(0) + ipyu,(0) = 0,
(3.4) du
3
(A0+2uo)ax—3(0)+1koplul (0)
+ixyp,u, (0) = 0}
and
(3.5) Ao(Pl’pz) u, (x3) =
u
2
Py + g+ 2P P42, (hging) ~ip, (\g¥llg)gam
02 Aot 2P *HoPys 0*Ho)P1P2 »=ip (A uo)dx3 u
2 .
orl O+ ) i, 24 (A +2u )p2,~ip, (A d
ol (o*HodriP, »THo T HoP  (Ag*2gIP,»miny o*”o)a§; uy
3
2
. 4 B 4 d 2

3
fpr u 1in D(AO(pl’pZ))'

2 ., . - ~
For each p = (pl,pz) e R", AO(pl’pZ) with its domain D(Ao(Pl’Pz))

is a positive selfadjoint operator in L20R+,¢3,pody) (see [171]).
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To get the spectral analysis of AO, the first remark to be made is
that A0 is the direct integral of the field
selfadjoint operators :

A : £
-~ Q -~
(3.6) A, = f]RZ Ag(py>py)dp dp,
(see [15], (171, [32]).
The second remark to be made is that the isotropic half space is
invariant with respect to any rotation around the x3-axis. Using this
property we show that for,every (Pl’pZ) # 0, Ao(pl,pz) is unitarily

equivalent to a simpler operator whose study is easier.

For every p # 0 we consider the following 3x3 matrix :

P, P, O
1

3.7 U(p>py) = TortP2 P O

0 0 |[p|
where

_ 2 2.1/2
(3'8) IP[ = (Pl + Pz) . .
We have
_1 ]

(3-9) U(p]’pz) = U(pls_pz)
and -

Proposition 3.1

For every p = (pl,pz) # 0 one has

(3-10) Ao(pl,pz) = U(pl’pz)go(lpl90)U(pl,_P2)
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As it is shown in [17] A(|p|,0) is a direct sum of two selfadjoint

operators respectively ‘denoted by Bl(|p|) and B2(|p|) and defined as

follows :
(1) .2 2. 9y
DB (Jp[)) = {{ )¢ B*®R,,€);5-(0) + i|p|uy(0) =
2/ - 3
(3.11)
du3
= (Ag*2ug) a;(—;(0) + i|p[rgu, (0) = 0}
and
2 ' -
- d 2 ‘ d
Mo 7 +Qg*2ug) [pl% -ilp| grugd g ] u:1
X3 3
! -1 ‘
(3.12) Bl(lpl) w. | = Po
3 .
d a? 2
| el Ogrugig SR AU | BN
*3

BI(]pl) is a positive selfadjoint operator in L20R+,Cz,podx;);

du2

(3.13)  DBy(|p))) = {u, ¢ H®; & O - 0}

2
: d

G4 B (pDu, = aupst —2 4 o7l (|2

. 2UIPIUy HoPo 02 HoPg IPI Uy

Xq é

B2(|p|) is a positive selfadjoint operator in L20R+,C,podx3).
In fact we have

Proposition 3.2 '

For p # 0, A(|p|,0) = (B, (|p]) ® By(|p) where T s the
following operator

\

t ot
(3.15) I (ul,uz,u3) = (ul,u3,u2) .



As well known Bz(lpl) is an absolutely continuous operator whose
spectrum is [pO/po Iplz,w). It is not the case for Bl(lpl). In fact

we have the following result.

Proposition 3.3

For every p # 0, Bl(]pl) has an unique simple etgenvalue cﬁ]plz
such that 0 < cé]p]z < (po/po)[plz.
cp > 0 s the unique solution in (0,(u0/p0)1/2) to the following

implicit equation

2 2 2
a“p a’p a“p
0,2 0,1/2 0 .1/2
(3.16) (1~ = - (1- — /2 o 0,172 _
2Ug Ho Ao*2Hg

For a proof of proposition 3.3 see [17]. This unique eigenvalue

is

for BI(IPI) is the origin of the Rayleigh surface wave and cr

its speed.

The spectral analysis of Bl(lp]) and Bz(lpl) is based on a

. formulation of the Weyl-Kodaira theory due to N. Dunford and J.T. Schwartz
(9; chapter XIII]. However the theorems given in [9; chapter XIII] are
not directely applicable to Bl(lp,). One verifies that the Dunford-
Schwartz theorems can be easily generalized to selfadjoint operators
associated with 2x2 systems of Sturm-Liouville operators in order to

get the spectral analysis and spectral representation of these selfadjoint

realizations. 1In this article we only give the results.

Finally, from the spectral analysis of Bl(lpl) and B2(|p|), from
propositions 3.3, 3.2 and 3.1 and from (3.2) and (3.6) we obtain the
spectral analysis of AO. Expansions in terms of generalized eigenfunctions
for A0 are given. These generalized eigenfunctions are exactly the
same as those used by physicists and engineers. They are P-plane waves
and their reflections, S—plane waves and their reflections and the Rayleigh

surface wave.
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,t3'17)

(3.18)

' (3.19)

(3.20)
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2 Aoty 2 Mo
P © Po S o

E= {(0) R, ; 0> cplp|)

0 3
sv = {(w) e By 5 cglp| <w < cplp|}

E

Eey = {(p,w) € Ri : cS|p| < w}

EP(MZ) = (wz/cgf|p|2)l/2 for (p;w) ¢ E and
Es(wz) = (wz/cg--lplz)l/2 for (p,w) e ESH
E3@? = ([p]2w? /D! for w < o[l

Definition 3.5

(3.21)

(1) For every x ¢ Ri and for every (p,w) € E let

1(pX,+p,X,) ey 2
. R 171 7272 1£P(w )x3

2
Yo (x3p,0) = [e Epy 2Py s~Es @)
F > oyt w72 e

4|p|(w2/c§—2|p|2)€P(w2)

152+ 4lp|%g, wHE W) -

(wz/cg—le
ig sz)x p p
e 07 Pepr £ 0h e £5wh,-lpD

2

w?re2-2]p1H? - alpl?g, e Wh)
2,2

w?ie-2]p1H% + 4]p| e, wHEg WD

. 2
iE_(wH)x
e Tt .p,yEp )]



Q.

wsv(x;p,w) =

+

22)

+

Vgy (x3p,0) =

18

(i¢) For every x € ?Ri and for every (p,w) € E let

1(p,x,+px,) . 2
{ o LT1TF272 i€ whxy o P

2, P
{? ( (w )' «”%JT*)
@137 o ggw?)!/? Tel-s® ) Tol s

(wz/C§-2|p|2)2—4|plZEP(wz)ES(wz)

(wz/cg-2|p|2)2+4|p|ZEP(wZ)ES(wZ)

N
g%y ¢ Py

( 2y 26 w?,-|pl
e -‘—p-ris(w )’TETCS(U) d VP )

4lpl @?red - 2]pPEgwh)

w/es-21p1 5 2ralp ] 2E, ) Eg (D)

. 2
1€ (w7)x
e P 3 t(Plspzsgp(wz))]

(i21) For every X € ]Ri and for every (p,w) ¢ D let

sV
1(pyxy + pyxy)
1 e
@372 wpygg i)'/
. 2
~i&_(w7)x P P
e ° 7 o Es@D g E5@ D)

w?/ed-2]pl % 2-41]p| 2g) D) EG )

+
W feg-2|p| w4 lp] 26! WD ES WD)

. 2
1€ wxy o P

2, P2, 2
e 3T Es @ s ppr8s @D leD



19

4lp| @ /ei-2]pHEg W)

(3.23) + ol
@?/e5-2]p| H 2aip| %) W E WD
2
=€ (W7)x
e T B ,pymiEs )]
{Zv) For every x € ]Ri and for every (p,w) € Eoy let
] ‘
‘ 1(pyX{5+PyXy)-
Vo (x3p,0) = l = )i /2 e 1¥1>7P2%2 cosg (m )x
SH c 3/2 20.& (w ) S
| s" Po°s
3.24) b P | .
£(- 0)
IDMAER
(v)vibr every X eiRi and for every p € R? let
. 2 1/2
1(p % +pyx,) -lpl(=(eg/ep)®)
bpsp) =g e 22 o P [a-(epleg) Dre ?
p Py
S L ~U-Geplep DR
(3.25)
\ “lpl (1= (egle D %,
= 201-(eglep) D e s
12 4 P) 2y1/2.
e TT“ (eg/eg)?) T‘r“ (e /cs) ) 4,0l
€ 18 a strictly positive constant such that
3.26)  4n’ fo (|¢R1(x;p)|2+|¢R2(x;p)|2+|wR3(x;p)|2)oodx3 =1.

0 ' . . . .
wp, wSV’ wSV’ wSH and wR are generalized elgenfunctlops for Ao.

We then have the following theorem
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3.3

For every f <in L20R+,® spodx)  the following limits exist

. 2 .
f_(p,w) = L7(E)~1lim
P _ N*W£R3

+n{|x§sN}

bp (x5p,w) . £(x)pgdx

~ 2 . —_——— ’ -
£ (p,w) = L°(E)-limf Yoy (X3P50) - £(x) pydx
sV Mo Ro0{|x|sN} SV 0
~0 12,0 .

foy(Pow) = L7(Eg)-lim [

Nooo ]Rin{[x[SN}

~ 2 .
£, (psw) = L°(E)1lim [
SH SH e R20{ |x| <}

2

f,0 = L2@)-1in [ , Vg G3p) £ () pdx

Ne R n{|x|<N}

where a.b s the usual scalar product in R

3

and

Y(x;p,w) = t(lbl(x;p,w),ll)z(x;p,u» W3 (x5p,0)) .

Let

o f=%f.,0 0 o £ =

-7 0 . _
Opf = £p, Ogy s %gvf = fgyr sy

P

f

su» %rf <

Each operator &. <s a partial isometric one such that

*

.. = 1
Moreover the following limits exist in LZGR

(¢;%P>(x>=L.i.m.fE Vp (x3p,w) £, (p,w)dpdw

3

+?

3

(3.35) <¢;VESV>(x>=L.i.m.jE Yoy (x30,0) E gy (p,0) dpdw

C ,podx) :

Yoy (®5p,w) . £ (x)pgdx

£

wsg(x;p,w).f(x)podi

R

!
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00 . 0 ~0
€3.36) (¢§stv)(x)=L.1.m.on Yoy (% P Egy (pow)dpdw .

sV

€3.37) (@;ﬁ?sﬂ)(x)=L.i.m.IE wsu(x;p,m)gsﬁ(p,w)dpdw
SH

§3.]38) __(‘";?Q (x)=L.1i.m. jmz U (x5 PYER (PIdp

i Let & be the following application
| ) 0
(3,?9) of = (@Pf,QSVf,QSVf,QSHf,QRf)

$ <s-an unitary operator from LZGRE,@3,p0dx) into

2 2 2,.0 2 2.2
,(3.40) L°(E) ® L°(E) 6 L (ESV) &L (ESH) & L"R") .,

Furthermore f belongs to D(A if and only <f

0)
f wA(IfP(P,w)|2+|?Sv(p,m)i2)dpdw £ f 0 w4|?gvkp,w)|2dpdw
E . E
(3.41) sV
s w0 | Pdpdw + [, [p]*1F () [%ap < @
R
SH
and

2 220

2~ ~ 2% 2 r
(3.42) 0D = W Eu E g, u E W T lp] Ey)

if f ¢ D(Ao).

In particular A 18 an absolutely continuous selfadjoint operatopr
whose spectrum is [0,o).

‘ The limiting absorption principle for AO is a consequence of
Iheorem'3.6. The proof will be exactly the same as for the stratified media

(cf. [6], [29]).. Thus we only give the main results for A,.
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258158y 3 3
Let s, and s, be two real numbers. We denote L TR ,CT)

the space of all measurable ¢3 valued functions on :mi defined by

si/2 /2

2;8,,8 s
3.4 L V2@, = weiaadad) U and) P uwal®l,eh) .
2;8,,8
In L ! 20Ri,¢3) we introduce the norm
s ]
(3.44) |]ul|2 = f 3 (l+x%+x§) l(l+x§) 2 u(x).0(x)dx .
0;sl,s2 ]R+
2 M381283 3 3
More generally we consider weighted Sobolev L™ spaces H 0R+,¢ )

defined for any integer m = 0 by
Z;SI’S

m;sl,sz 3

(3.45) H GR+,¢3) = {u(x);D%u ¢ L 20R3,¢3) , 0= |a| £m}

M38)s87 3 3
H OR+,C ) 1is a Hilbert space under the norm :

2 o, 2
@46 lullg, o - |aTSm 1% 155, -

We then have the following theorem :

Theorem 3.7 (Limiting absorption principle for AO)

1 1 , .
Suppose s > 7 and Sy > 35 27 RO(Z) is an analytic operator

2:;81,8 23— -8
valued function on € \ [0,%) with values in B(L 1272 u™’ 21 2y,

Then
() For any wy > 0 the ;bllowing two limits exist in the uniform

S1,S 2;-5,,-8
operator topology of B(L 1’ 2.H 1272y

x 2
-(3.47) Ro(wo) = 1lim Ro(z) .

202
*Imz>0
2381583 3 3 : £, 2
Moreover, for any £ € L ®,,C7) the function u = Ry (wg) £

verifies the differential equation
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"
o

(3.48)  (E-cDHV(T.w) + ety + wlu
(ii) For any compact interval [a,b] contained in (0,%°) let
(3.49)  J (a,b)={z € C;Rez ¢ [a,b] and *Imz € [0,1]}

+ . *
Ro(z) = R(z) 1if 1Imz f 0 and z € J (a,b)

For every & such that 6 < inf(l,s1-1/2,s2-l/2) there exists
a positive constant C depending on Ajy.a,b and» 8§ sueh that

+, . - 6
(3.50) | |Rg(z)) Ry (2] 258,08, 23-8),8, clz,-z,|

B(L ,H )

, - - 8
(3.51) (resp.[IRo(zl)—Ro(z2)|| 235,08, 25-5-5, < CIzl-zz| )

B(L ,H )

for evéry (ZI’ZZ) € J+(a,b) x J+(a,b) (resp. J (a,b) % J (a,b)).

As in [6] in order to prove the limiting absorption principle
we have to define generalized trace operators associated with Ag-

For any w > 0 let

E(w) = {p e'RZ;(p,w) e E}

EQy@) = {p ¢ B%;(p,0) € EQy) ‘
(3.52)
Eggw) = {p e R%; (pyw) « Egy!

Eg W) = {p ¢ R?;chpl = wh.

We then have
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Proposition 3.8

Suppose s; > 1/2 and sy > 1/2. For any w > 0 there exist

. 0
generalized tr§?§ oierators Tp(w), Tsv(w), TSV(w), TSH(w) and
T,(w) from L ! 20R3,¢3) into, respectively, LZ(E(w)), LZ(E(w)).

L (Egv(w;)’ LZ(ESH(N))s and LZ(ER(w)), such that for any
f e CuR,,C) :

(Tp@E) (P) = E,(p,w)

(Tgy @) (P) = gy (p,w)

(3.53) (10 @6 () = Foy (prw)

(\(TSH(w)f)(p) = %SH(p,w)

(tg@) ) (p) = Ex (@) -

Purthermore for any f ¢ LZGRE,C3) one has

|| tp @) £]] < M@ |[£]],,
P L2(E 0;s

)) 1752

(3.54)
| (resp. ||t @], |ty @], |ltgq@e], |ltg@ell J .

where M(w) <s a continuous function on (0,%).

The proof of proposition 3.8 is exactly as in [6].
. w 3
Now, for f and g in COGR+), we have

0
£R3 Ry(2)f.gppdx = By(z,f,8) + Bgy(z,f,g) + Bgy(z,f,8) +
(3.55) +

. + BSH(z,f,g) + BR(z,f,g)

where
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o
: dw
(3.56)  By(z,f,g) = fo hp(w,f,8) —
. . w -z

(resp. BSV(z,f,g), oo )

with

(3.57) . hpw,f,8) = [  E (p,0) Bp(p,w) doy(w)
E (w)

(resp. hsv(w,f,g), see )

where doP(.) is the measure on E(w) induced by the Lebesgue one.

Proposition 3.8 gives a meaning to (3.56) for any f and g in
238158y 3 4

L +,C )o
Useful properties of hP(.,.,.) are now described in the following
.. lemma.
Lemma 3.9
Suppose | > 1/2, s, > 1/2, § < ink(sl—l/z,sz—l/z) and 8 ¢ [0,1]
Then there exist two continuous positive functions M(.) and M(.ys)
respectively on (0,0) and (0,0)x(0,©) such that
(3.58) |hp (w,£,8) | < Mw) |1f||0;s s ||g|!0;s s
| 1252 1252
0 .
(resp. |hSV(w’f’g)!’ Ihsv(w’fsg)]’ |hSH(w9fsg)l, lhR(wsf’,g)I )
_ 8
(3.59) [hp (W, £,8)~hp (W', £,8) | = M(w,w)o-u"|” |]£] I‘0;sl~,sz 1l 1'0‘;5;1‘;82
(resp. [hSV(w,f,g)—hSV(w',f,g)|, cee ) )

It follows f;om the lemma 3.9 that BP(wg + ig,f,g)
(resp. st(wé t+ ie,f,g),... ) tends to a limit denoted by

BP(wg * i10,f,g) when € tends to 0,. We have
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- } 5 (p,w)gp (psw) o
(3.60)  Bp(wyti0,f,g) = PV jE R dpdu + i 5= hy(wg,£,8)
W= Wy 0

2, .
(resp. BSV(woilo,f,g), R

From the above results and from the proof of theorem 4.1 of {3]
we immediately deduce (i) of theorem 3.7. Then (ii) is a consequence
of (3.56), (3.57) and (3;59). Thus theorem 3.7 is proved.

Finally we conclude this section with three remarks.

Remark 1 ‘

As for the remarks 2.7 and 2.8 in [6] we have the following lemma

Lemma 3.10
Suppose s > 1/2 and s, > 1/2. Constder wy > 0 ‘and
2;51,32 3 3 .
f el ®,C7). Then the following statements are equivalent :
. +,02 . -, 2
(3.61)(z) Ry (wg)f = Ry(wg) £
62) (11 .20 % _
(3.62)(<%) Im £R3 Ry (wg)f-fpydx = 0
+
s -, 2 =
(3.63) (2i7) Im [ 4 Ry(wy)f.Epydx = 0
R
+
. _ 0 ~ _ -
(3.64) (Zv) Tplwg) £ = Tgy W) f = TgyWg)f = TSH(wO)f = Tpwy)f = 0
. _ - o - _ i -
(3.65)(v) TP(wO)f-TSV(wO)f = Tgy(Wwg)f = Toglwg) £ = TR(wo)f = 0 .
L
Remark 2
Consider the following Cauchy problem :
dzu
(3.66) —5 + Agu = 0

dt
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3.67) . w(@ =t o) -y

with £e DAY and "ge L aRf,c3,podx)

Theorem 3.6 implies the following representation ‘of the solution
u(t) of (3.66) and (3.67)

\

u(t,x)=L;i.m.f wP(x;p,w) [coswt ?P(p,w)+ sinwt EP(p,w)]dpdw
E

sinwt ~

+L.i.m.fE WSV(X;P’N)[COSQt ?Sv(p,w)+ ——E-—-gsv(p,m)]dpdw

Sln(.Ut ~
(3.?8) ’+L i, 0 wsv(x,p,w)[coswt fSV(p,w)+ m gSV(p,w)]dpdw
sV :
. ~ t ~
+L.1.m.f wSH(x;p,w)[coswt fSH(p,w)+ s1:w gSH(p,w)]dpdm

Eon

sin ¢ |p|t _

+L.i.m. | 2 wR(x,p)[cos cRIplt £ (p)+ ————-JF_F__ gR(p)]dp .

From (3.68) it is not difficult to deduce that wu(t,.) behaves
when t tends to +» as a sum of an outgoing P-wave, propagating with
velocity Cps two outgoing S-waves p}opagating with velocity. Cg and an
outgoing cylindrical Rayleigh surface wave propagating with velocity Cp*
This is a consequence of the stationary phase method as in [33].

Remark 3

For the half space 'RE the above results are exactly the same as
for 'R3. The only difference is that for n = 2 the operator AO has
only four generalized eigenfunctions denoted by wP(x,p,w), ws(x,p,m)
ws(x,p,w) and wR(x,p) where x = (xl,xz) € Ri and p € R. This can be

proved by following the same method as for n = 3.
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1/2 2,1/2

Let Ep(wz) = (wz/cgwpz) if w > cP|p|, Eé(wz) = (pzwwzlcP)

1/2

if cglpl <w < cplpl and £gwh) = WheEpH!? ir w > egll.

Let

E={(pw) ¢R: 5 0> cplp| }
(3.69)
2
Eq = {(p,0) ¢ RS ;5 cglp| < w < cplp|)..

For any (p,w) € E we have

) ) 2
1 1Pxg 1 “iEphx, 2
Pp(X,pow) = 5= e {e (p,—E, (W)
2 2 2 2
4p(w /co=2pT)E, (W) i€ (w)x
(3.70) + S e 5 T te wh,p)

W feg-20") 2ehp e, (0P E (WD)

@ heg20h) -4’8, wHE W) eiapcw2>x2 .

2
. (P&, (W N}
W’ 1e3-20M) 24407, (0D Eg W) g
! I ( O L
Ve (x,p,w) = 5- e e (Eg ™) ,P)
S 27 (NDOES(MZ))I/Z S

W ret-202) 2 up?e, HEWD) 1B Wx,
(3.71) I B T 5 e (Eg(w™),-p)
(0" /eg=2p") “+4p"E, ("1 Eg (W)

4p (W’ fe2-2p7) Eg () i, wHx, )
(" /eg=2p") “+4p"E, (0T Eg (w°)

For any (p,w) € Eg we have
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. ) : . 2
ipx, 1 —iEg W%, 2
(WpgEg W™))

0 1
bg(x,pow) = 7 e

@?/ei-20") P-hipE) P Eg (WD) 15,

(3.72) + “(gg?),-p)

W?re5-20") Praip?e ] wDHES WD)

bp /e i-20")Eg () £Lwhx, | )
Yy, 7,32, 2,2 N (p,igp (W™}
W’ reg-20") 244178} (WDES W)

"énd for any p ¢ R we have

: 2 2,2.1/2
ipx c -lg(1-e5/es) ke
e =ge ol He- B e T FE2

‘ c
S B
(3.73) . “(i,-(1-ci /ey !/ =P
2 2,2.1/2
c -[p|(l- co/el) TTx o
201 _122)1/2 e R'™S 2 t(i(l—ci/cg 1/2’_ T%r) )

where C 1is a positive constant. such that

(3.76)  4m? fo'le‘(x,p)|2p0dx2 = 1.
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4. THE DIVISION THEOREM FOR AO

This section is devoted to the generalization for AO -0f theorem B.|
proved by S. Agmon in [3] (see also [18], [25], [27]). This is the so
called division theorem for AO' Roughly speaking, this theorem says that

2;8158) 3 3
if the generalized traces of f ¢ L GR+,¢ ) wvanish on E(w), E(w),

0 . _ ot 2
Esv(w), ESH(w) and ER(w) then the function u = Ro(w Jf has a better

decay at infinity than it is expected from theorem 3.7.

As a consequence of the division theorem we deduce the limiting
absorption principle for A without using any explicit radiation
condition and any subsequent uniqueness theorem as the Rellich's theorem
for the Laplacian in R™. Moreover the division theorem enables us to
prove decay properties on the x3—direction of the eigenfunctions for A

associated with the strictly positive eigenvalues.
Thus we have

Theorem 4.1 (the division theorem for AO) s
—_— ;slss

Assume s; > 1/2 and Sy > 1/2. Let £ ¢ L 20R3,¢3) and
let o be a strictly positive number such that
0
4.1) TP(g)f = Tgy(Of = 1gy(0)f = Tgp(of = 1z (0)f =0 .

Let ;1 and 32 be two real numbers such that

(4.2) ~ s,-1 if 1/2 < s, <1
s, = | 1
0 if 1 < )
and
22,< inf(2s -3/2,s,~1) if 1/2 < s, < I
(4.3)

o
N
A

inf(231—3/2,32/2-1/2,1) if 1 < Sy
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Then

2;sl,s2 3 3

(4.4)  Rg@HE = R (6DE € L ®2,c%)

and

+, 2 '
“4.5)  ||Ry(o 15,5, < M@ Helloss, s,

where M(.) <8 a positive continuous function on (0,») depending

only on $15y and Sy

Remark
Continuity of M(.) is useful in proving that the positive eigenva-

lues of A can accumulate only at 0 and +o,

The proof of theorem 4.1 is very long and depends on several

- propositions.

We have (cf. section 3)

]
4.6) 4y =FRF-F S, uepn,(|p])8B,([p1)M (R, -, dpIEE
: PR
For any z ¢ € \ [0,°) let
R (2) = (8, (|p])-zD7" and Ry(2) = (B, (|p))-2D)7! .
We then have
,_l 0 _
(4.7) Ro(z) =$ ( f 2 U(Plspz)H(RI (Z)QRZ(Z))HU(PI,‘Pz)dP)g .
R

Assume s > 1/2, sy > 1/2 and f € L20R3,03). Let

(4.8) B(P,vx3) = t(gl(P:XB)_’gz(P’x3)383(.13,1{3).) = U(p]’-pz) (gf) (P’x3)



32

and

(4.9) g' (pyx3) = (g,(P,x5), 83(p,%x3)) .
2;0, S, 3 3

Thus g e L GR ,C dpdx3).

The method used in section 3 gives a meaning to R?(oz)g' and to

R;(oz)gz. Thus we have
(4100 GRG0 (brx3) = Ulp) 2N E] (07" (b, )8R (D)g, (s )) (x5 -

Thus the proof of theorem 4.1 is the consequence of (4.10) and of a
‘careful study of Rf(bz)g'(p) and R;(Oz)gz(p).

First of all we have to give definitions of several analytic functions

&
in the cut complex plane

(1) Es(z) denotes the branch of (z/c Ip] 1/2 on C\[—w,c§|p|2]
such that Regs(z) > 0. '
i~ 2 2,1/2 2 2
gs(z) denotes the branch of (z/cs-]p| ) on C\[cslpl
such that Img (z) > 0.
X 2,1/2 2, |2
gé(z) denotes the branch of (|p| z/c on G\[cslp| »©)
such that Regé(z) > 0.
(ii) £,(z) denotes the branch of (z/c%-]p]z)l/2 on C\(-w,c§|p|zj
such that RegP(z) > 0.
2,1/2 2 2
EP(z) denotes the branch of (z/cP Ip| %) on C\[cP|p| s®)

such that ImEP(z) > 0.
2.1/2

Eé(z) denotes the branch of (|p|2—z/cP) on m\[cgip|2,w)

such that Regé(z) > 0.
One verifies that
(4.11) Imgs(z)lmz >0 and Imgé(z)lmz <0 if Imz # O.

Moreover one has
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(4.12)  Eg(2) = Eg(2) = iEl(2) and £p(2) = Ep(2) = if(z) if Imz > 0

and

4e13)  Eg(a) = Eg(2) = ~iEL(2) and Ey(2) = ~Ep(2) = -iE}(2) if Imz < O .

4.1. Study of R(c%)gy

Let
(4.14)  v(p,x4,0%) = (R;(§2)g3(p,.))(x3)
We then have
- Proposition 4.2 ) ' o

, 255158, 3 4
. Suppose 5 >.1/2 and s, > 1/2. Let f e L ®,,C7) and
let o be a strictly positive number such that

(4.15) TSH(c)f =0 .

Let 8§ be a real number such that

(4.16) § < inf(ZSl-l,sz~l/2) if 1/2 < §, < 1
(4.17) § < inf(Zsl-l,s2/2,3/2) if 1< Sy -

Then

V(-,-,Oz) = R;(G?)gz = R;(cz)g2 € LZGRi,(I+x§)6’l/2dpdx3)
and
418)  [[ve, 0] . < 5@ |lel o,
2.3 2.8-1/2, 38128
L QR+,(l+x3) _ dpdx3)
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J' where Mé(') 18 a positive continuous function on (0,«).

(4.15) is equivalent to

o]

4.19) IO éOSES(OZ)#3 g8,(p,x5)dx, = 0 for lp| < o/cS .

Let X1 (resp. XZ’XB) be the characteristic function of (O,G/CS)
(resp. (o/cg, V2 aleg), (/7'0/05,”))- '

Let

(4.20) v (p,x5,2) = X; ([pIv(p,x5,2) = xi(Ipl)ERZ(Z)gz(p.o)J(x3)

i=1,2,3.

vi(p,x3,z) has a meaning for z ¢ C\[0,x). vi(p,x3,02) will be
defined as the limit of vz(p,x3,z) as z tends to ‘02 such that

Imz > O.

After having estimated each vi(p,x3,02) it will not be difficult
to show as in [6] that

w

2y _ 2
4.21) v(p,x3,o ) = ii] vi(p,x3,0 ) .

4.1.1. Definition and estimate of vl(p,x3,02)

- e e e wm e em em me e e e ee e mm e e em e

¢l(p,x3,z) = cos Esgz)x3 and ¢2(p,x3,z) = exp i«‘;s(z)x3 .

It follows from theorem XIII.3.16 in [9] that

X
V1 (P’XB’Z) =i X1(|p|)(ngs(z))-l[¢2(p,x3,z) f 3 ¢1(P:Ysz)82(P’Y)dy
. l 0
(4.22) . |
+ ¢, (pyxg,2) fx $,(P,y,2)8,(P,y)dy] .
3
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Letting vl(p,x3,02) = lim vl(p,x3,z), we Bget . ..
. z+0'2<
Imz>0
2 2, , 2. .-1 -igs(oz)x3 X3 2
vy (Pyx3,07) = ix, ([P (egEg(a™)) e [y cosgg(0™)ys, (p,y)dy
4.2 b o iEg(eDy
+ cosgs(O )x3 f e gz(p,y)dy].
X
3

From (4.19) we deduce that

' . 2
o ® iE,(07)y
V) (Psx3,07) = ix; ([ (e3Eg@®N ™! [ [costgloDxg e °
X
(4.24) 3 |
2 it’,s(oz)x3
—cosgo(c)y e 18, (p,y)dy.
We ﬂave
iax iay .
(4.25) |e 3. e | < 2Y |a|Y |x3—y|Y for 0 <y <1
Thus (4.24) and (4.25) imply
4.26)  |v;(yx5507) | = Cx (o) BNV [ [xgmy|Y]g, (pay) [y
X
: - 73

For o such that 0 < ¢ < sz-y-l/Z we have

©

Y-s _
“.2n [ awh ey scand)™.
X
3 .
Therefore
| . .
(4.28)  |v)(psx3,09 |7 < Cx ([p]) (Eg (@™ D 14xDy ™ I (1+y%) ?|g, (p,y) | ay .

Let (|p|,6) be the polar coordinates of p. The first remark to be made

is that [
< |p
1,2 .
B " (R") for almost every 'y > 0.

|=x Igz(p,y)|2|p]d6 has a meaning because g,(.,y) is in
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The second remark to be made is that the function |p| -+ (58(02))—B

is integrable on [O,G/CS) for B < 2.

From (4.26) and these two remarks we deduce that vl(.,.,oz)

verifies (4.18).

" Remark
Just note that in the following the Young's inequality, the

Peetre's inequality and this estimate :

4.29) [ e ¥(I+y)%dy < T(1+s)e® a1*8) | a5 0, 1es > 0
0

will be often used without mentioning them explicitely.

4.1.2. Definition and estimation of_ vz(p,x3,02)

- ws e ww ew s e em em e e e Am e me em  em e e e

[}

¢](p,x3,z) = ch gé(z)x3 and ¢2(p,x3,z) = exp(-&é(z)x3) .
We have

- X
vy (psxq,2) = xz(lpl)(cgig(Z)) l[¢2(p,x3,z) f03 ¢, (P»y>2)8,y (p,y)dy

+

¢, (psx5,2) fx 95 (P»¥,2)8,(p,y)dy]
3

and as in 4.1.] we get

2
o1 “Eel0Dx, x
vz(p,x3,02) = xz(lpl)(C§€é(02)) e 78 3 f03 chﬁé(cz)y 8, (p,y)dy
(4.31) ) " -&é(oz)y
+ ch £¢(0)x, fx e g,(p,y)dyl.

But in order to estimate (4.31) we cannot use (4.19) as for vl(.,.,oz)

because we have |p| > o/c in the case of v (.,.,02). Instead we
S 2 -
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adapt to our case the method followed in the proof of theorem 3.5 of [6].

~ Let

2

- 2 - -
@32 p' =p |p|”t cs-lplz)l/2 =p || 0P

(2] _(gé(oz))z)l/z

and in order to simplify let

ES(UZ) = (OZCEZ_lp,lz)llz ahd gé(oz) - (Ip|2_02C;2)1/2 .

One verifies that v]p'] < O/CS and ES(OZ) = Eé(oz).

From (4.19) and (4.31) we obtain

2 & 2
(4.33) Vz(Pax3’0 ) = jE] sz(P’x3,0 )
with
‘ 2_,, 2.1 _,
sz(Prx3’02) = X2(|p|)(csgs(0 )) ! sz(PaX3,02)
and
2
_ =El(0T)x, x
vél(psx3,02) = e S 3 j 3[Ch€§(02)Y‘COS€S(Uz)ngz(P,Y)dy ’
o2y
2, TEg(0)x3 x4 2
Voo (PrX4y,07) = e cosgo(07)yle, (p,y)-g,(p',y) Jdy -,
(4.34) ) , = £y _
V53 (PsX3,07) = chEg(a)xg fx e 7 [gy(my)-gy (') ldy ,

3

. 2, 2,
© - = (0%)y  -Eg(0T)x

véA(p,x3,02) = f [chgé(oz)x3 e . - e S 3 cosEs(cz)y]
X

3
go(p'»y)dy .

But we have the following inequalities
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2
E5(07)y
.35 lengg@®)y - cost (@Py| = M ELE@N T awDe ST T 0 sy <1
' ‘ s
(4.36) II | |2, @38, (") 120 < 1 E@NVrCexiend) e x 3,512
P|=T
dxldx2

if 0<y <1 and Yy < sl-l/2 s

&30y e-&é(oz)x3

(4.37) |chel (0%)x, e cosEg(02)y| < M (£L(@®))Y (1ayDyY/2

if 0y <1l and O < Xy < Y.

From (4.35) - (4.37) we easily deduce that each v verifies (4.18)

2]
with, respectively,

§ < 82-1/2 if 1/2 < sy <1 for Vou

§ < inf(32/2,3/2) if 1 < s, for Vo
§ < inf(2s1—1,2) for Voo
§ < s2-1/2 for v,, and Vour

Thus v2(.,.,02) verifies (4.18).

4.1.3. Definition and estimation of v3(p,x3,02)

v3(p,x3,02) is also given by (4.31) with x3(|p|) instead of
xz(lp]). Estimation of v3(p,x3,02) is very simple because we have
Eé(oz) 3 o/cs. In fact v3(.,.,02) verifies (4.18) with § = sz+l/2.

As for the remarks 2.7 and 2.8 in [6] we have R;(Oz)g2 = R;(oz)gz.

This concludes the proof of proposition 4.2. Q.E.D.
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Let 1n be a strictly positive number such that 0/cS+n,< O/CR—n.
Let ¥, (resp. X2» X35 X4s Xso X) be the characteristic function of
(0,0/cp)  (resp. (d/cp, a/cg), (o/eg,aicgtn), (o/cgtn,o/cg=n) u (c/cg+n,=),
(o/egn,a/egtn), (0,2) \ [o/cp-n,0/cp*n].
Let
t
(4.38) W, (p,x5,2) = X3 ([PIR(2) "(g)(Ps.)184(Ps)) (xg)
where z ¢ C\[0,®) and i =1,2,3,4,5, and
' 2 + t
w(p,%3,0%) = X([p]) R} (D) “(g;(ps)sgy(p,.)) (xy)

We then have

Proposition 4.3

2;81’52 3 3
Assume s; > 1/2 and sy > 1/2. Let f ¢ L ®,,C") and let o

be a strictly positive number such that

_— —_0 _
(4.59) Tp(0)f = Ty (0)f = 15, (0)f = 0.
Let & be a real number such that

(4.40) § < 32—1/2 if 1/2 < s, < 1

(4.41) § < 52/2 if l < s, <3/2

2
(4.42) § < inf(sz/?,Zsl,S/Z) if  3/2 < Sy
Thén

W(es509) = x(| DRI D) F(g).ey)

2,6-1/2

= x(1.DRJ®) “(g),ey) « L2®], €3, (1ax 3)
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and

2
(4.43)  ||w(.,.,00]] - < Mg(o) ||£l],.
R chlRf,a:z,(lmg)‘S I/dedx3 § 055158,

where M5(') 18 a positive continuous function on (0,).

Let IR% denote IRZ when p = (pl’pZ) are the variables.

We then have

Proposition 4.4 ‘ 5

381282 3
Suppose s > 1/2 and 5y > 1/2. Let f € L @,
o be a strictly positive number such that

E3) and let

(4.44) TR(O)f =0.

Let & be a real number such that § < Sy
Then

inf(sl-l,O)

2 _2;8-1/2 2
ws(.,.,c ) e H GRP,L

®,,E",dx,))

(4.45) < Mg@|£]] .

2
||W5(o,-so)|| inf(Sl—l,O) )
®,,¢%,dx,))

S
T2
H GR%,L 1

2:;8-1/2

where MG(’) 18 a positive continuous function on (0,).

As a consequence of (4.18), (4.43) and (4.45) we have

4-46)  xg([pDIR](0D)g' (,2) 0 By (06D)gy(p,.)) (xg)

inf(sl—l,O)

c H GR%,LZ;ﬁ-l/Z 2

CR_'_,G: ’dXB))
and (4.7) will enable us to show that

F o6 p)x5 (1P IR} (0P8 (8RS (6D, (p) NI (x; 1%, 5x5)
(4.47) ' 235,,6-1/2

3 .3
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where ;l is defined in theorem 4.1.
Thus theorem 4.1 will be a consequence of propositions-4.2-4.4.

Let bl(lp|) be the 2x2 systeﬁ of ordinary differential operators
given by the r.h.s. of (3.12). The wi(.,{,oz) depend on solutions of

b ([phé = o%.

More precisely let

“ilplx 1/2

4.48)  dplxgilplioD) = 2me  (opgE @) M (x5, el o)

where wP((xl,x3),|p|,0) is given by (3.70)

"i|p 1/2

|x
(4.49) ¢S(x3,|p|,02) =2Te 1(00055(02)) Vg ((x)5%4),]p],0)

where ws((xl,x3),|p|,0) is given by (3.71)

-ilp 1/2.0

0 2, _ ES 2
(4.50)  $a(xy,|pl,0%) = 2T e (00gEg(0)) Vg ((x),%5) 2] ,0)

where wg((xl,x3)Jp|,0) is given by (3.72)

-i|p|

X
(4.51)  dp(xg,]p]) = 27 e ! Yp((xp>%3) 5 ])

where wR((xl,XB),lpl) is given by (3.73).

Remark that the r.h.s. of (4.48)-(4.51) depend only on 02.

We have
- 2 2 2
4.52) b (|p]) dplxy,|pl,0%) = %0p(xy,lp],0%),  ete...
2 2
4.53)  by(pl) ¢p(xg,lpl) = g |pl® dp(xg,lpD

The following lemma is proved by computation
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Lemma 4.5

— 2;sl,s2 3 3
Suppose s > 1/2 and s, > 1/2. Let f e L R,,C”) and let
0 be a strictly positive number. Let g(.) be given by (4.8).
Then

(1) 1p(0)E = 0 if and only if

” 2 2, . ]
(4.54) fo [¢P](X3s|p|’0 )gl(p’XB)—¢P2 (X3,|P|,O' )83(P’x3)]dx3 0 for |Pl<0/cp
(ii)TSV(G)E =0 <f and only if

° 2
(4.55) £[¢sl(x3,|p|,02)gl(p,x3)-¢52 (x4, P,07) 84 (psx5)1 dxy = O for |p<o/c,
(411)19,(0)E = 0 if and only if
(4.56) fw (o, (x | | 02) (p,x )-¢O (x | | 02) (p,x,)}dx = 0Vfor o/c <||

. 3 g1 \¥3» Pl gl P> 3 S2 3 Pl 83 P» 3/ p-IP

<0/cs
(Zv) Tg(0)f = 0 if and only if

(%jf7) é [5Rlix3,|p|igl(p,x3)+ $R22x3,|pI5g3(p,x3X]dx3 = 0 for |p|==o/cR .

4,2.1. Definition and estimate of wl(p,x3,02)

In this section let ¢P(x3,|p|,z) (resp. ¢s(x3,|p|,z)) be the function
we get from (4.48) (resp. (4.49)) by substituting EP(z) (resp. Es(z))
for EP(O) (resp. gs(o)).

Let

iEp(2)xg ¢
e

@P(x3,|p|,z) (|P|,€P(Z))

(4.58)
i . (2)x
e 53 HEy(@),-lpl) .

g (x4, 1p],2)

All the ¢ and ¢ satisfy bl(]p|)¢ = z$. By adapting the proof
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of the corollary XIII 3.13 in [9] to our case we obtain

Ead
™M~

. 1
WI(P,X3aZ) = .E le(PaX3,Z) = . IXI(Ipl) waj(P,X:;,Z)

j=1

for Rez > c%lplz and Imz > 0 where

x N
Wil(p’XB’z) = (EP(Z))—IQP(X:%,lPl’Z) J’03[¢P1 (y,lpl,z)gl(P,Y)
(4.59)

¢P2 (v, IPI ’Z)g3(PaY)]dy

’ X
Wiz(p’x3yz) = (gs(z))-lq)s(x3’lp',z) f03[¢sl(y,|PI,z)8l(P»Y)
(4.60) »
- 952y 1pl2)83(sy) 1y

Wl a(sxy,2) = (Ep(2)) 0p(xg,lplsz) [ [0 (v,lpl,2)8, (2oy)
(4.61) *3

- @PZ(Y3IP|’Z)g3(PsY)]dy

Wi4(P,X3,Z) (ES(Z))—1¢S(X3, |P| »2) J’X3 C CI)Sl (YsIPI ’z)gl (paY)
(4.62)

-‘1?52(};, Ip‘ :2)83(p’Y)de .

If z tends to 02 with a positive imaginary part we get

g I S

. ) )
w]j (P,X3,O ) =

[ g B

2
Wl (Psx3s0 ) = .

. 1 2
ix,; (Ip]) =5 w'.(p,x,,0%)
] ! 202 1] 3

1 j=1

where the w;j(p,x3,02) are given by the r.h.s. of (4.59)*(4.62) but with
2 2 .
EP(O ),¢P(.,.,0 ) ... 1instead of EP(z),¢P(.,.,?)

Moreover it follows from (4.54) and (4.55) that we have

. 2, _ _ 2,\-1 2, 2
(4 ] ) Wll(p,XB,U ) = (EP(O )) ®P(X3,|P|,U )fx3[¢P1(y’|P|,0 )gl(p’}')
.63 ' .
= ¢P2(y9[p|’02)g3(P’Y)] dy
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Wiz(p,x3,02) = *(&S(oz))"l%(xylpl,oz) / E¢51(y,|p|.02)gl(p,y)
(4.64) *3
= b5, 21,098, sy 1dy .

Let us remark that

2.0/2

4.65) 163 lplioD] = € (Ep@NT4yH? for 05y <1, im1,2 .

Thus from wiB(p,x3,02), wi4(p,x3,02), (4.63), (4.64) and (4.65) we get
4.66)  |w) ;(psxg,07)] scxl<|p|><5P<oz)>Y“<1+y2)'”2<f: (1452 g oy | a2
if 0<ys<1 and T < s,-y-l/2.
Finally wl(p,x3,02) satisfies (4.43) with 6<s2—l/?.
4.2.2. Definition and estimate of w2(p5x3,02)

We now consider analytic extensions of the functions ¢(x3,|p|,z)
and <I>(x3 |p|,2) from the. upper halfplane {Imz > 0} into the lower
one {Imz < 0} through the interval (cs|p| |p| . For that
it suff1ces to substitute 1EP(z) for Ep(z) in ¢P(x3,|p|,z),
¢S(x3,|P|,Z) s QP(X3,|P|,Z) given in 4.2.1. ¢S(x3,|p],z) remains

the same.

We keep the same notations for these analytic extensions as those

used in 4.2.]1 but we must remark that with these notations we now have
(4.67)  do(xq, |p],0D) = 62(xa, |p] 0%

. S 3’p’ S 3’p’
where c/cP < |p| < o/cS and where ¢g(x3,|p|,02) is given by (4.50).

Thus for z ¢ € such that cé[p]z < Rez < cI2,|p|2 and Imz > 0

we have
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B~

(4.68) w2(p,x3,z) = & 2j(p,x3,z) .

Each )3 is deduced from thevcorresponding Yi; defined in 4.2.1
by substituting in it )('2(|p|)(22‘£1':,(z))—1 (resp. ix2(|p|) (2z£s(z))—l)
for ix,(|p]) (228,(2)7" (resp. ix(p]) (2eEgan ™).

. : . 2 2 .
As in 4.2.1 we define wz(p,xs,o ) and wzj(p,x3,0 ) (j=1,2,3,4).

(4.67) enables us to use (4.56) in order to transform Wy, as we have done

for Vi and Wi in 4.2.1. We have
‘ .
2 2yj2 Gp(Y)%y
(4.69)  |dp; (x3,]p],0)] = C (Ep(o NY 1+ e
<

5.70)  Jog; Cegs [pl 00| < € €02 T (1axyY2

A
—

for i =1,2 and 0 s ¥y

(4.69) and (4.70) enable us to estimate each w2j (j=2,3,4) as
Wy in 4.2.1.
J

Vo1 needs a more careful study, especially when 89 > 1.

First of all for § and 7y such that 1/2<s, <1, §< s2—1/2

Sp» 2 =

and 0 <y < 1 one has

|w21(p,x3,02)|(1+y2)(6—1/2)/2 <

(4.7 9
~£1(0%) (x5-9)
e

BT 0 sy |H IO

cx, (e X
Z 3 Ay 2 g,y |dy

and in that case Yo has the same behaviour as w2j (j=2,3,4).

When "> 1 we proceed in the same way as we have done for

°2
vy(xq,|p[,0)  in 4.1.2.
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Let ¢ be a strictly positive sufficiently small number such that

o/cpte <oleg. Suppose o/cP < |p| < o/cpte  and let

1/2

4.72)  p' = plp| T 0P - @2 = plp| THaotep - p| B2 L

We have |[p'| < o/c;.

Let

p,I2)l/2 2,1/2

4.73) &% [p']D) = @ ep- , €307, [p]) = ([p|?~0?/cD)

4.78)  gglot,[p]) = @2 red-|p| B!/

» £g(02,[p']) = (ozlcg-l'p'lz)”2 .
Let

4.75)  FCxgnlpl,lp']0D) = i d(|pl, e[, dpCxq, [0 [ ,0%)

where

(0% /eg-2[p" |1 2+4]5" | 2, 0%, [p* DEg (02, [p'])

(% /e5-2]p| 2441 ]p] %23 0%, [p])Eg (0%, )

d(lpl,lp'l,cz) =

It follows from (4.54) that Wy, can be written as

2 5 2
wzl(p’x3’0 ) = 'EI W21’j(P’x390 )
(4.76) ]
2 2 ] 2 -1 ' 2
= I x(p[)(207gh(0% [p])) T wy, 5(Prx3,0%)
j=1 ’
where
W (kD) = boxas [p,0D) ] 2lon (30 p],0D)
21,1'Pr¥3e pr¥32 PO tep Y 1P
(4.77)

= $1(Y9!p|slp'|’02)] gl(P!Y)dy
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2 2, (53 ~ L2
v31,2(Prx3,07) = 0 (x3, 1109 o7 [0, (s lpls 1R |50

(4.78)
= ¢P2(Yslp|:02)J g3(P' 9Y)dy
X3~
wél,B(p’XB’qZ) = <I)P(x3’|p|’02) f 3 ¢l (Y:Ipl’lP'I’OZ)
(4.79) C 0
(8 (pPsy)-g, (p'»¥))dy
% .
wél’4(p’x3902) = q)P(x33|p|,02) f 3 ¢2(y,lp[,|p'|,02)
(4.80) 0

(g3(p',y)-g3(p,y))dy

Wél,S(p’x3’02) = CI)P(X39IP|:O'2) J‘°° [$2(Ys|P|,!P'l,02)83(P’sy)
(4.81) | X3
3,65 lpls 10,008, "y dy

Notations used in (4.77)-(4.81) should be clear. For example
the r.h.s. of (4.77) is a function of both |p| and |p'| but it can be
considered as a function of p alone because of (4.72). In this

last case it is denoted by wél l(p,x3,02).
2

Finally it follows from (4.76)-(4.81) that L2y
any & such that § < inf(32/2 , Zsl , 281+82-3/2 » 5/2) because of the

satisfies (4.43) for
following inequalities
.82)  |[p|-lp' | = c&pa®, [p|N?

|0p; 2 11,0220, & bl [ 1,5D)] = € (Epa?, o]y Y (14y D) 3Y/2

(4.83) gI.)(02’“)”)'
e

.86 [ G lplulp' 0Pl s c (€307 o]0 1DV

for 0 <y <1,
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4.2.3. Definition and estimation of w3(p,x3,02) .

In section 4.2.3 and 4.2.4 let ¢P(x3,|pl,é),¢s(x3,|p|,z)
QP(x3,|p|,z) and @S(x3,|p|,z) be the functions we obtain from (4.48),
(4.50) and (4.58) by substituting Z,(z) and Eg(z) for £5(0%) and
&S(cz).

As before we have

(4.85) w3(p,x3,z) = ;

0~
—

W3j(P9x3sz) .

Each w3j is deduced from the corresponding le by~using the new~
definitions of ¢P’ ¢S’ @P, @S and by substituting EP(z) (resp. Es(z),
X2 (|p|)) for EP(z) (resp. Es(z), Xl(|p|))' When 2z tends to
o° with a positive imaginary part, we define w3(p,x3,02) and

2
W3j(PsX3s0 )-
We now have (i = 1,2)

2
~Ep(07)x
ce P 3

IA

|0p; (x5 | Bl 67

(4.86) 9
Eé(ﬁ )x3
e

A

2
|¢Pi(x3sipl90 >| Y

gé(oz) >C>0

2 2
(4.86) enables us to show that w3l(p,x3,o ) and w33(p,x3,0 )
both satisfy (4.43) with § = sz+1/2. Furthermore we have

2
-£4(07)x
Ce S 3

IA

2
Iési(x3:|pl30 )l

(4.87) L2
2 e‘gs(OF )xq

IA

I¢Si(x3’|pl’02)| CY(Eg(oz))Y(l+x§)Y/

with 0 < vy < 1.
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(4.87) enables us to show that w34(p,x3,02) satifies (4.43) for

any,&cS such that § < 32—1/2.

When 1/2 < Sy < 1 these estimates show that w32(p,x3,02)
~satisfies (4.43) for any 6 such that & < s2-1/2. When S9 > 1 the

study of LEY) is the same as for in 4.2.2. 1In the same

W
21
way we consider a strictly positive sufficiently small number € and

suppose o/cg < |p| <o/egte. Let

.88 p' = plpl T 2%/l oD = plpl T 0P - E 0PN D2
(4.89) Eé(02,|p|) = (|p‘2_02/c§)1/2 , Es(éz,lp'l> = (oz/cg-[p'lz)l/2
4.90) g5 Ipl) = (pl2=%eB)!2 L gretlp D) = (p' 120D

Let

.9 g lplulp' 0D = id(lol,p'],6D 036xq. [p' |07
where

@?/eg-2]p 1) %44ilp' |25 0%, I DGR, [0 )

(0% /cg-2]p) %4 ]p] % 0%, o128 (0%, [0])

%.92)  d(p|,|p'],0H =

~ Remark that $O(x3, Ip|,|p'] ,02) satisfies (4.56). Furthermore we

have

135 e ol 1ot 1,690 (egs Il ,0%) = €L (83007, ). (1) 3Y/2

| (4.93) Eé(02:|P|)x3
e .

when 0 < vy < 1.
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Finally following the same method as in 4.2.2 we show that
w32(p,x3,02) satisfies (4.43) for any § such that i
§ < inf(sz/Z,Zsl,281+52~3/2,5/2) when sy > 1. ’

4.2.4. Definition and estimate of w4(p,x3,02)

The study of w4(p,x3,02) is very easy because when x4(|p|)
is different from zero, ¢° belongs to the resolvent set of Bl(lp[)
and Eé(cz) and Eé(oz) are larger than a strictly positive constant.
w4(p,x3,z) can be written in the same way as w3(p,x3,z) with X4
instead of X3 Finally we verify that w4(p,x3,02) satisfies (4.43)
for & = sz+l/2. .

+, 2, t -2\ t
4.2.5. x([.])R1(02)_"(97129) = x(L-[)Ry(c") 2(97,9,)
is proved as in [6] (see remarks 2.7 and 2.8).
This concludes the proof of proposition 4.3. Q.E.D.

wy is dealt with in the same way as 34(p,y,u) in section III.4

of [6] (see (3.138)). Recall (4.9) and (4.51).
Let
4a94)  wg(prxg52) = xs(|PER (@) bg (g, 0] (e2]p] 227! + u(pyxy,2)
where
u(p,x3,z) = ws(p,x3,z) - i%icé . 9 (c§|p|2-z')(c§|p|2-z)-lw5(p,x3,z')

(4.95) gf{(P) = é g'(P,X3)-5R(X3, P )dx3

When 2z is not equal to c§|p|2, z is in the resolvent set of Bl(|p|)
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and ws(p,x3,z) can be written in the same way as w3(p,x3,z) (see 4.2.3)

but with X instead of Xj.
Let

(4.96)  D() = (z/ei-2]p|H%-4p| Ep(2)E4(2) = (zcplp| DD (@)
Note that D'(cﬁ!p|2) # 0.
Let

Tp(xs5|p]52) = D(2)dp(x3,[p],2)
(4.97)

Tg(xy,]p],2) = D(2)05(x5,p],2)

where o, (x,,lp|,2z) and ¢.(x,,|p|,2) are defined in 4.2.3.
P"3 $'73

u(p,x3,z) can be written as follows

£~

(4.98) U(P,x3,z) =, le uj(Psx3sz)

where
(4.99) U, (PsXqs2z) = X (|p|)(2(z-c2|pl2))—l(u' (PsXq,r2)=ul,( vx z))
. J ;) 3’ 5 . R J'l b} 3, j2 p’ 3’

Each uéi is defined as follows. Let

1

ep(2) (Z€§(Z)D'(Z))_

(4.100)
1

eg(2) (ZEé(Z)D'(Z))_

Then
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X .
Uil(PsX3,z) = ,r03 L eP(Z)QP(x:}’ Ipl ’Z)FPl(y’ Ipl ,Z)-eP(Clzzlplz)
(4.101)

2 2 2
QP(X3)|P! sCRIPI )PPI(Y9 Il)l ’CRIPIZ)] gl (P,Y)dy

uiz is deduced from uil by substituting PPZ and g, for r and

Pl
1 | : ' ] . .
g1+ Uy (resp. u22) is deduced from ugy (resp. u12) by substituting

the subseript § for Pp.

Moreover

uél(psx3:z) = i [eP(Z)FP(x3slp|’Z)QPI(Y9IP|9z) -
3

2

(4.102) - ep(elp| HTp(xq, ol cilpl D)
o, (v, |pl,c2lp| g, (pry)d
Pl YsiP|» R P gl PsYyJ)ay

' . ' . . ..
uzy is deduced from u 1 by substituting in it QPZ and g3 for

3
®Pl and g

] 1 4 1 |}
U (resp. u42) is deduced from uz, (resp. u32) by

substituting in it the subscript § for P.

' 2 . . . . ,
uji(p,x3,0 ) 1is defined as the limit of uji(p,x3,z) when 2z tends
to ¢~ with a positive imaginary part. Let

(4.103)  uy(pyx3,07) = x5(|p]) 2(oP=cg|p] )7 (u]) (Buxg0P)-ul, (x5,67))

) 4
(4.104) u(p,x3,0 )= I

2
; uj(P,X3,0 )

1
As in theorem 3.6 of [6] one shows that u(p,x3,02) satisfies
(4.43) with § < Sy

(4.57) shows that Eé(p) =0 for Ip] = c/cR. From this we deduce
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s, -1
1 2 _2,s 2
(IRP,L ®,,C ,dx3))

that ws(.,.,oz)—u(.,.,oz) belongs to H
(see Lemma 3.7

for any s by using decreasing properties of ¢R(x3,|p|)

of [6]).

This concludes the proof of proposition 4.4, Q.E.D.

5. LIMITING ABSORPTION PRINCIPLE FOR A

In this section we give two proofs of the limiting absorption
principle for A 1in appropriate Hilbert spaces. The first one uses
the method of D.M. Eidus ([12], [13]) and the theorem 4.1. The
second one uses the method of R. Phillips [22] (see also [20]) and
the theorem 4.1 too. Phillips method enables us to prove that the
extended resolvents of A are locally Holder continuous as functions
of z with values in bounded operators on appropriate spaces (see

theorem 5.2).

Let us méntion the main differences with the case of perturbed
stratified media [6]. First of all the boundary of § 1is unbounded
for the perturbed isotropic half space with a free boundary. Furthermore
if y() isin Cy®’) and if YG) =1 for |x| <L and if u is
locally in the domain of A, it is not necessary true that Yy is in the
domain of A because Yu does not necessary Satisfy the free boundary

condition.

This difficulty is solved by the following lemma.

Lemma 5.1 \
There exists a bounded linear transformation %5 of H3/20R2,G3)
into H3GR3,¢3}--such that for every h ¢ H3/20R2,C3) the '

extension u =%5h satisfies
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(5.1) “0613(u)|x3=o =h uO€23(u)|x3._.0=h2 s 033(u)|x3=0 = h,.

If ¢ isa strzctly posttive number and if supp h is compact

the extension u J%?h can be choosen such that
(5.2) supp u c {x e IR3;d(x',supp h) <e, |x3| < 1}

where x' = (%),%,) and d s the euclidian distance on RZ.

Proof of the lemma

Let

(5.3) Yo(vy) = v s Y vy =

ilx3=0

for v ¢ H30R3,¢3).

Any such extension v of h must satisfy the following system

ov

INRCAR y0(5§%)) - n,
(5.4) o
Moy () YO(&%)) - h,
BVI 8v2

AOYO(§§T'+ 52;) * (Ag*2ug)Y  (v3) = hy .

(5.4) has an infinite number of solutions. In order to choose one of

them we add the following conditions
(5.5) Yov) = vp(vy) = vg(vg) = 0

Let o ¢ C:GR) such that a(0) =0 and a'(0) = 1. The solution
u of (5.4) and (5.5) is given by

(5.6) G (prxy) = u51(1+|p|2)"1/ZQ§¥h) (»a+]p|H 1% 3)s i=1,2
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-1/2

(5.7) GF0) 4 (%) = Ograug) ™ (4[| D72 ( Gy 5 (pa( (1+]p]

and the transformation 55 defined by

(5.8) %h=u

3/2

2)1/2x3)

is a bounded operator from H GRZ,C3) into H3GR3,C3) such that (5.1)

is satisfied.

Moreover if supp h 1is compact one can choose ¢ ¢ C30R3) such
that ¢ =1 in a sufficiently small neighbourhood of supp h, then
%h = ¢u satisfies both (5.1) and (5.2). Q.E.D.
2;51,32 3
Let. $) and 89 be two real numbers. Let L (2,€7) be the
space of all measurable C3—va1ued functions on 2 defined by /
2;s8,,s s,/2 s,/2
6o 1)) = fuw s Gnged) T and) P ue ¢ L@,e?)
2;sl,s2 3
In L (2,€7) we introduce the norm
s s
(5.9) ]||u|f|2 = f (1+x2+x2) 1(1+x2) 2 u(x).u(x)dx .
05555, Q 172 3
9 m;s) S, 3
More generally we consider weighted Sobolev L spaces H @, €¢)
defined for any integer m = 0 by '
mis,8, 3 a 2;s],s2 3
(5.10) H (2,¢7) = {u(x);D™u € L @,¢”) , 0< |o] £m
MiSys8y 3
H (,€7) 1is a Hilbert space under the norm
2 o 2
(5.11) [ ul 1, = |07l ]},
m;s|,8, |a|5m 0,81,52

Let
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l;sl,s2 l;sl,s 2;sl,s

(5.12) H (Q«aﬁﬁ¢3) ={ueH 2(9,€3)}

2@,63);edu e L

where Gﬂ{ is defined by (2.11).

l;sl,sz_ 3
In. H (Q;aﬁﬁc ) we introduce the norm
2 2 2

(5.13)  [llullly = |l 7, +Hledal 1], :

Gﬂf;sl,sz l’SI’SZ 0’81’52
Suppose s 2 0 and Sy > 0. Let us remark that the l.h.s. of (2.12) has

l;-s,,-s 15s,,s

still a meaning for u in H I 2(9;2%&63) and v in H 1 2(9,033).

l1;-8,,-s
Thus u in H ! Z(Q,eﬁzm3) is said to satisfy the generalized free
boundary condition if (2.12) is verified for every v in

l;8,,8

B L 2,0,

Finally let

1;-s.,-s l1;-s,,-s
H ! 2(Q,A,a:3) ={ueH ! 2(9,@%4,63);
(5.14)
u satisfies the generalized free boundary condition}
1;-sl,—s2 3 1;—31,-32 3
H (R,A,C7) 1is a closed subspace of H (Q,Gﬁf,¢ ).

We then have

Theorem 5.2 (Limiting absorption principle for A)
Suppose s, > 1/2 and sy > 1/2.
(7) For any wy > 0 such that wg 18 not an eigenvalue for A

the following two limits exist in the uniform operator topology of
238.,8 l;~s,,-s
1’ ? H
B(L 2(9,m3),u " 20,a,6%))
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lim R(z) .

i

*Imz O

(5.15) Ri(w(z))

(22) For any compact interval [a,bl in (0,%) which does not contain

any eigenvalue of A let

(5.16) Ji(a,b) = {z € C;Rez € [a,b] and *Imz ¢ [0,1]}
+ +

(5.17) R°(z) = R(z) if Imz # 0 and z ¢ J (a,b).

For every & such that & < inf(l,sl-1/2,32~l/2) there exists a
posttive constant C depending on A,a,b, and &8 such that

[IR* 2 )-R"(z) ||

238,58 l;-s,,-s

s 2@ U 2@,a,e?)
(5.18)

< C|zl-zz|6
(resp.

[[R™(z)-R () || 2is)05, 5 li=s;u-s, ;

B(L §,¢7),H (2,A,€7))
(5.19)

< C|21-22|6)

for any (21’22) € J+(a,b) X J+(a,b) (resp. J (a,b) X J (a,b)) .

We will give two differents proofs of (i). The first one uses
the method of D.M. Eidus and the second one follows the R. Phillips

method. (ii) is proved by using the Phillips one.

First proof
In order to prove (i) by using the method of D.M. Eidus one knows
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that the main result to be proved (see [30]) is the following inequality

(5.20) R(z)f <C f
Hr@elly o o 5o el o, o

2;sl,s

for every £ in L 2

©,63) and z in J%(a,b)\la,b].

Several steps are needed.

Suppose (5.20) false. Then there exist sequences (un) in D),
2;s8,,s '
’ l’ 2

(F) in L @,€3) and (z)) in J5(a,b)\[a,b] such that
(5.21) z tends to 02 e [a,b]

(5.23) IHF“H");SpSz <1l/n

(5.24) (A-z )u_ = F_ .

By choosing si > 5y and sé > 8, and by considering, if it is necessary,

a subsequence of (un) we denote by the same symbol one then shows that
1;-87,~s

(un) converges to a limit, denoted by wu, in H > 2(Q,A,G3). This

is a consequence of Korn's inequality and Rellich theorem. Finally

we obtain

(5.25) ( ef-oPu =0 .
Let
(5.26) ' =0 n {x eIR3; |x| > L} .
2;—si,—sé 3
Then u 1is in H Q',6°) (see [21] p. 222) and the traces of

€13(u), 623(u) and 033(u) on Q' n {x eJR3;x3=0} are well defined and

equal to zero.
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Let ¢ be a function in CwGR3) sich that ¢(x) =1 for
|xf > L+2 and ¢(x) = 0 for |x| < L+l. Let _

(5.27) Ho €l3(¢u)|x3=0 =h “0823(¢“)|x3=o =B > ‘033(¢u)|x3=0 = By

It follows from lemma 5.1 that there exists an extension u of h such

"that the support of u is compact and contained in {x e?£§;|x| > L}.

Let

(5.28) u' =¢u - u
1;-s1,-s, -
u' in H ! Z(Qﬂgﬁ£¢3) satisfies (2.12) for every v in H
Letgjfo be the following operator in.gD'GRi,G3) :
A0+u0
Po

u
(5.29) oAy = - Y@ - D, uw D ®LE)
o

Then it follows from (5.25) that(GydO—cz)u' is in LZ;S’tGRi,GB)

for any real numbers s and t.

From the sequence (zn) there exists a subsequence we denote by

the same syﬁbol such that either Inz_ > 0 or Imz < 0.

Suppose Imzn > 0. It then follows from (5.23), (5.24) and Lemma 5.1

that one has

(5.30) u' = RS(GZ) @%ﬂz)u'

(If Imzn < 0 for every n we substitute Ra(oz) for R;(oz) in (5.30)).
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In fact one has (see (3.53))

TP(CJ)[(@/‘Zi()-az)u':I - TSV(O)[(G/dO_OZ)u'] - Tgv@ [(@do‘cz)u'] =
(5.31)
= 1@ty )u' 1= Tledyou'] = 0 .

It then follows from (5.30), theorem 4.1 and (5.31) that u' 1is in

12®3,6%). Therefore u is in L2(2,6%,p(x)dx).

] 1

2;-s!,s 9

1°72

3 2;s{,s
Duality between L ®,C7) and L

@,0°) is
denoted by <¢,*> .

From lemma 3.10 and (5.30) it is sufficient to show that

(5.32) I= <Rg(02)ﬁgﬂ6-02)u'],Qyﬂg—oz)u'> = <Hggyﬂ5—02)uf>
is a real number in order to prove (5.31).

Remark that the support of Qyio-cz)u' is contained in

{x e'Ri

x(x) =1 for |x| < L+2. We then have

;|x| < L+2}. Let x be a real function in C°80R3) such that

(5.33) I= <X§'xgﬁ%u'>-'02<a',xu'> .

Thus, in order to show that I 1is a real number it is sufficient to prove
that <Xﬁ,gﬁ6u'> is real.

u' satisfies the generalized free boundary condition. Thus we get
(5.34) I=/,[AVou' @.Vx) + g e, (un) @K + T2X)Jax+ 6
' 3 Lo’ VXD T Mg & Fy 9%, © Yidx.
IR+ iy =1 j 1

where G 1is a real number.

In the r.h.s. of (5.34) we are integrating on the support of V.



61

Thus one can substitute u for u' in (5.34).

But we havegyfh = 02u and u is in H | (Q,A,G3).

Therefore <Xﬁ{yﬂh> is a real number and we have

3
J = <xt.ofu> =f [AV.u Vo(xu) + 24 I €,.(u)e,.(xu)ldx
Q i,j=1 M Y
(5.35) 3
= T Ty G ) & '
j]R3 [XVfu(u.Vx) + i,§=l e 5 (W) @ o + 3 3xi)de + G

+

where G' 1is a real number.

One has A (x) = AO and u(x) = Ho for. x in the support of Vy.
Furthermore the r.h.s. of (5.35) is real. Therefore I 1is real too. Thus

(5.31) is proved.

1

Finally we prove that u 1is different from zero because we have

(5.36) Hull] = 1.

751578
Thus u 1is an eigenfunction of A and 02 in [a,b] 1is the associated
eigenvalue. This is a contradiction because we have supposed that

the interval [a,b] does not contain any eigenvalue of A.

In order to finish the proof of (i) see [6] or [30].
Second proof
Let €+ ={z ¢ €3z # 0, Imz > 0}. In this new approach we give
151,8
a construction of u = R(z)f for every f in L U 2(Q) and every

z in C+ such that 1Imz > O.

From this construction it is possible to deduce (i) and (ii).

Several steps are needed for proving (i) and (ii) of theorem 5.2.
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First steE 2. 2.
""""" 38128, ~ 381287 3
Let g in L (). Define g in L 0R+) as follows :

Tx) = gx) if xeR 0 Q

(5.37)
B =0 if x e RO\RIND)
Let
Q= {xe Q3 |x| < L+6 , x, > 0}
+ b b4 3
(3.58) k= {x € 3]x| < L+6 , x; < 0}
ot = qkuat.
Let
ug = Ro(z)g if Imz > 0
(5.39)
uy = Ro(2)g  if z € (0,%)

Let eﬁé be the restriction of Gﬂf to Q v in HI(QL,E3) satisfies

the generalized free boundary condition in Q if and only if
(5.40) fgéeﬁéy)i wipdx = fQL[A(V.v)(V.w)+2u eij(v)eij(w)]dx
for every w in HI(QL,¢3).‘

The following operator (AL,D(AL))
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D(A) = v e B @608 v e 17@"6%) and v satisfies (5.40)}
(5.41) ’ '

A.Lu =@Q{Lu s U g D(AL)

is a positive selfadjoint one in LZ(QL,$3,pdx).

.

Let and be two functions in CwORS) such that
1 2 0 .

0 if Ix[ L+2

\4

(5!42) lPl(X). = {
1 if |x| < L+l

0 if |x| > L+5

(5.43)  Y,) ={
. I if le < L+4 .

The lemma 5.1 shows that there exists 50 in H3GR3,C3) such that
Voug=uy satisfies the generalized free boundary condition on 3R.
u, can be choosen in such a way that its support is contained in

{x ¢ RO;L43 < |x| < L+6}.

Let A be a complex number such thaﬁ ImA < 0. Let

(5.44)  w =@d~N) (hpuy-ig) in QF
(5.45) w=g in Q- .
Let

(5.46) W' = (AL-A)“w .

We. then have

(5.47) (A ~Mw' =GN WpusTy) in QF

(5.48) (A -Mw' =g in Q° .
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By =g €13(UYug + ll’lw')le(’
(5.49)  hy = g £,y ((1=Y))ug + Ile')lx3=0

hy = 033 (A=Y uy + wlw')lx3=0 i

The support of h = t(hl’hZ’h3) is contained in {x € 1R3

3/2(1R2

One easily verifies that h is in H

that there exists u = (é('h) such that
(5.50) |lu]]| , - <u |[]glll,,
| H3C1R3,(B3) O’SI’SZ

for some positive constant M.

Furthermore u can be choosen in such way that its support is

contained in {x € ]R3;L < |x| < L+3}.

T(z)g = lpl([\—z) (w'—uo) + D(\pl,w'-uo)—@‘l{o-z)?x on n]Ri
(5.51)
T(z)g = (A-z)w' on QnR
where ]RE = {x € ]RS;X3 <0} and for i =1,2,3
(5.52) D, (Wyv) = - 0., (v) 2L - 2 1as (?: Wy v, s
y (¥ 1577 3wy TG00 ) k T HoVigxl Y

we have then the following lemma

;L1 < [x| < L+2}.
,C3). It follows from Lemma 5.1

9
3;‘%)]
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Lgmma 5.3
The function T(z) defined on ¢t with values in- B(L 2(Q),HI(Q))

is HOlder continuous of order & < inf(l,s;=1/2,5,-1/2). T(z2) is a

2;sl,s

R
438

»S —
compact operator in B(L *

1 2(Q)) for every .z in U

Proof of Lemma 5.3

2;sl,s2

Recall that g is in L () and let z and 2z' be in

C+. We then have

2;8,,8
B(L 1 ZGR

2;—sr-s

|lw'(z)—w'(z')|| 11 < M||RS(z)—R3(z')||
H @5 o 2@)

3
(5.53) *
-IIIgIIIO;sl,sz
where R((z) = Ry(z) if Imz > O.
It then follows from theorem 3.7 that we have
(5.54) ||w'(z)—w'(z')||Hl(QL) < M|z-zv|6|||g|||0;"spsz

if 6 < inf(l,sl—l/2,32—1/2).

From (5.54) we deduce that the first term of the r.h.s. of (5.51)

has been estimated.

Let us remark that w' belongs to 8 on {L < |x| < L+3}.

It then follows that we have

5.55) | |w' (@)= (z")]] < ulz=z' O] lel |14, .
*®12°2

H2({L<|x|<L+3,C3)

if § < inf(l,sl-1/2,sz—l/2).
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Thus the second term of the r.h.s. of (5.51) is estimated. It

is easy to estimate the third one because u belongs to H30R3). We get

(5.56) T(z)g < M |]lgll],.
and
_ 18
.51 ||T@erenel| s Mz el g g

Let I+(a,b) = {z ¢ ¢t ; @ < Rez < b} and suppose that [a,b] c (0,®)
we finally get for & < inf(l,sl—l/Z,sz—l/Z)

(5.58)  ||T(z)-T(z")||
B(L

< M6|z-z'|(S

2;s,,8
72,1t @)

for every (z,z') in J+(a,b) x J+(a,b).

The compactness of T(z) considered as an operator in
2;sl,s2
B(L ()) 1is the consequence of the Rellich theorem because the

support of T(z)g 1is contained in QL and  satisfies the cone

condition. Q.E.D.

Let
(5.59) u = (l-q)l)u0 + wlw' -

l;--sl,—s2
One easily checks that u is in H

(Q,A,GB) and that
(5.60) ef-z)u =g + T(z)g .

Let

+ . . s .
€C ={z¢C ; 2 1is not a strictly positive eigenvalue of A} .
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We then have :

Lemma 5.4
—= 2;sl,s2
For any z 1in Cc, I+T(z) <s Znvertible in B(L ).
The proof of lemma 5.4 is by contradiction.
2551,52 : -3
Suppose there exists g in L - Q) ,g#0 and z in Gc

such that
(5.61) g + T(z)g =0 .
From (5.60) we de&uce that

(5.62) d-z)u = 0

l;-s,,-s
where u is in H I Z(QaA)d:s)'

If we prove that u 1is different from zero and is an eigenfunction
of A associated with the eigenvalue 2z, this will be a contradiction
because we have supposed that 'z belongs to C:.

Now suppose g # 0 and u = 0. We then have w' = 0 in
{x ¢ QL;|x[ < L}. From (5.48) it follows that g =0 in QE. In parti-
cular w' can be extended to B _ = {x eiRi;lx| < L+6} by letting
w' =w' in QL
(5.63)

1

~ . L
W 0 in B\Q . |

One easily verifies that w' is in HZ(B+) and satisfies the

free boundary condition on 9B, .
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We have in QE
(5.64) (A, ~Mw' = (A =MW" = ed-h) (Wyu -t

Therefore

(5.65)  (fy=D) W'-hu+ig) = 0 in

~ ~ . L

Q;ﬁé—A)(w'—w2u0+uo)=—€3ﬂ%—A)u0 in B+\Q+ .

Let
=~'— 3

(5.66) w=w wzuo + ug -
Let KO be the positive selfadjoint operator in L2(B+,G3,p0dx)
associated with<3ﬁ% and the free boundary condition on 9B _. ® 1is then
in the domain of XO' It follows from (5.65) that Kow = Aw in QE
and irom (5.66) that w = -u in B+\QE. Recall that<;ﬂ%uo = zu, in
B+\Q+. We then have

3
2 2 Y
fB+(AO|V.w| + 2y ;_ |gij(w)| Ydx = IB Agw.0ppdx
i,3=1 +

b

IQL Aow.wpodx + fB_ QL Aow.wpodx-
+ +

(5.67)

2 2
A f L lw] Podx - z f L |uo| podx .
2, B\,

L

Thus the r.h.s. of (5.67) is a real number and w = 0 in QE because we

know that ImA 1is strictly negative and Imz is non negative.

Therefore
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L
+

~

(5.68) W' =Y,uy - U, in Q
(5.69)  u= (I=pDug + Y Upuy = ¥y - 5 in QL.
Remark thaf

(5.70) Yy, =¥, and Yu, =0 .

Therefore

(5.71) u = g - u in @

.. ~ . e ' .. 3
(5.71) implies that u satisfies the free boundary condition on 3]R+ .

Thus h defined by (5.49) is equal to zero aqd u = 0. Finally u = u,
in QE; We then deduce that GO =0 and w' =0 in QE. From (5.51)
and (5.61) we conclude that g = 0. Then, if Imz > 0, (5.59) and
(5.62) show that u belongs to D(A) and is an eigenfunction of A
associated with the eigenvalue z. This is impossible because A is a

selfadjoint operator.

2 2

Now suppose z = ¢g“ > 0 and 0o° ¢ G:. In this case u 1is an
eigenfunction of A associated with the eigenvalue 02. Indeed
I-= <§,R5(02)§> is a real number. This is proved exactly in the same

way as in the last part of the first proof of theorem 5.2. We then have
(5.72)  T(@F = 1o ()7 = To () = Toy (ME = T,(0)5 = 0
: P SV sV SH R )

It follows from (5.72) and theorem 4.1 that U, is in

+

L20R3,C3,p0dx). Therefore u is iB D(A). But this is impossible because
we have supposed that 02 is in C:. In conclusion we have g = 0

and the lemma 5.4 is proved by using the compactness of T(z). Q.E.D.

‘



It is now easy to conclude the second proof of theorem 5.2.

2;31,52 -
Given f 1in L () and 2z in Cc we first solve the

following equation

(5.73) f=04+T7T(z))g .

2;8,,8
It results from lemma 5.4 that there exists an unique g in L l 2(Q)

solution of (5.73).

From g and the first two steps and from (5.59) we construct u.
If Imz > O, ugy is in H20R3,¢3) and u is in D(A). From (5.60) we

then have

(5.74) u = R(z)f .

If Imz = 0 we define R+(z) by
(5.75)  u =R'(2)f .

Finally by using (5.73), (5.74), (5.75) and lemma 5.3 we easily
prove for § < inf(l,sl—l/2,sz—1/2) that
+ ot . _16
(5.76) [IR"(z)-R"(2") || 2355, 25-5,,-5, < Mg|z-z'|
B(L Q),L )

for some positive constant M depending of & and for (z,z') ¢ J+(a,b) b3
J+(a,b) where [a,b] 1s contained in C:. In (5.76) we have let
R'(z) = R(z) if Imz > O.

Of course by considering C; ={zeC;, Imz<0, z#0 and z is

not an eigenvalue of A} we get a similar result for R (z).

This concludes the second proof of theorem 5.2. Q.E.D.
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Finally by using theorem 4.l and theorem 5.2 and as in [6] we prove

the following theorem. X

Theorem 5.5
(Z) A has no continuous singular spectrum.
(72) If [a,bl Zs a compact interval contained in (0,2}
A can only have a finite number of eigenvalues in [a,b]
and each of these eigenvalues has a finite multiplicity.
(227) Let wu be any eigenfunction of A associated with a strictly

positive eigenvalue. We then have

5.77)  we n L@, (14x,) %dx) .
8<2
In conclusion let us note that for perturbations of ‘AO in ]Rf
the results given in theorems 5.2 and 5.5 are the same as for perturbations

of AO in ]Ri.
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