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PROOF OF TRANSLATION IN NATURAL SEMANTICS

Joélle Despeyrouz

INRIA, Sophia-Antipolis : .
Route des Lucioles, 06565 Valbonne Cedex, France

Abstract

We have retained the purely ‘formal system’ part of the structural operational semantics ‘a la Plotkin’,
and have named that view of it ‘natural semantics’. Numerous examples written in this semantics have
been entered in the meta-compiler Mentor + Typol. We show here that natural semantics enables us in a
single formalism, to define dynamic semantics and translation of languages and to prove the correctness of
a translation. Our criterion of correctness is the validity of two inference rules in a theory. Proofs are made
by induction on the length of the proof. We illustrate the method on an example, treated in full: translation
from Mini-ML into CAM (Categorical Abstract Machine).

Résumé

Nous avons retenu la partie purement “systéme formel” de la sémantique operationelle structurelle ‘a
la Plotkin’, et avons appellé cette vue de celle-ci “sémantique naturelle”. De nombreux exemples ecrits en
sémantique naturelle ont ete entrés dans le méta-compilateur Mentor + Typol. Nous montrons ici que la
sémantique naturelle nous permet dans un seul formalisme, de définir des sémantiques dynamiques et des
traductions et de prouver la correction d’une traduction. Notre critére de correction est la validité de deux
régles d’inference dans une théorie. Les preuves sont faites par induction sur la longueur de la preuve.
 Nous illustrons la méthode sur un exemple, complétement traité: la traduction de Mini-ML dans la CAM
(Categorical Abstract Machine).
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Abstract

We have retained the purely ‘formal system’ part of
the structural operational semantics ‘a la Plotkin’, and
have named that view of it ‘natural semantics’. Numer-
ous examples written in this semantics have been entered
in our meta-compiler Mentor + Typol. We show here that
natural semantics enables us in a single formalism, to de-
fine dynamic semantics and translation of languages and
to prove the correctness of a translation. Our criterion of
correctness is the validity of two inference rules in a the-
ory. Proofs are made by induction on the length of the
proof. We illustrate the method on an example, treated
in full: translation from Mini-ML into CAM (Categorical
Abstract Machine).

1. Introduction

1.1. Natural Semantics

The natural semantics of a language is given by a for-
mal system (a set of axioms and inference rules) which de-
fines a set of valid theorem (a theory). Theorems of interest
are, for example:

FP:a P executes to o
FPen typeof Pis w
P — P' P translates to P’

;The name natural comes from the fact that this system is
given in the Gentzen’s system style [5][1], in which we can
make natural deduction ! [17] [6]. Furthermore, semantics
written in this style appears to be rather intuitive, so that
natural may also be understood in the lay-man’s sense.
Natural semantics has its origin in the structural opera-
tional semantics most fully developed in [15]. But we focus
on the pure logical part of it. Note that natural semantics
is not intrinsically operational (for us “—” simply denotes
a predicate, and not a transition of an abstract machine),
and can even be non structural (see later on the -usual-
semantics of application in ML).

1" We use natural deduction in its first meaning in that
we don’t always write an introduction rule and an elimina-
tion rule for each constructor, so we don’t have a notion of
normal proof, in dynamic semantics at least.

This work is partially supported under ESPRIT p.348

Numerous examples, in static semantics, dynamic se-
mantics and translation, have been written in natural se-
mantics and are presented in [7]. All these examples have
been compiled and so have mechanically generated run-
ning type-checkers, interpreters and translators (compil-
ers). The programming language supporting natural se-
mantics is called (for historical reasons) Typol. The devel-
opment of Typol is an extension of the work on the syn-
tactic meta-editor Mentor [14]. It is not our purpose here
to describe this language [3][4]. It is sufficient to say that
a Typol program is a first order logic whose terms are ab-
stract syntax trees (which may be graphs as we shall see
later on).

1.2. Proof of translation

Our purpose here is to show that natural semantics
enables us (in a single formalism) to define dynamic se-
mantics and translations, and to prove the correctness of
these translations. Let’s recall the usual diagram L. Mor-
ris:

L 5 I
1 2
SD(L,) —» SD(Ly)

where the dynamic semantics of L; is given by a seman-
tic domain SD(L;) and a semantic mapping L; DS from
obkects (programs) of L; into values of SD(L;). The map-
ping T is the translation of programs and t is the transla-
tion of semantics values. In our context semantic domains
are integers, booleans, closures..., and all {four) arrows in
the diagram are predicates described by a formal system.
L, _.DS, L2.DS and T must be disjoints and t may use T.
Note that these theories have the same language (Typol).
The key-idea is to consider the formal system:

T=TUL;.DSUL; DSUt

We have (thrée or) four distinguished sets of rules in T.
Each sequent makes appeal to one particular set of rules,
as it is in fact always the case in a Typol program: This
is no more than a notion of modularity in our logic. Since
these theories have no connection we could not have altered
them in the join operation. We may only have added new
facts... We shall say that the translation is correct iff [those




facts are wanted facts| two certain inference rules are valid
in T. The proof will use induction on the length of the
proof.

Outline.

To provide an illustration of the method, we work on
a specific example. Part 2 of the paper gives the dynamic
semantics of Mini-ML (the purely applicative part of ML).
Part 3 gives the dynamic semantics of CAM: “categorical
abstract machine”, a very interesting machine language de-
velopped by G. Cousineau and P.L. Curien [2]. Part 4 gives
the translation.of Mini-ML into CAM. We develop in Part
5 a notion of “approximate normal form” of a program (in-
spired by [18][9]), which will enable us to say that the cri-
terion of correctness of translation given above deals with
infinite programs as well. Part 6 introduces the method
for proving the correctness of the translation. Finally part
7 gives the complete proof for our example: Mini-ML to
CAM.

*

A complete proof of Mini-ML to CAM can be found in
{11]. But this proof is done in a completely different con-
text and style: M. Mauny proved that the CAM machine
correctly simulates the S-reduction of the A-calculus, by
induction on the lenght of the transitions of the machine.
Also W. Li (8] deals with correctness of translation, but he
is interested in concurrent languages, and, taking the op-
erational semantics ‘a la Plotkin’, considers equivalences of
behaviours of transitions systems.

2. Dynamic semantics of Mini-ML

ML is a functional language with polymorphism and
higher-order functions, first used in the proof system LCF
[10]. Mini-ML consist in the purely applicative part of ML,
more precisely a simple typed A-calculus with constants,
products, conditionals, and recursive function definitions.
The abstract syntax of Mini-ML is given in Fig. 1. Simple
programs in Mini-ML are for example, in concrete syntax,
a term with both simultaneous definitions and block struc-
ture, or a simultaneous recursive definition:

let (z,y) = (2,3)
in let (z,y) = (y,z) in z

letrec(even, odd)= (Az.if z = O then true else odd (z — 1),
Az.if z = O then false else even(z — 1))
in even 3

2.1. The formal semantics of Mini-ML

Because of higher-order functions, the domain of se-
mantic values of Mini-ML is slightly more complicated than
for a less expressive language:

- integers IN

- truth values: true, false

sorts EXP, IDENT, PAT, NULLPAT

subsorts EXPD NULLPAT, IDENT
PATD NULLPAT, IDENT

constructors
’Patterns’
pairpat PATXPAT — PAT
nullpat — NULLPAT
Ezpressions’
ident — IDENT
number,false, true — EXP
apply, mlpair EXPXEXP — EXP
lambda PATXEXP — EXP
let, letrec : PATXEXPXEXP — EXP
if : EXPXEXPXEXP — EXP

Figure 1. Abstract Syntax of mini-ML

- closures: [AP.E, p], where E is an expression and p is an
environment. A closure is just a pair of a A-expression
and an environment.

- identifiers for predefined operators: plus, ...

- pairs of semantic values (which may in turn be pairs,
so lists of semantic values maybe constructed)

Naturally the value of an expression e depends on the
values of the identifiers that occur free in it. An environ-
ment p is an ordered list of pairs P — o where P is a
pattern and « a value. Here is an example of environment:
T+ 1-(z,y) — (true,5).

We say that expression e evaluates to « in environment
p if the theorem
phe:a

can be derived from the formal system in Fig. 2.

2.2, Comments on the formal definition

In Figure 2, rules 1 to 3 associate values to integer or
boolean literals. Rule i says that the evaluation of an ex-
pression begins with an initial environment (mapping a few
predefined operators to “themselves”). Rule 4 constructs a
closure for a A-expression, pairing it with the environment.
The value associated to an identifier must be looked up
in the environment (rule 5). Given that the environment
maps patterns to values, rather than identifiers to values,
we need auxiliary rules, the set vaL.OF. Rules 6 and 7 as-
sociate values to conditional expression. Rule 8 is equally
transparent.

The next rules deal with functional values. Rule 9 is a
special case of rule 10, where E, evaluates to a predefined
operator. Rule 10 is the general case of the evaluation
of an application. Because of type-checking, the operator
of an application can only evaluate to a functional value,

Ad.e. a closure. This closure is taken apart, and its body is

evaluated in its environment, prefixed with the parameter
association P — «. Note that the rule is valid whether p



program ML._DS is

use ML
0,0 : PAT;
a,B: VALUE;

tinstt_env k- E:

pF (Bi,E2) (e, B)

eval
pl E,:identor prE;:(a,) F oP,e,8:7

pFE E; iy

(9)

pt E:[APE,p1] pFEiie P a-pi-E:B
pHE E: [
pHEs: P—a-pkE:f
pFletp=E,inE,: 8

(10)

(11)

pr=Pr[Es,p1]-p  p1FEie
pk letrecP = E,inE, :

(12)

end ML_DS

FE:a (®)
p - numberN:N . (1)
p F true:true (2)
p F false: false (3)
pF AP.E:[AP.E, o] 4)
val.of
p F identi—a
- , (53)
phidenti:a
prE, :true pHE; (6)
pFifE, theng;elseE; :
pt E,: false pFE::« (7)
pFifE, thenE, elseE; : a
pHE 1« pHE;:f

Figure 2. The dynamic semantics of Mini-ML

is a pattern or a single variable. As, at evaluation time,
AP.E, E; = (let P = E; in E,), rule 11 appears to be an other
optimisation of rule 10.2

The last rule, rule 12, defines in one and the same way
the simple recursive functions and the mutually recursive
ones. The environment in which E; is evaluated is prefixed
with a self-referencing closure. Notice that since pF £; : @
is a premisse of rule 10, we have an ML with call by value.

The separate set VAL_OF (see Fig. 3) defines rules
to associate values to identifiers, given some environment.
Since the envitonment maps patterns to values, the pat-
terns must be traversed to find the relevant identifier. Fur-
thermore, block structure is present in the environment

2 Optimisations of both dynamic semantics of Mini-ML
and translation from Mini-ml to CAM are presented and
prooved correct in [12].

because in rules 10 to 12 we have merely prefixed the en-
vironment with new associations.

s

set VAL_OF is
ident1+ a-pt ident1— « (1)

ptidenti— o
identx — - pFident1— o

x#1) (2)

P, fB-P,— a-plkidenti—xy
(P1,P2) — (a,B) - p I ident 11—

(3)

Py > [Ez,p1] - Py > [By,p1] - p Fident1—
(P, Pz) — [(B1,E2),p1] - p F ident 1—

@)

end VAL_OF

Figure 3. The ML environment rules

Rules 1 and 2 scan the environment until the first oc-
currence of an identifier is found, in a left to right scan.
Rule 3 relies on the fact that, except for the case taken
care of in rule 4, a pair of identifiers is bound to a value
which is a pair. Hence searching is propagated to two new
pattern-value pairs. Rule 4 takes care of the mutually re-
cursive definitions. When a pair of patterns is associated
to a single closure, this closure must come from a pair of
functions. The environment of the closure is distributed
over these functions and searching is propagated to sim-
pler components. Thanks to this simple idea, the letrec
rule 12 remains transparent, while accessing the environ-
ment is made only slightly more complex.

3. Dynamic semantics of CAM

The Categorical Abstract Machine [2]| has its roots
both in categories and in De Bruijn’s notation for lambda-
calculus. It is a very simple machine where, according to
its inventors, “categorical terms can be considered as code
acting on a graph of values”. Instructions dre few in num-
ber and quite close to real machine instructions. Instruc-
tions car and cdr serve in accessing data in the stack and
the special instruction rplac is used to implement recur-
sion. Predefined operations (such as addition, subtraction,
division, etc.) may be added with the op instruction. The
abstract syntax of CAM code is given in Fig. 4.

3.1. The formal semantics of CAM

The state of the CAM machine is a stack, whose top
element may be viewed as a register. The values stored in
this stack are: -

- integers IN
— truth values: true, false
- closures of the form [c, p], where ¢ is a fragment of

CAM code and p is a value, meant to denote an envi-
ronment




sorts VALUE, COM, PROGRAM, COMS
subsorts COMDCOMS

constructors
program : COMS — PROGRAM
coms : COM* — COMS
quote : VALUE — COM
op,car,cdr,cons — COM
push,swap,app, rplac : — COM
cur : COMS — COM
branch : COMSXCOMS — COM
int,bool, null_value — VALUE

Figure 4. Abstract syntax of CAM code

— pairs of semantic values {which may in turn be pairs,
so that trees may be constructed)

Except in the first rule, all sequents have the form
ske:s

where ¢ is CAM-code and s and s’ are states of the CAM
machine. The sequent s - ¢ : s’ may be read as erecuting
code ¢ when the machine is in state s takes it to state s'.
The rules describing the transitions of the CAM appear in
Fig. 5.

3.2. Comments on the formal definition

In Figure 5, rule 1 says that evaluating a program be-
gins with an initial stack and ends with a value on top of
the stack that is the result of the program. The initial
stack contains closures corresponding to the predefined op-
erators. Rule 2 and 3 deal with sequences of commands;
rules 4 to 11 are self explanatory axioms. Rule 12 switches
to an external evaluator EVAL for predefined operators.

Rule 13 and 14 define the branch instruction. It takes
its (evaluated) condition from the top of the stack, and
continues with either the true or the false part. The cur
instruction is described in rule 15: cur(c) builds a closure
with the code ¢ and the current environment (top of the
stack) placing it on top of the stack. Rule 16 says that
the app instruction must find on top of the stack a pair
consisting of a closure and a parameter environment. Then
the code of the closure is evaluated in a new environment:
that of the closure prefixed by the parameter environment.

The last rule is the less intuitive one. An rplac in-
struction takes a pair consisting of an environment p and a
variable v, followed by an environment p, on the stack. It
identifies v and p, and places the pair (p, p1) on the stack.
Notice that each occurrence of v in p; has been replaced
by p1. The use of this instruction will be explained by the
translation of the letrec instruction (see rule 9 on Fig. 6).

program CAM.DS is
use CAM
s,81,52 : STACK;
o,B: VALUE;
p,p1: ENV;
it _stack - coMs: o (1)
b program(coms): a
skg:s (2)
sk coMm:s; sy F coMs: sz (3)
s F coMm; coms : sy
a-st quote(x):x s (var(x)) (4)
a- st quote(intN):N-s (5)
a sk quote(boolT): T s (6)
(a,B8) -stcar:a-s (M
(a,8)-stcdr:8-s (8)
a-B-st cons:(B,c) s (9)
a-skpushia-a-s (10)
a-B-stkswap:f-a-s (11)
elv_al g
(e, 8) - ::’OO;;OI;’:YW .S (12)
true-s i:a:;hiél ,Cz2) 181 (13)
sk cyisy (14)
false -s - branch(c,,c;) : s;
p-skcur(c):[c,p]-s (15)
(py) sk c:sy (16)
([c:p],@) st app:sy
(pyv)-p1- svl— rzllac:(p,pl) -8 (17)
end CAM_DS

Figure 5. The definition of the CAM

4. Translation from Mini-ML to CAM

We are now ready to generate CAM code for mini-ML.

The translation rules from mini-ML to CAM are given
in Fig. 6. In these rules, except for rule 1, all sequents have
the form:

pFe—c¢

where p is an environment, e is an ML _cxpression, and ¢ is
its translation into CAM-code. In words, the sequent may




be read as in environment p, ezpression e is compiled into
code c. The notion of environment used in this translation
is exactly the notion of an ML-pattern, i.e. a binary tree
with identifiers at the leaves.

program ML_CAM is

use ML
use CAM
¢,¢1,¢2,c3 : CAM,;
p,p1: ENV; »
tnit_pat F E— ¢ (1)
F E — program(c)
p I number N — quote(int N) (2)
p - true — quote(bool “true”) (3)
p I false — quote(bool “false”) (4)
access
p F identi—c (5)
ptidenti—c¢
pFE, -y pFE, —co pF E;—c3

p F if E, then E; else B, — push; ¢;; branch(cz, ¢3)

pFE;— ¢y
pF (E:, E:) — push; ¢1; swap; ¢c2; cons

pHE, — e

(p,P) F B2 > o
p - letP = E, inE; — push; ¢y ; cons; ¢z

pEE, —¢

(p,P) F B, — € {p,P) F B2 —c2
p b letrec P = E, in E; —{push; quote(p1);
cons; push; ¢1; swap; rplac; e2 }

(p,P) FE—¢
p+ AP.E — cur(c)

(10)

trans_const

pFE,—cCo E, — ¢y

pF B E; —e25€

(11)

pHE, — ptk E;—cq
p | E, E; — push; c;; swap; cz; cons; app

(12)

end ML_.CAM

Figure 6. Translation from mini-ML to CAM

4.2, Comments on the formal system

Translation of an ML program is invoked, in rule 1,
with an initial environment snst_pat that is merely a list of
predefined functions. The environment builds up whenever
one introduces new names (rules 9 and 10). It is consulted
when one wants to generate code for an identifier (rule 5).
Then an access path is computed in the ACCESS rule set
(see Fig 7). The access path is a sequence of car and cdr
instructions (a coding of the De Bruijn number associated

[43]

to that occurrence of the identifier) that will access the
corresponding value in the stack of the CAM.

set ACCESS is

w,p1: ENV;
p—ookX:c

pEX:c

(1)
(2)
(v #x) (3)

identx — c-pidentx : ¢

ptFidentx:ec
identy — ¢’ -pFidentx:c

parciedr-py—cicar-phx:c
(p1,p2) m e pbx:c

(4)

end ACCESS

Figure 7. Generating access paths for identifiers

Rules 2, 3, and 4 generate code for literal values. Rule
5 generates an access path for an identifier. Rules 6 and 7
are straightforward once the following inductive assertion
is understood: the code for an expression expects its evalu-
ation environment on top of the stack, and it will overwrite
this environment with its result. Thus the environment
must be saved, by a push instruction, when necessary.

Rule 8 shows how a run time environment is built up
in the stack in parallel with the static environment. Rule
9 is a little surprising because it leaves a free variable p; in
the code. This is a technique for leaving a reference to be
resolved at run time. The instruction quote(p;) will leave
(at execution time) a free variable on top of the stack. A
closure will be built using the environment on top of the
stack. Hence this closure will refer to variable p;. Instruc-
tion rplac will tie a knot, freezing the value of p; as the
appropriate closure. In this way, we build a self-referencing
environment.

The remaining rules deal with closures. Rule 10 merely
generates the instruction cur that constructs closures. Rule
11 concerns predefined operators. Finally, rule 12 is the
general case for an application.

5. Infinite executions

Up to now, we only specify execution of programs that
terminate. We develop here some material that enables
us to deal with infinite programs as well, and present the
method on Mini-ML. The first subsection present the gen-
eral idea while the second subsection discuss the ML case
in full.

5.1. General idea

In the spirit of denotational semantics, we add an un-
defined value L to the semantic domain in Mini-ML, thus
defining the set of approximate normal forms [18][9]for this
language:

‘e




Definition 5.1. An approximate normal form (a.n.f.) of
Mini-ML is either
-1,
- a constant (integer, boolean, predefined identifier or
closure), or
- a pair of a.n.f.
and can only be obtained by this recursive definition.

Now, we add an axiom in our theory ML_DS, saying
that the evaluation of an expression may return .:
phe: L
and we define the set of approximate normal forms an ex-
pression:

Definition 5.2. « is an approximate normal form (a.n.f.)
of t if '

- a is an a.n.f.
- Ft:a holds

Now, an infinite ML term as no semantic value - ML
differs here from the A-calculus - but an infinite set of
a.nf. For example, letrec F = AX.[X.F X]inF 2 as for a.n.f.:
L[] [2.4] [2.L.4] [2.2.4]

5.2. Discussion on ML

Using the method developed in the previous subsec-
tion, our language ML become nondeterministic: for each
expression we have the choice to evaluate it or not. But
this is not truely nondeterminism as we shall now see.

Definition 5.3. We define a partial order =< on a.n.f as
follows: For all ¢; constant, ¢, p;, gp; a.n.f.:

-6 Xc B =7

-l=p

- (pips) 2 (1)) & 0 <0l & p; <
Fact. ® = ({a.nf},<) can be embedded in a cpo, by
considering the set of directed sets of ®, with the induced

partial order, then identifying each a.n.f. a with the set of
a.n.f. dominated by o.

Definition 5.4. From the partial order on a.n.f. we induce
a partial order on environments, defined by extension:

-g=xg
-Pra-pXPad-p & a<ad&p=<yp

Theorem 5.1. For each ML term t, the set of a.n.f. of t
is a directed set.

Proof. Prova that
tia, ppbt: B, py X p, p2 < p there exists ~ such
that p -t : 9, @ <4, f < ~. The theorem follows, with
p1 = p2 = p = @. The proof use induction on the length of
the proof. We do not give it here, as it is very similar to
the proof of the correctness of the translation, given in full
later on.

0 Theorem 5.1

nr nwner 4
L6314

-~ -~ —— - ~_t
any &, p1yP2,5, G B, such that (2

Fact. In a cpo, a directed set admits a least upper bound.

So we can define:
Definition 5.5. For each term t, the limit of the set of
a.n.f. of t, ®(t), is its least upper bound.

Now it is clear that, in adding the rule p F E:l, we
have not really added non-determinism in our language, as
we have a “Church-Rosser property”:

Fpia& Fp:f = Iy, y>a, y> B st Fp:y

Furthermore, we have a limit of the sequence ay, such that
F p:ayn. This guarantees the existence and unicity of the
result, even if it is a limit.

6. Proof of translation

We are now ready to give our criteria of correctness
of a translation. The first subsection present those (two)
criteria, the second one shows that they are adequate crite-
ria of correctness of a translation, while the last subsection
shows that they are equivalent in simple cases.

6.1. General case

We follow here the idea developped in the introduction.
We work in a theory

T =TUL1_DSUL2_DSUt

and our criteria of correctness of translation are as follows:

Definition 8.1. The translation is correct iff the following
inference rules are valid in T :

1 T t
Fpia Fp—p Fa—ao
2 (1)
Fp'a
g ’ }Z / !
Ta p—p pia @

1 t

Fpia & Fa—o
where p and p’ are source and object programs, o and o'
are semantic values (or approximate normal forms), and
the superscripts of the turnstiles denote the set of rules
under consideration.®

These inference rules are expressing commutativity of
a diagram. In pictures we ask for:

T ’ T ’

p — p p — p
1 ' la 1! 2

§ ! [ I
4 + and + +
a — o o —— o

t t

(1) (2)
completeness soundness

8 All implicit quantifiers are universal quantifiers.



where “—" denote the given facts and “_ " denote the
facts to prove.

The second inference rule is somewhat unusual. How-
ever, notice that an instance of this rule is not too surpris-
ing as a sub-proof-tree. Anyway, a more usual form of this
rule would be:

T
Fp—p
10t
F pia&ka—o

2
Fp':a

Jo (2q)

This form is equivalent to the previous one for the theory 1
and t have no connection. But experience shows that Rule
(2) is easier to manipulate, in our context, than Rule (2a).

Note that our criteria of correctness are sufficient for
all programs, no-matter whether they terminate or not, are
erroneus or not: o and a' are approximate normal forms
of p and p’, or errors.

6.2. Discussion

For the sake of completeness, we shall examine all
other possible diagrams which would be chosen as crite-
ria of correctness. We take as hypothesis that T and t are
always defined, and there exists an a.n.f. of any source
term (which means that all typed-checked programs are
executable). We do not consider diagrams which are ob-
viously too strong requirements for the correctness of a
translation. The remaining diagrams, apart from (1) and
(2), are mainly:*

T T
p —— p- p — ¢ p 5 p
1 : 2 1 I l 2 1 ‘ I 2
+ V and ¢ t and ¢ 4
a — « a — «a a —— o

t t t.

(1) (2') 3)
completeness soundness correctness

It is easy to check that T is defined on all program and
(1) implies (1°). Also, (2°) is too strong in general, and is
equivalent to (2) in the case where t is a one-one mapping.
Now (3) is too strong in the case where L; and L, are
nondeterministic. It appears that (1) and (2) are sufficient
criteria of correctness fo nondeterminism and enables one

" to avoid the difficult problem of equality of semantic do-

mains (16]. Thus, (1) and (2) seems to be adequate criteria
of correctness of a translation.

6.3. Simple (but not infrequent) cases

In simple cases, rule (1) and rule (2) are equivalent,
since it is easy to prove the following

4 four other diagrams of minor interest are implied by
(1) and the hypothesis on the formal systems.

1 2
Theorem 6.1. If- and F are “deterministic”
(ie. Fp:a & Fp:f = a=p)andiftis a one-one

t
mapping (i.e. Va (resp. f) 38 (resp. o) s.t. + a—f)
then the inference rules (1) and (2) are equivalent.

6.4. Induction on the length of the proof

To prove the validity of an inference rule, we have to
prove that for each proof of the premisses, we can exibit a
proof of the conclusion. For that we shall use induction on
the length of the proofs of the premisses. We are allowed to
use induction on the length of the proof for we are working
in the “deductive system”, and/or we only consider “syn-
tactic models”. Let’s say we want to do semantics and still
be “purely syntactic”... Proofs are for us a -very-formal-
game of “dominos”. We could also attempt to use struc-
tural induction on the source program, but, as we shall see
in our example, this induction is not sufficient to carry out
the proof. '

We are ready now to prove the correctness of the trans-
lation from Mini-ML to CAM. Unfortunately, in this case
t is not one-one (because of the closures), so we have to
prove that both Rule (1) and Rule (2) hold.

7. Proof of the translation from Mini-ML to CAM

We have already described three of the four inference
systems required: ml.ds, ml:cam and cam_ds. They specify
respectively the dynamic semantics of Mini-ML, the trans-
lation from Mini-ML to CAM and the dynamic semantics
of CAM. Now we must give the formal system, t, describing
the translation of semantic values.

7.1. Translation of semantic values -

We need here two auxiliary definitions. Given p, an
environment used by ML, consisting of a list of mapping of
the form [p — a,Q > B,R > 7], we define:

Definition 7.1. 5 is an environment used by the transla-
tion. It is the “pattern” corresponding to p and defined by
the rules:

-P=_
- P =P
- P'Pl—‘-(ﬁl’ﬁ)

Definition 7.2. 5’ is a value put on the stack used by
CAM. It is the “term” corresponding to p and defined by:

-

-¢=0

Example. For p = [P — 1,Q = 2,R ~ 3] we have § =
(((-®r),Q),P) and §'= (((0,3),2),1).

The defioition of ¢ on semantic values is given in Fig. 8.
It is quite natural, with the possible exception of closures.




Ft(N)=N
Ft(T)="T (2)
t((e, 8)) =(t(),(B)) (3)

trans_const
oP — OP’

I t(ident oP) =[edr;oP’, 0]

ml_cam
p F  Ap.E—cur(c)

Ft(De-e, o)) =[c. 4]
kt([(e 8), o) =(([ex, o), £ (15, 1)) (6)
Fe(l)=1 (7

Figure 8. The definition of ¢ on semantic values

We have presented t as a function in the interest of
compactness in the layout of proof trees. Rules (1) and (2)
say that the translation on simple semantic values is the
identity. Rule (3) says that the translation of a pair is the
pair of the translations. The translation of a predefined
operator (plus,etc...) is -in short- a closure of the code cor-
responding to this operator (Rule (4)). The translation of a
closure of a A-expression is the corresponding closure(Rule
(5)). The translation of a closure of a pair of expressions is
the pair of the translation of the closure of each expression
(Rule (6)). Finally ¢ is the identity on L (Rule (7)). This
rule is for the case of partial evaluation of the program.

The only -little- difficulty is for closures: in this case,
t(a) is defined in term of 5'and 7'is defined in term of ¢(a).
In fact, there is no mistery: the translation of a graph is
a graph. For example, consider p=» — [E,p]. We have

mi._cam
[P)] F  E—cur(c)
F e el

is a graph and t(a) =[¢, t(a)] is also a graph.

p=p and So a=[E,p] =[E, P — o]

We are now ready to proceed with the complete proof.

7.2. Proof of rule (1)

We have to prove that the following inference rule:

ml.ds ml_cam
e a F e—e
cam_ds
Fooe:t(a)

is valid in the theory T = ml.ds U mlcam Ucam.ds U t.

For each proof tree for the premisses we must exhibit
a proof tree for the conclusion. Let’s make one step in this
direction. We must construct the following proof tree:

o ml.ds ml_cam
tnit_env +~ e:q init_ pat + e—c
mi_ds ml.cam
e:a F. e— program(c)
. cam._ds
intt_stack +  c:t{a)

cam.ds

F  program(c): t(c)

This suggests what inference rule we should attempt
to prove. It is stronger than the above inference rule, as
it is often the case in proofs by induction. By definition,
init_env = init_pat and tnit_env = intt_stack. So we shall
prove that, for all expressions e of Mini-ML, for all envi-
ronment p, and for all stack s of CAM:

ml_ds ml.cam
p F ea 7 F e—oc¢

cam_ds

ps F citla)-s

is valid, by induction on the length of the proofs of the
premisses.

For each step of the induction, we shall draw a proof
tree containing the three proof trees under consideration.
The symbol i~ will be overloaded as the set of rules involved
will become evident from the context. Uses of lemma or
hypothesis of induction will be indicated by (lemma L) or
(induction).

ml_ds
We have to consider all possible proof trees of p |

ml_cam
e:eandg t e— c. For simple cases, when there is one

inference rule in ml_ds and one in ml_cam (with the excep-
tion of the L - rule) dealing with a given constructor of ML,
this looks like structural induction. The most interesting
case, for which structural induction on the source term is
not powerfull enough, is the general case of an application
(Rules ml_ds.10 & mlcam.13).

Rules ml.ds.1 & ml _cam.2: e = numberN.

p F numbern:N p  number N — quote(int N)
p-st quote(intN):N-s

For this we have only used rules ml.ds.2 & ml_cam.2
and rules cam.ds.5. No induction was needed as the proof
trees are of length 1.

1-Rules in ml_ds & ml.cam: e = numberN.

pF numbern: L p F number N — quote(int N)

- S Y 5 PN S -
P S quute(utNjI LS

For each proof tree of p I €:a we can use the axiom
pF e: L. Each time we have made that choice in ml.ds we
can make the similar choice in cam_ds and use the axiom
a- sk c:L-s. So each one of these cases will be as trivial
as the proof above, and we will not consider them in the
following.



i Rules ml_ds.2, .3 & ml.cam.3, .4: The proofs are
very similar to the previous one.

Rules ml_ds.4 & ml_cam.10: e = Ap.E.
(p,P)FE— ¢
Pl AP.E— cur(c)

p-stcur(c):fe,p]-s

Rules ml_ds.5 & ml.cam.5: e = ident1.

o+ AP.E:[AP.E, )]

val.of access

p F identi—a p + identi—e
ptidentl: & pridenti— ¢
g-ske:t(a)-s (lemma “environment simulation”)

Note: This proof tree is unusual in that hypothesis
used for derive the conclusion are not written just above it:
we have not rewritten these two hypothesis, ag one usually
do. This will be general in the paper: in order to make our
proof trees managable, we shall not rewrite the hypothesis
at each stage.

Now, we have used a lemma which says that the ML
environment is correctly simulated in the Cam:

Lemma “environment ssimulation”.

val.of access

p F identi—« 7 F identi—c
p-stec:t(a)-s

Proof. 1t is easy to prove, by induction on the length
of the proof, the following stronger rule:

M val_of access

p F identi—a pe(p) F identimc'je
peskeit{a)s

where ©.(p) is the environment maﬁping the identifiers of
p to their access paths i in p, prefixed by ¢. The definition
of o is as follows:
- P (¢) =g
- pe(p) =pre
- We(pvpl) = @c;cdr(Pl) . @c;car(p)
For example, v [(((-,R),Q),P)] = P — ¢jedr - @ —
¢;car;cedr - R — c;car;car.
0 Lemma “environment simulation”
From now on we shall not give the proof tree in cam_ds

in full details. Executions of sequences of commands, or
push, car... will be skipped.

Rules ml.ds.7 & ml_cam.6: e = if E, then E; else E;.
The “false case” is similar to the previous (true) case.

Rules ml _ds.8 & ml_cam.7: e = (E,, Eq).

pFE :aphkE;:f pPFE,—¢c1 pFE;— e
pt (Ei,E:):(e,B) pF (E:,E,) — push;cy;swap;cy; cons
#-p-stey:t(a)-p-s (induction)
p-t(a) sk ea:t(B) - t(a) - s (induction)
7'+ s b push;cy;swap;cz;cons:(t(a),t(B)) s

For Rule ml_ds.9, we use a Lemma on eval, which is
taken as hypothesis:

Lemma “eval,”.
eval trans_const

F oP,a,f:y F

eval

F e, t(a),t(B8):t(v)

identop — ¢

pF E,: “true” pHE:a

PFHE, —¢

PFE;— ¢ PFE;—c3

pFifE, thenE,elseEs :

p +if B, then E, else E; — push; cy; branch(cz, c3)

p-p-skcy: “true”

-7+ s (induction)

§-stcz:t(a)-s (induction)
“true” - o'+ s I branch(cz,c3):t(a) - s

7+ s & push; e;; branch{cz,c3):

t(a) s

¥

Figure 9. Rules ml_ds.6 & ml.cam.8: e = if E, then E, else E;.

eval
pF E,:identor pt E;:(a,8) + orP,a,f:9

trans_const

ﬁl" E; —C2 E;, —¢C)

pt Ei By D c3ic1

pHE, By

p-skcz:(t(e),t(B)) - s (induction)

eval
c1,t(a), t(8): t(v) (lemma “eval;™)

)
(t(a),t(B)) st er:t(y)-s

P Slhc2)cl t(’Y) S

Figure 10. Rules ml ds.9 & ml.cam.11: e = E, E; with E,

= ident oP.
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trans._const
ident op — t(op).

eval
pk E,:identor pr E::(a,8) F oP,a,fB:v pFE —c Pl E;—co
pH ELEx:y p - E, B, — push; cy;swap; co; cons; app

eval
F t(op),t(e),t(B):t(y) (lemma “eval”)
(t(@),t(B)) -st+ t(op) :t(v) - 8
(0,(t(=),(B))) - st cdrit(op):t(7) - s
([cdr; t(op), 0], (t(a),t(B))) st app:t(y) s
o - [cdr;t(op), 0] - st ez:(t(a),t(B)) - [edr; t{op), 0] - s (induction)
F-p-stcy:fedrit(op),0] -5 s (induction)
§'+ s b push; cy; swap; cg; cons; app :t(7) - s

Figure 11. Rules ml_ds.9 & ml_cam.13: e = E, E, with E, executes to ident op.

(P1,P)FE—C
pFEs:a pFE :ArP.E,p] P—a-pitE:S PFE —¢ pFE, > e
pHE E:f8 p I B, E, — push; ¢y;swap; ¢co; cons; app
(P1,t(e)) - sk c:t(B) - s (induction)
(Ie, 1}, t(a)) - s+ app:¢(B) - s
7 le,p1]-st ea:t(a) - [e,p1] - s (induction)
p-pstei:fe,pr] - 7+ s (induction)
p'-s b push; ¢1; swap;ca; cons; app :t(B) - s

Figure 12. Rules ml_ds.10 & ml.cam.13: e = E, E., general case.

PHE i P—a-pkE,:f pHE —e (,P) F B2 — 2
pkletp =E, inE,:f p b let P = E, in B, — push;¢y; cons;ca
p-p-sker:t(a) p-s (induction)  (4,t(a)) sk ez:¢(B) - s (induction)
p-s b push;ey;cons;ez:t(B) - s

Figure 13. Rules ml_ds.11 & ml_cam.8: ¢ = letP = E; inE,.

MmEFE v
p1=Pw [E,p1]-p prFHE:B (A,P)FE,—~¢ (B, P) F Bz — ¢
ptletrecpP = E, inE,: 8 p I letrec P = E, in E; — push; quote(X); cons; push; ¢; swap; rplac; ¢
X = t(v) (P t(v1)) sk c':t(B)-s *2
(7y%) - (3,X) - s F e:t(vy) - (7,X) - s *1 (9,x) - t(v1) - s F rplac:(p, t(v1)) - s
#'- s b push; quote(x); cons; push; ¢; swap; rplac; ¢’ : t(B) - s

Figure 14. Rules ml_ds.12 & ml_cam.9: e = letrec P = E, inE,.




Rules ml_ds.12 & ml_cam.9: e = letrec P = E, in E,.

The proof tree is given in Fig. 14. To draw it, we have
usad Theorem 5.1, which state that ®(E,) is not empty,
50 VE, , Juy s.t. py F E, :v;. Uses of hypothesis of induc-
tion were valid with some extra hypothesis: The first one
(*1) needs x = t([E4, p1]), while the second one (*2) needs
t(v1) = t([E:,p1]). These two extra hypothesis are valid -
by the following lemma:

LemmaAy. pt e:v,eis alist of Aexp. = ¢(v) = t(fe, o])

Proof. The proof uses induction on the length of the
proofof pte:v.

1st case: e = Ap.E. We have p - C:ﬂ/\P.E,p]]. So
t(v)=t([AP.E, p]) = t([e, 0]).

2nd case: e = (a,f), a, B € A-exp.

pha:a pkpB:5
o (@, B) (.5
(t(a’),t(B')) by definition of t

(t(lew P]), t([B, £])) by hyp. of induction
= t([(ea, B),p]) by definition of t

0 Lemma X
O Rule (1)

t((e’,8)

Il

7.3. Proof of rule (2)

The proof of the second inference rule will complete
the proof of the correctness of our translation.

11

As before, we shall prove a stronger rule:

cam.ds
S c:

ml_cam

P F e—c P a-s

3a,p

ml.ds

t
p F ea Fa—ao

Here again, we can give an equivalent form of this rule,
for the theory ml.ds and t have no connection and for the
theorem of deduction holds: '

cam-ds
S

mi.cam

p

e—c e c:ao-s

ml.dsut
p>ealka—o

Jda, p

The proof will again use induction on the length on
the proof. Proof of rule (2) is mostly similar to proof &f
rule (1),we shall not give it in full detail. The differences
concern the apply and letrec rules, and the constant use of
the following lemma:

Lemma Cam. Every Cam code translating an ML-
expression preserves the stack. More formaly:

l_cam car'r:.ds ,
p e—c¢ a-s c:s
B‘B came_ds
a-s c:f-s
Proof. The proof is obvious, by induction on the

length of the proof, exept maybe for rule ml.cam.12 (see
Fig. 15).

0 Lemma Cam

a2, ml_cam cam_ds
3 F e—e c:o!
a ml_ds v
e:a Fa—ao
p'FE;—c3
pFE —¢ pk E;— 2

p F E\ E; — push; ¢1; swap; c2; cons; app

« - s push;cy;swap; cz; cons;app : s’

(P1,7) - s F ¢3:6 - s (induction)

([es,p1],7) -stapp:é-s

a-f-skez:v-p s (induction

a-o-step:ff-a-s (induction

o -8 | push;cy; swap; cz; cons; app :

)
)
6-s5°

Figure 15. Proof of lemma cam. Rule ml_cam.12.
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(p1,8') st c:q'-s (Hyp.1)
(«,8") - st app:y'-s

(P1,P)FE—¢ pra-stey:fl-al-s
PEE, —¢c P E,—~cg gpske:a-g-s
p - E\ B2 — push; c1;swap; co; cons; app 7+ s push;¢y; swap;eg; cons; app : 4’ - s

pFEaL:f kB —p' (ind.) ot B ra=[Apr.E,pi] Fa— o (ind. & Hyp.1)
P f-prFEYy F~y—+' (ind.)
pEEI By Fy—oy

Figure 16. Rule ml cam.12: e = E, E,, 1st case.

eval
' b top,~1,73:7" (Hyp.2)
(0,8') - st cdrjtop: v - s (Hyp.2)
(e/,8") st app:4'-s
o -skey:p-al-s

PFE,—¢cy FFE,—co p-p-skei:al-p-s
P - E, E; — push; cy;swap;co; cons; app 7+ st push;cy;swap;ca; cons; app:y’ - S
pkE: S FB—p (ind.) pt E,:a=identor Fa— o (ind. & Hyp.2)
eval

F OP,Y1,72:Y F 1 — ) F o2 — b kv —+' (lemma ”eval,”)
pFE;Eg:'y }_’Y—i’yl

Figure 17. Rule ml cam.12: ¢ = E, E,, 2nd case.

X' = v} (pyv]) sk ea:f -5
(P,x') - v{ -s & rplac:(p,v}) - s
(7,x") - (A, x!) - sk ey :vf - (5,x") - 5
- s I push; quote(x'); cons; push; ¢y; swap; rplac;co : ' - s

(,P) F B, — ¢y (2,P) F B — ¢q
P+ letrec P = E, inE, — push; quote(x'); cons; push; ¢y ; swap; rplac; ca
P—X-pkE 1 FXx—x! F vy — v} (ind.)
Pu-pFE;: [ F 8—p' (ind.)
p'=pP—[E,p']-ptE;:8
ptletrecP =E, inE,: 8 Fp—p

(lemmalz)

Figure 18. Rule ml_cam.9: ¢ = letrec P = E, in E,.

L . < : - - on eval, similar to the previous one, and taken as hypoth-
Rule mi-cam.12: e = g, B,, Ist case. The proof tree ’ £ » 85 4 4

is given in Fig. 16. To draw it, we made one hypothesis % 25 well:

on the form that can have o' for making the apply rule in Lemma eval,.

cam.ds applicable. Hyp.1: o’ =[c, v(p1)] = a=[Ar.E, p1]. trana_const oAl
Rule ml.cam.12: ¢ = g, E,, 2nd case. The al- - 3q,8,4 identor—~c  + ¢,a',f":y

tema.tiv? hypothes'is says that o is a closure again, but e}v_al ob, e, fiy Fa—al FBof bopmrny

translation of an identifier. Hyp.2: o' =[cdr;top, 0] =

a=ident op = B'=(7,73). We use here a second lemma Then we can draw our proof tree (see Fig. 17).




“e

Rule ml_cam.9: ¢ = letrecP = E,inE,. We need
here a lemma on A-exp. and list of closures, The intuitive

" meaning of this very technical lemma will be clear, we hope

s0, by its proof, and by the proof tree it allows to draw.

Lemma Aj.

For E, being a list of A-expressions, we
have: '

PHX-phk E :v;
(At(x))-sker:t(vy)-s
P vy -pkE:
=P [E,p] pFE: B

(P,P) F B>y
t(v1) = t(x)

Proof. The proof is easy, using the three technical
facts we just state bellow:

- If pt (e)i:v with (e;); € d-exp. then v = ([e;,p]):
- If t(v) = t(([e:, £])i) then v = ([ei, p]): or v = [(es)s, A]

- if (p,P) F (es)i—c and (p,¢(x)) - s F c:t(v) - s with
(es)s € A-exp. then t(v) = t(([e;, P — x - p])):

O Lemma A, .
Now we can draw our proof tree (see Fig. 18).
0 Rule (2)

8. Conclusion

Semantic definitions appear to be very compact, thanks
to a very general style, and thanks to some extra possibili-
ties, such as the use of graphs, for example, which enables
us to give a very clear and compact semantics for the letrec
construct. Translation specification is written in the same
style as static semantics. Semantic definitions deal with
validity of theorems (p I e:a, p - e — ¢ ...) in formal
systems, and proofs of translation deal with validity of in-
ference rules in the union of these formal systems.

The device of using the union of several formal sys-
tems is not only interesting to formalize a proof, it appear
to provide a good framework for formalizing mixed execu-
tion (i.e. execution of partially compiled programs}). More
precisely, once the correctness of a translation has been
proved, we can add the just proved inference rules in T.
Now, suppose we have compiled some parts of a program
(using the semantic definition of the translation). The ex-
ecution of the mixed program obtained is specified by the
dynamic semantics of the source language, the semantics
of the machine code, together with the new rules which
appear to be ‘switching rules’ from a language to another.
In particular, the new rules explain how to communicate
environments between interpreted and compiled code. For
the moment, this actually works when the translation on
semantic values is a one-one mapping. Experiments have
been made with a small Pascal-like language.
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