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ABSTRACT

This paper discusses éevera] important aspecfs of finite difference methods
for hyperbolic systems of conservation laws, from first order upwind to second-order
TVD schemes based on flux limiters and flux splitting, or on Godunov's method.
Particu]ar~attention is given to the recent schemes of Sweby, Davis, and Goodman-
LeVeque, which are second-order TVD versions of the Lax-Wendroff or Godunov
schemes. An essential role is played by Harten's criterion for Total Variation

Diminishing schemes.
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RESUME

Ce rapport &€tudie certains aspects importants des méthodes numériques pour
la résolution des systémes hyperboliques de lois de conservation. Procédant 3
partif des schémas & dérivation amont du premier ordre, il conduit aux récentes
méthodes TVD d'ordre deux de Sweby, Davis, et Goodman-LeVeque, en passant par les
schémas classiques de Lax-Wendroff, MacCormack, Godounov et les é1éments de la théorie’

TVD de Harten.



SOME ASPECTS OF HIGH RESOLUTION NUMERICAL METHODS
FOR HYPERBOLIC SYSTEMS OF CONSERVATION LAWS,
WITH APPLICATIONS TO GAS DYNAMICS

by
Paul ARMINJON

Université de Montréal

1. INTRODUCTION: HYPERBOLIC SYSTEMS OF CONSERVATION LAWS
' AND NUMERICAL METHODS

We consider the numerical resolution of hyperbolic systems of conservation

laws, in one space dimension
U, + F(U), =0 \ (1.1)
or in several space dimensions

Fi(U) =0 (1.1")

g .
u, +
t = X;

i
where U = (u.',...,um)T and F = (f](U),...,fm(U))T are m-component column
vectors depending on time t and one or several spatial coordinates x or
Xs (i 5»1,2,3) . Introducing the jacobian matrix A = 3F/3U 1in the case of cne

space variable x , we can also write (1) in the form of a quasi-linear system

Uy + A(U)UX =0 . (1.2)



Since solutions of (1) or (2) are known to display, in certain circums-
tances, discontinuities which, in the case o7 the eulerian equations of gas
dynamics, are called shocks or contact diécontinuities (see for instance [101,
L301, [62]), both the applied mathematician and the engineer are interested in the
conception of numerical methods which are able to give a precise approximation of
the solution in the neighbourhood of discontinuities and away from them, while

respecting some stability ([471], [20]) and efficiency requirements.

First order explicit difference schemes are restricted by their lack of
precision and the strong limitation imposed on the time mesh At by stability
requirements. Centered second order explicit methods, which very often give sa-
tisfactory results, generally only do so once one has adjusted some problem-dependent
parameters associated with appropriate techniques designed to eliminate the unde-
sirable oscillations observed near the discontinuities (The pseudo-viscosity method
of von Neumann and Richtmyer [401, the artificial viscosity of Lax and Wendroff
(291, [47]1, the anti-diffusion method of Boris and Book [61, and the artificial
compression method (ACM) of Harten [25]. See also [53] for a review of these and

a few other methods).

On the other hand, one can distinguish between centered difference
schemes, such as for instance the Lax-Wendroff scheme, and upstream-centered
schemes, as the Courant-Isaacson-Raes scheme [117("C.I.R."), or the flux-splitting
scheme of Steger and Warming (557, and many extensions and applications to finite
difference and finite element (van Leer (337, [341, [35], Harten-Lax-van Leer

[27], Angrand et al. [ 11, Angrand-Dervieux [21.

Upstream-centered schemes, where the new value ug+] is computed with
the help of grid-points X; belonging to those grid-intervals only, from which,
physically, the relevant information might effectively come, generally have smaller

phase errors and sharper shock resolution than centered schemes with the same



order of accuracy. In most cases, they contain a rather important amount of
"numerical viscosity", which has two primary consequences: it inhibits the
fermation of numerical oscillations in the neighbourhood of shocks and other
discontinuities, and it has a smearing effect which more or less smoothes out
these disébntinuities, which may be completely masked in some unfavourable cases

(see [55] or fig. 2.2).
Ideally, one would 1like to find a scheme which is

(i) monotonicity preserving, thanks to the benefic action of an

appropriate amount of numerical (or artificial) viscosity
(ii) second (or higher) - order accurate

Property (i) guarantees that ro numerical oscillations will be generated
by the scheme. In the case of artificial viscosity (i.e. deliberately added,
without respecting the original differential equations), one has to'adjust and
fine-tune some parameters which are problem-dependent (as with the Lax-Wendroff
scheme, for instance); in the case of numerical viscosity (which generally origi-
nates from upwinding and flux-splitting) there is a strong risk.of accuracy loss
due to the smearing effect mentioned above, so tHat one of the main goals of
recent research has been to find a scheme which, while being second-order occurate
away from the shocks, has a built-in ﬁechanism (indepéndent of the particular
prob]em under consideration) to nearly of totally eliminate oscillations near the

discontinuities.

The numerous studies and experiments which have been carried recently
seem to lead to the conclusion that for practical purposes, the design of a
suitable scheme u]timate]y‘rests on a clever compromise, performed with the help

of an efficient shifting strategy, between monotonicity preservation, with the

L



risk of accuracy loss and shock smearing, and higher order accuracy.

Among the methods which seem to best take advantage of the upstream-
centering principle is Godunov's method ([19], [20]; [21]1, [27]) and its higher-
order extensions, for which the upwinding lies rather deeply buried in the process
of resolution of Riemann problems, and which certainly is one of the safest first-
order methods, although one might object that the need to solve a Riemann problem
at each grid-point (and time step) (and at each cell-interface in several space

dimensions) makes it a little awkward and expensive.

In his quest of the "ultimate conservative scheme”, van Leer [35] has
extended Godunov's scheme to an interesting second-order Godunov-type method,
capable of very sharp shock resolution, and Hancock [23] has presented a valuable
simplification of van Leer's scheme, which has recently been extended to two space

dimensions by Fezoui {151, with some modifications.

In van Leer's scheme, monotonicity is strictly preserved with the help of
slope-limiters, while in [15] the basic idea is to try and obtain a nearly mono-
tonicity preserving scheme, to avoid the excessive dissipation observed, for irre-
gular grids in two space dimensions, with the Hancock-van Leer algorithm; the
numerical examples displayed there still show some slight oscillations, but very

good shock resolution.

Recently a large number of papers have concentrated on a new family of
schemes, called Total Variation Diminishing (TVD) schemes by Harten [64], which
include van Leer's method and the more restricted family of monotone schemes
(written in conservation form), and form a sub-class of the family of monotonicity
preserving schemes (see van Leer (321, [34], Harten [64], Osher-Chakravarthy (441,
[453; [43j, [42]; Goodman-LeVeque [22], Davis [12], Sweby [56], Yee, Warming and

Harten [61], and the references there).



The obvious advantage of monotone, TVD or monotonicity preserving schemes
is the é]imfnation of spﬁrious oscillations in the neighbourhood of discontinuities.
While Godunov's method, although monotonicity preserving, was only first-order
accurate, the above mentioned work is leading to high resolution schemes (at least
2nd—order accurate away from shocks or "sonlc" points, in one space dimension),

wh1ch bring great improvements in all numerical tests which had been used earlier.

In this report, we shall try to give a clear account of somé of this
important contribution to the subJect ‘and show how an essential part of this

theory consists of either

(i) improving on Godunov's scheme by starting from a more accurate
initialization process and forcing monotonicity preservation
with slope Timiters (0341, [22], [43]) or function limiters
(C151)

or

(ii) starting from the Lax-Wendroff scheme, analyse it as an upstream-
centered first order scheme plus a second-order anti-dissipative.
term the effect of which should be constrained to regions of
smooth flow via flux limiters, while it will be'nearly suppressed
near the shocks in order to smother the tendency of the scheme to

generate oscillations ([561, [121).

A number of numerical tests are presently in progress for one and two-
dimensional compressible flow problems. We shall report on them in a forthcoming

publication.



The content of this report is as ¥ollows. In the next section, we shall
motivate the introductio: of upstream-centered schemes anc present Steger and
Warming's extension of the Courant-Isaacson-Rees scheme to the Euler equations of
ideail compressible flow. Section 3 gives a short description of the now classical
second-order schemes of Lax and Wendroff, MacCormack, Beam and Warminé, for which
one has to use a specific strategy to damp out the oscillations, and Section 4
presents some basic facts about TVD schemes, following Harten [64]. Sections 5,
6 and 7 give a rather detailed introduction to the schemes of Sweby, Davis and
Goodman-LeVeque, with a quick description of the highly competitive schemes of

van Leer and Chakravarthy-Osher.

8. UPSTREAM-CENTERED SCHEMES. THE EULER EQUATIONS OF IDEAL COMPRESSIBLE FLOW.
FLUX SPLITTING.

A. Upwinding and upstream-centered schemes

We consider, to simplify the presentation of the basic concepts, the one-

dimensional scalar linear wave (or convection) equation

up tau =0, a-= constant, -o < X < too (2.1)
0<t
with initiq] condition
u(x,0) = uo(x) » Uy @ given function of x - (2.2)

and either finite boundary conditions

U(XL,t) = UL 'Y u(ngt) = UR - < XL < XR < 4% . (2-3)



or periodic boundary condition
u{x+L,t) = u(x,t) for some L >0 and all x , t=0 (2.3")

The first difference scheme one would normally think of is the "centered" (in space)

scheme based on explicit, forward time differencing:

ntl _ n _adt, n _n , g
where xj = JAx 4 J = 0,%1,... , t" = nat » n=0,1,2,... , and ug is a nume-
~rical approximation to the value of the solution u(xj,tn) at x = X3 s t= t" .

Unfortunately, this scheme is unconditionally unstable, as can be seen
by introducing in (2.4) von Neumann's assumption of individual harmonics of the
form

ﬁg - pne1k(JAx) _ (2.5)

where p is the complex "amplification factor" and k is the wave number of the

corresponding harmonic of u" = ) p"(k)e1kJAx ; here the form of the Fourier

J ==00

coefficient o" = pn(k) comes from basic properties of difference equations.

This leads here to

(e Kix_g-ikax

p=p(k)=1-v ) = 1 - 2iv sin(kax)

with v = aAt/Ax , so that the amplitude |p| of this harmonic is always larger
than 1, allowing for unbounded growth of the numerical solution ug » While the

exact solution is nothing but the translated image of the initial function.
For a > 0 the "upwind" scheme

.+l _ n _adt, n_n- .
Uy o= g 75;{uj uj_1) | (2-6)



is stable under the celebrated "C.F.L." condition of Courant, Friedrichs .and

Lewy (1928)

_ant |
Ly walts 1 (C.F.L.) (2.7)

as we can easily check, using the same von Neumann approach. For a <0, the

upstream-centered scheme

ntl _ n n _n - '
uj = uj - aA(uj+] uj) s A = At/Ax (2.6')

is stable under the same (C.F.L.)-condition (but with la| instead of a) .

Since in a system of quasi-linear conservation equations, some of the
characteristic speeds will be positive and some negative, Courant, Isaacson and

Rees [11] conceived a scheme which can switch the direction of differencing in

order to always use upstream values (i.e. information coming from upstream rather

than downstream): For the scalar equation (2.1) they set

n n.n .
uj - aA(uj-uj_]) if a>0
u?ﬂ = (C.1.R.) (2.8)

n n n, .
uj - aA(uj+I—uj) if a <0

One can readily verify that this scheme computes the new.va1ue of u at xj

(at time (n+1)At) as the linear interpolate, at X - adt , of old values

(at time nAt) at the adjacent grid points Xj_1 and X; (a>0) or Xj and

X3 41 (a<0) . For the linear advection equation (2.1), the interpolated value at'
xj - aAt would be exactly transmitted to the point (xj,tn+]) by the analytic
solution u(x,t) = u(x-at,0) = uo(x-at) where uo(x) is the initial value

function.



dx _ .
rek
n+1 kcharacteristic) .
" ) / M' "new values"
\/
/ -
/
/
A
/
" A I, B 'o1d values
.~aA
xJ ast
Xs x. .

J-1 J J+1

Fig 2.1 The Courant-Isaacson-Rees Scheme
(for the case a > Q)

In particular, it is clear from fig. 1 that the value 'u?+] given by
(2.6) is exact if the mesh ratio ) = At/Ax  and the characteristic slope 1/a
are such that the interpolation point I , from which the characteristic line

through M 'departs, coincides with the left-end gridpoint A, so that the

n

j-1 » Which will then

"interpolated" value at I is exactly equal to u"(A) =y
be carried on exactly to grid-point M both by our scheme (2.6) and by the wave
propagation mechanism of equation (2.1) through the (therewith) characteristic

line AM = IM, i.e. (2.6) is exact for

A1 ant
X3 o & 1. . (2.9)

Obviously, the full extent of the C.I.R.. scheme only comes into play
when the wave propagation speed a depends on (x,t,u) and may change its sign.

Before applying it first to a linear system

¢t AU =0, o ‘ (2.10)

with constant coefficients, and then presenting Steger and Warming's extension to

the system of the one-dimensional equations of gas dynamics, let us rewrite the
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C.I.R. scheme in order *o0 revea: its ciose association with the aforementioned

principle of pseudo-viscosity: introducing the positive and negative parts

a’ = max(a,0) = %(a+|a|)
a_ = min(a,0) = %(a-lal)
where a and |a] also satisfy
a =a +a
la] = a* - a”
the C.I.R. scheme (2.8) now becomes
ug+] = “2 - %&{a+(ug-ug_])+a'(ug+]-ug)]

or by (2.11)

n+l _ n At n_n ) N
Ui =Yy - zaxt (arlal)(ugrug g)+(a-al) (o], -ul)
i.e.
n+1 = 4N - st lalA
(uj )c LR " 2 (U q-2u3+

(2.11)

(2.11")

(2.i2)

(2.13)

Therefore the C.I.R. scheme appears as a first order scheme consistent

with (2.1) but also containing a second order term

n
lalatenx 1 -2u} *“J |

(ax)?

(2.14)

which can be interpreted as a numerical viscosity, with a sign which does not

change with the direction of propagation of the wave solution, so that its effect

always tends to "slow down" the propagation of the physical wave satisfying (2.1),

whether it be to the right or to the Teft side of the x-axis.
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The "switch" between A and C , for the second interpolation node
used in (2.8) and fig. 1 to define wu(I) = u(M) , is performed by the absolute
value sign in (2.13): if a > 0 (a<0) the interpolation nodes are A s B (B,C).

We shall now make two comments on the C.I.R. scheme.

(i) The (C.F.L.)-stability condition (2.7) has the fo]]owing physical
meaning (see fig. 1): the "numerical characteristic" IM should not start from

a point I Tlocated entirely outside of the domain of dependence of the

solution at the new point M ; since u(M) =Au(xj,(n+1)At) = u(xj-aAt,nAt) u(I)
(exactly), point I should belong to the (closed) interval AB (BC if a<0)
of points beeing used in the computation of the numerical approximation of u at

point M ; for this to be true we must have

1

slope AM < slope IM = 3 by definition of point I = (xj-aAt,tn)

therefore

At
Dx

IA

l— i.e. the C.F.L. condition (2.7).

One says that the numerical domain of dependence must contain points from the
physical domain of dependence, or more precisely it must contain the physical

domain of dependence.

(ii) The C.I.R. scheme can also be written as a three-point scheme in

the form
n+l _ oo n, (@ lalayn _ ar_[alayn
uy; = (1 Ialx)uj +.(2 +45 )uj_] (2 5 )uj+] (2.15)
i.e.
n+l _ .ty,N _ n_ _-.n
uj )C.I.R. =aduy g+ (0 |a|A)uj LIV (2.16)
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So if the C.F.L. stability condition |a|x <1 is satisfied, all three coef-
ficients in the right member are non-negative. The C.I.R. scheme is then said

to be "monotonicity preserving” (see for instance [21] p. 41, [64]); it transforms

a monotonic grid-function {u;} into a monotonic function {u3+]} . From (2.16)
we can easily prove the stability of the C.I.R. scheme ({211, p. 42); we have
(all coefficients beeing 20 under the C.F.L. condition (2.7))

|u3.‘”| < (a+)\+(1-lalA)-a'A)maxlugl (2.16)
and therefore
maxlun+]l < max|u" | (2.17)
j i
since a' - a = la] , which means stability in the maximum norm. This property

holds for all linear monotonicity preserving schemes
+k

+k
n n, _ n . . . .
{uj} > {Luj} = zz-k Couj,e Which satisfy cp 20, _E cp=1. (2.17")

Although monotone schemes and linear monotonicfty preserving schemes play
an essential role in this theory, they are only first order accurate ([191, [24],
[64]) and one of the main goals of current research is to design higher order
accurate schemes with some kind of monotonicity (see Section 4, and (641, [323,
(153, [50]1). We shall examine some nonlinear, second order accurate monotonicity

preserving schemes inSections 5, 6, 7.

If we now turn to the Tinear system (2.10) with constant coefficient
matrix A = (aij) » We can extend the C.I.R. scheme (2.8) by considering its

equivalent form (2.13). The hyperbolicity of system (2.10) means that there

exists a similarity transformation

-1
A— T AT = A = (aiaij) (2.18)
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which diagonalizes A ; the a; are the eigenvalues of A, which are real:

Introducing the characteristic variables w! (i=1,...,m) by
P AP PR (2.19)
reduces (2.10) to the diagonal (canonica]) fo;m
Wyt wo=0 (characteristié equivalent of (2.10))t‘- | : (2.20)

and we can easily apply the C.I.R. scheme (2.13) to each of the obtained decoupled
equations: introducing first the matrix |A] = diag[la]l,...,lamll s

i.e. lAIij = lailaij , we write

wn+] - wrl At A( n n ]) At IA'(W

J TN T 26x wj+1'wj— 28x j+1 -2u} +wJ 1) (2.21)

Returning to the original variables Ui » (2.21) can now be written

n+1 n At

VoAt on At
uj - U5 - oAk A(uj+] uj_]) + 2Ax IA[(uJ+] 2u +u ) (2.21')

with |A|

T]AIT'] - We shall have stability if each individual component of
this scheme satisfies the C.F.L. condition, and therefore if
maxla l) ) <] (2.7")
i
Let us notice that the use of scheme (2.21') requires the generally tedious
process of diagonalizing the matrix A . This will be a source of imprecision
for big systems (m large) but in the case of the inviscid gas dynamics equations,
the eigenvalues a, and the similarity transformation matrix T are easily

obtained and allow for an easy implementation, as we shall now see.
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B. The Euler equations of ideal compressible flow

In many situations the mathematical description of compressible flow
given by the Navier-Stokes equations, can be greét]y simplified by neglecting the
kinematic viscosity v = u/p of the gas and considering the one-dimensional Euler
equations of ideal (inviscid) compressible flow; in conservative dependent vari-
ables, they take the form of a hyperbolic systém of conservation laws

Ut + F(U)x = 0 where

p fo]l] m
2 m2
U={pu |Z{ m | and F(U) = p+pu° |= P+ (2.22)
' m
e e (e+p) (e+p)5

Here p , u and p are the "primitive" (or physical) variables: density,
velocity and pressure, e 1is the total energy per unit volume, given by
u m2
€= pe+p —E'(: pe + 55 in conservative variables) (2.23)
where e 1is the specific internal energy (per unit mass), related to p and -

p by an equation of state

p = plp.e) - (2.24)

Until here F does not appear to be only a function of the conservative
variables p-, pu , e , but let us now make use of the fact that for a perfect

gas

]
Gy “

where v = C /Cv - the ratio of specific heats. This enables

and ¢ from (2.22) with the help of (2.23) and (2.25):
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: ) v
= (y- LN . :

p=(y-1)(e 25) - o | (2.26)
Introducing this in-(2.22), we can éXpress the f]ux vector F(U) as

m
F(U) =[ (v-T)e + (3-y)n2/20 |. (2.27)
yem/p - (Y-'I)m3/(202) |
The jacobian matrix A takes the form |

0 1 0

azdel (a2 (3-Y)u Y-1 (2.28)

(Y-l)u3-yeu/p : Ye/o-3(Y-1)u2/2 Yu
and jts eigenvalues are

g =u,a,=u+c, 33 =u-c 7 ‘ (2.29)

where ¢ =,(§g)]/2 = (%?)]/2 is the local speed of sound, a function of the
dependent variables P >m, e . These eigenvalues can be all positive or all
negative (far supersonic flow, i.e. if lu] > c), or of different signs if
|u| < ¢ (subsonic flow). In the latter case, our preliminary study shows that
no globa11y'0pwinded difference scheme like the direct extension of (2.6):

ot <) - 4t AR} ) - (2.6')

could be stable. What we need is an extension of the switching device built in
the C.I.R. scheme (2.21) - (2.21') to the case of non-linear flux vectors F(U) .
We shall see that for the gas dynamics équafions, a property of hdmogeneity of

F(U) allowsa straightforwérd generalization of (2.21'). But at the present
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]
time we can only observe that a mere extension of (2.13) to the non-linear system

(1) requires separate treatment of the positive eigenvalues of A = 3F/3U and
the negative ones, and therefore of the corresponding parts F' and F~ of the

nonlinear flux vector.

C. Steger and Warming's flux splitting for the Euler equations

To extend the C.I.R. scheme (21') to the quasi-linear hyperbolic--system :
of the Euler equations of gas dynamics (ideal compressible flow), Steger and
Warming [55] have designed an ingenious method of “flux splitting" and made use

of a special property of the Euler equations
Ut + F(U)x =0 ' (1.1)
with U, F(U) given by (2.22).

For these equations, the flux vector F(U) 1s a homogeneous function of
degree one of the dependent variable vector U » SO0 that F(alU) = aF(U) for any

real number o » Pprovided that the equation of state of the gas is of the form .

P=op - ¢fe) - o (2.30)

(p: pressure, p: density, e: specific internal energy i.e. per unit m@ss).

In this case, Euler's theorem (see Courant, Differential Calculus,

Volume II) shows that

- ,9F,, ‘
F =AU = (—aU-)U . (2~3]) ‘
This property remains vaiid for the Eulerian equations in 2 and 3 space

dimensions:
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3 oF
= . ) _ o ) |
U, = 151 Fi(U)xi with Fo = AU = (U0 1=1,2.3. (2.31') )
Using the assumed homogeneity and the hyperbolicity of our original system (1.1),
one can split the flux vector F in the following manner. Using (2.18) and

(2.31) one can write
F=AU=(TAT"V)U with A= diaglay,...»2 ] (2.32)

and since every eigenvalue a, of A can be represented as

— + -
a; = a; + ay | (2.33)
with
at = Marlal) 2] = Ha-la]) e
i2 » 372 R

~ one can split the diagonal matrix A into its positive and negative parts:

A=At e A (2.34)
where
a] 0
AT o= diag[a;] and A = diagfa;] = ) (2.35)
0 a&
This leads to
+ = yyp=]
F=TAAT)T U (2.36)

and therefore to the flux splitting
F=AU+AUZF +F (2.36")

where A" , A" are defined by
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AV =TT, AT E TATT (2.36")

and
FF = A'U, F = AU B '  |  h(2:36}f
with N

A=A +A, (2.37)

Now the eigenvalues of A" are =0, those of A" are =<0 , meaning that we
can now handle each of these matrices and corresponding fluxes by an appropriate:
upwinding scheme just as the C.I.R. scheme did for equation (2.1). The matrix

T has been computed by R.F. Warming and R.M. Beam [60]; see also }58]. Using

the splitting a; = a; + a; with (2.33') we obtain

+ _ u+ct|u+c] - _ u*c-|u+c]
a, 5 . 5 (2.38)

Steger and Warming give the corresponding flux vectors F* and F, for the

particular case of subsonic flow where 0 <u<c , as
2yu + ¢ - U
Fr-o2 2(y-1ud ok (uee)? (2.39)

: 3 (4 2
(v-1)0 « Lugek, Boglurele
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S ()2 T (2.39")

(u=c)’ " (3-y) (u-c)?
2 2(y-1)

and naturally, if the flow is supersonic (towards x') i.e. if u > ¢
FfF=F,F =0. - (2.39")

On the basis of this splitting of the flux vector, a variety of useful
numerical schemes can be obtained for the Euler equations of gas dynamics, both

explicit and implicit.

D. Ezplicit direct extension of the C.I.R. scheme for the gas dynamics equation

This is Steger and Warming's first scheme:

n+l n At +\n -\n s ‘
Ui = 0l - fra (FD)Me (F))" (2.40)
where
AF,ZF, - F AF, =F F. . Fi = F(U") (2.40')
-3 J-1 2 %3 7 a4 i ic vy A

This scheme, the direct explicit extension of the C.I.R. scheme to the gas
dynamics equations, can be written in "conservation form" (Harten, Lax, van Leer

[271),

n+l _.n _ At,.n n : . _
Ui = U5 - & Fin72-T5-1,2) _ (2.41a)

if we define _ 0
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= ny+ n T o= n
J+]/2 = f(U UJ+]) = (Fj) + (Fj+1) = [F(Uj)] + [F(UJ+]) . (2.41b)
n : " : " : n n .3
Here fj+]/2 is the "numerical flux" vector, depending on F , Uj s Uj+] ; it
should satisfy the consistency condition
f(U,U) = F(U) (2.41¢c)

which is readily verified:
£(U,U) = [F(U)I" + [F(U)T™ = F(U) .

As the C.I.R. scheme, Steger and Warming's scheme (2.40) can be written

as a centered scheme, if we define

= [AlU with |A] = T|A[T"] | A(2.42)
and

[A] = diag[la]l,...,lanlj

as we had done earlier for linear system (2.10) with constant matrix A , and

eigenvalues a; - Setting
F = S(FF) L F7 = JF-F) (2.43)
we obiain the centered form of Steger and Warming's scheme:

Un+] T A

= =N _~no~n ;
i 7Y% 2(F3+] j- ]) + E(Fj+]-2Fj+Fj_]) . ;(2.44).

For the C.I.R. scheme, the second order difference term, which plays the role of a

numerical viscosity ("dissipative term"), was
+ 5 lAl(u,¢1-2u3+u RO | ~ (2.45)

For Steger and Warming's scheme, this dissipative term is
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MF  _oan.an '
AR CA (2.46)

which cannot be reduced to the form (2.45) since the matrix [A] , in the flux

vector ?g = IAIUF » 1s no longer constant.

Steger and Warming's scheme, which is first-order accurate in space and
time, is stable for linear stability theory (i.e. if the coefficients of A(U)
are Tocally "frozen") (and this guarantees that the numerical solution remains
bounded whenever thé exact solution is bounded) if and only if the C.F.L. - like

condition

1
—
>
1"

lai]A < = At/Ax | (2.47) .

AT

is satisfied by all eigenvalues a;

a; +a; of A= oF/aU .

' g . R
To give an idea of the preci;ion level of this scheme, we shall reproduce’

here Steger and Warming's results for the so-called shock-tube problem (see Sod
[531; [55] for a description and the exact initial values of the parameters P,

p 3 here p /pp =10, A= At/Ax = 0.4 and the C.F.L. number was v = 0.95,

i.e. below stability limit). The continuous curve on fig. 2.2 shows the exact
solution (see [21] for instance for a description of the solution procedure), and
the circles are numerical values obtained with Steger and Warming's first order
exp]icif scheme (2.40). From left to right, one encounters a constant state
(U = UL) a rarefaction wave (not too badly reproduced), a constant state (comple-
tely masked or "missed"), a contact discontinuity (fully “smeared”),_a constant
state (rather acceptable), a shock wave (smeared) and a constant state (U = UR ,

well aproximated)
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SOLUTION AT TIME = 1
INITIAL PRESSURE RATIO = 10

3 NUMERICAL
EXACT

r
i S
c
I ‘6.
S00en
2 o

Fig. 2.2 Shock-tube problem with Steger-Warming's first
order explicit upwind (flux-splitting) scheme
§Cour§§sy of Steger and Warming, J. Comp. Phys.

1981

These rather disappointing results suggest that despite the desirable mo-
notonicity, obviously achieved by Steger and Warming's scheme which inherited the
C.I.R.'s property of monotonicity preservation,‘we are still in need of a more
accurate scheme, should we ever attempt resolution of the real 3 dimensional
problems of compressible flow past physically relevant obstacles (wing profiles,
engine nacelles, etc.). In the next section we shall review a few prototypes of

second order accurate schemes, and explain why they also call for some improvement.

3. THE SECOND ORDER ACCURATE SCHEMES OF LAX AND WENDROFF, MAC CORMACK, WARMING
AND BEAM

For the linear scalar wave equation u_ + au, = 0 (a>0) , we can apply

t
Taylor expansions to the exact solution at gridpoints (xj,t"):

n
ulxgst™) - ulx;oth) + atd 2) @Q—(a + 0(atd) . (3.1)
Using the differential equation, we have up = -au, ,
Upy = (-aux)t = (-aut)x = azuxx s and introducing this in (3.1) we get, after
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differencing in space and replacing u(xj,tn) by the numerical apprOXimatfon"ug o

n+1 u" aAt 'a2 At 2 (

uith = ] - SRl U ) + ) c(3.2) in
J J T20x T3+l -1 2(4x) 3+ ] e

1 2" +uJ

which is the Lax-Wendroff scheme ([29]1) for the linear convection /wave equation.

Extending this to the nonlinear hyperbolic system (1.1) leads to the

classical Lax-Wendroff scheme:

ntl _ . n At[
-Uj - UJ 2AX F(U J+1) F( j- 1)]

| (3.3)
2 n v e n n n

n, n

in which Ag+]/zszA(—i—§iil) (A evaluated at (U AT y/2) .

j+1

The second order term comes from repeated use of the differential

equation:

L ZB0F) 3 OF AU . 2 3

= o= 30 = =t 3x\30 3t

_ For a constant coefficient system Ut + AUX =0, the Lax-Wendroff scheme takes

the simpler form

n+l o n AAt 1,AAt,2 n |
Uj = Uj 2Ax(UJ+1 -7 )+ ( Ax) (u" 341 2UJ UJ ]) . (3.4)

To avoid time-consuming matrix muTtipTications, Richtmyer has designed

a two-step version of the Lax-Wendroff scheme:

§
n+l/2 _ 1 £
Witz = 200505, 2P -Fp) (3.5a)
2 step Lax-Wendroff,
Richtmyer scheme
n+l _n At,.n+1/2 cn+l1/2 or
Ui = U5 - lFsazeFiaze) . (3.5b)

A1l versions of the L.W. scheme are second order accurate ({471), as the derivation



4

of (3.2), (3.4) shows. In the linear case where F(U) = AU , A constant matrix,
the Richtmyer scheme reduces to the L.W. scheme (3.4); in this linear case, stabi-

lity is obtained if

(max|a; V5% < 1 (C.F.L.) (3.6) .
1 PR

To give an idea of the problems associated with the Lax-Wendroff scheme,

we reproduced calculations indicated in [21] for the initial value problem

Up + U, = 0
1 x<0 (3.7)
u(x,0) =
0 x>0
At

performed with (3.2) and ax = ags = 0.1 (well below the C.F.L. stability limit;
‘here a = 1). The results reveal the most important drawback of the Lax-Wendroff

scheme, which tends to generate oscillations in the neighbourhood of discontinuities.

MSthode de LAX~WENOROFF au 100 1eme pas

+
e

soalution Ui, 3

It
N,
h N, <
e u.él‘
L R
-~
-23 -ls -l -5 13 5 1o 15 20

’
L2 deplacamant en X

Fig. 3.1 The Lax-Wendroff scheme wu, +u, =0

at time t = 100At
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One well established remedy against this difficulty is the introduction, on the
right-hand side of scheme (3.3), of von Neumann and Richtmyer's artificial visco-

§ity {C401, [291). For U_ + F(U)x = 0 , Lax and Wendroff's artificial viscosity

t
consists in a second order difference-type term

. Bty

2ax G172 Wse172° Y0727 5027 (3.8)

which is added to the right-hand side of (3.3), where Qj+1/2 = Qj+]/2 (Uj’uj+])
{s a matrix taylored to give appropriate dissipative action when there is strong
variation between the adjacent states Uj ,'Uj+] , and to have negligible effect
when thé grad%ent is small: in this manner the oscillations are broken near the
shocks, while second-order accuracy is maintained everywhere else. For the scalar
conservation equation up + f(u)X =0, the Lax-Wendroff artificial viscosity

gakes the form

At - -kla.-
ZAX[KIaJ.+1 aJ.IAuJ.“/2 Klaj aj_]|Auj“]/ZJ (3.9)

where 3y = a(uj) = (df/du)j , and « is a dimensionless constant of the order
of 1 . Although this leads to an identically vanishing artificial viscosity term
in the constant coefficient case (a(ﬁ) = a = const.) , and therefore cannot
bring any improvement for problem (3.7), it has been found to lead to much better
shock profiles in many nonlinear applications; nevertheless, the parameter K

requires a special adjustment in each particular case (see [47] for a detailed

discussion), which is not desirable for engineering design computations.

In 1969, MacCormack presented another 2-step, second order accurate
variant of the Lax-Wendroff scheme, which takes the following form for

Ut + F(U)x =0 :

. o+l _on = "
(a) Predictor step Uj = Uj AAFJ.H/2 = Uj - A(Fj+]-fj) (3.10)

(downwind if all a%s are 2 0) .
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(b) Corrector step

ntl _ Logn Ty o et T Lgn 0Ty A e enaT
S LB LRSS (VA I GG
(3.10)
(upwind if all a,'s are > 0)

This method generally yields better results than the L.W. or Richtmyer
schemes, while enjoying the same advantage as the latter as regards operation
couints. For a comparison of these and van Leer's method, see [54 1. Since the
tendency to generate oscillations near the shocks is still present, we shall give
a detailed description of an upwind-type MacCormack scheme defined and tested in

£55].

Instead of (3.10), Steger and Warming start from the following version

of the MacCormack scheme:

Predictor u?*‘ = U] - AT} (upwind if a1l a;'s = 0) (3.11a)

Corrector Un+] = ;(UJ g+]) ; Fg+ (downwind if all ai's > 0) (3.11b)
v .- U, .= U, - U, ., = U. - U. i
(here Wi = U5 = Usy s U5 = Us g = Uy s 8 U5 = U g0 UJ_1/2) . Notice
that (3.11) can be written
U™ =" - Mg P F1Ty (3.11¢)

J o2 x i Xy

thus revealing the nearly trapezoidal nature of MacCormack's scheme (with respect

to time integration). The corrector (3.11b) can be put in the form

Un+1 - %(U +U"+]) (Fn+1 n+1) (Fn+1 n+1) (Fn+1 n+])]

J j+1 M

(Ut SR net

n n n n _ _
5*Y; -V F +l) 2F(uj-xvij)+F(Uj_1 AV Fy. 1)J qv F

N}~

+1
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which becomes, by Taylor's expansion, to within third-order differences:

24 © o (3.12)

n+l _ 1,0, ,n+l Ao N1 A2
U™ = gU5+05 ) = S0 F5 0 - 35F5
or, after shifting from X5 to X5 in the second-order difference:
: 2

—— F?
UL TN A, N+l At Vx j 2

Neglecting these higher-order truncation errors leads to a completely backward

form of the MacCormack scheme:

ntl _ .n n - :
Uj = Uj - AVXFj : modified, (3.13a)
- backward T :
- L . v2Fn MacCormack
ntl _ 1,m o n+ly Ao entl AteAx X scheme
Uj = 2(Uj+uj ) vaFj 5 (Ax)z {3.13b)

(3.13) is fully upwind if all eigenvalues a, are 2 0 .

Examining (3.12) or (3.13b) we see that the last term in both cases can

be intekpreted as a negative viscosity or anti-dissipative term. We shall see in

Section 5 that the Lax-Wendroff scheme can also be interpréted as the superpo-
sition of a first-order, upwind-type scheme plus a second-order anti-dissipative
term. It is this anti-diffusive term which is responsible for the oscillations
observed near the shocks. Observing that in the general case (e.g.‘for subsonic
flow gpverned by the Euler equations) the eigenvalues are of both signs,

Steger and Warming, applying their flux splitting principle, deduced a fully

upwind split-flux version of MacCormack's scheme, which we shall write as

n+l _ n ny+ ny-.

uj = Uj - A[Vx(Fj) +AX(Fj) j | (3.14a)
n+l _ 1,n,,ntl Ao iyt n+T,- Aro2eMyt, 2 ey -

U = 2(uj+uj ) - §{Vx(Fj ) +AX(Fj )1 - E{VX(FJ) +Ax(Fj) ] (3.14b)
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This split-flux, second-order scheme gives a substantial improvement on Steger

and Warming's first-order split-flux scheme (2.40): the anti-dissipative tendency
of (3.13b) is damped by the flux-splitting, and the shock-tuBe problem leads to
nearly monotonic density profiles, with some undershoot/overshoot, and a good
improvement of the shock and rarefaction wave resolution. The contact disconti-
nuity is stil‘kﬁpread on too many grid-intervals. For comparison, we reproduce

in figures 3.2 and 3.3 Steger and Warming's results for the classical MacCormack
scheme (3.11), and the split-flux scheme (3.14). The oscillations, for the former,
are beyond the acceptability threshold. A reasonable improvement can be obtained

by introducing an appropriate artificial viscosity (see e.g. [46]).

1.0 ) isIog—y
°°
, ~ SOLUTION AT TIME » 1
8- = INITIAL PRESSURE RATIO = 10
! ~ s NUMERICAL
o ——exact
w'.vo o 0
1S
i o H)
' °
2. Caceao:
!
! 1;\.\:9@
L
(] 1 2 3 4 45

Fig. 3.2 Shock tube problem solved with MacCormack's
explicit scheme (3.11) (Courtesy of Steger
and Warming, J. Comp. Phys. (1981)).

Y INITIAL PRESSURE RATIO = 10 .
€ NUMERICAL
EXACT

1.0 70r 80
r N SOLUTION AT TIME = 1
|
i

Fig. 3.3 Shock tube problem solved with the explicit
second-order, fully upwind, flux-split version
of MacCormack's method (Courtesy of Steger
and Warming, J. Comp. Phys. (1981)).
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The last second-order scheme we shall mention in this section is Beam
and Warming's implicit scheme, motivated by stability considerations ([ 51, [601);
one simple form of this scheme is obtained by using-the trapezoidal rule for the

time integration

o~

n+1 _ n _ At n n+l
ot I Bl AL AL

or, using the homogeneity property of the flux function (true for the Euler

equations):

Here éx is a discrete finite-difference approximation of the spatial differen-
n

J

- 5 L1
tjat1on operator = . Subtract1ng ZAtGXF

= Atéx(Anug)/Z on both sides gives

n+l At n+l, .n+l ,n,n n n
. Els (AT AT = U - Ats .
UJ 72 X[AJ UJ J Jl J X J

which is linearized, in Beam and Warming's method, into

ntl At non+l_nyvoon n

or equivalently

t n+l

A n ny _ _ n - i
[+ 58 AL J(Uj 'Uj) = -0t8 F5  (Beam Warming) (3.15)

Flux-splitting can also be introduced here, but for the shock tube problem, this
did not give significant improvement on the upwind, flux-split version of
MacCormack's scheme (3.14); in fact the shock and contact discontiﬁuityvare more
smeared, and the only gain is a better rarefaction.wave (see [55], fig. 2 and 5).
The main advantage, though, lies in the unconditional stability of the Beam-
Warming scheme, which is an advantage for steady-state computations by time-
relaxation. Moreover, the Beam-Warming scheme leads to approximate factorization

methods which are useful in 2 and 3 space dimensions.
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Up to this point, we still have to improve on the accuracy of the shocks
and rarefactions, since none of the above methods seems to give completely satis-
factory results. In the next sections, we shall present several essential impro-
vements, all founded on Godunov's and van Leer's concepts on monotonicity or

Harten's idea of "Total Variation Diminishing" schemes.

4. THE TVD~IDEA: MONOTONE, TVNI, AND MONOTONICITY PRESERVING SCHEMES

To simplify the discussion we shall consider here a scalar conservation

taw

ug + Fu) =0 or ug +alwu =0 (a(u) z aelu), (4.1a)

with initial conditions

u(x,0) = uo(x) 0 < X < 4 .4 (4.1b)

The main reason for considering this single conservation law rather than system
(1.1) is the following monotonicity property, valid for scalar conservation laws:
For any weak solution (see Lax [301) of the scalar conservation law (4.1), we

have

(M1) No new local maximum or minimum can appear for t > 0

(M2) The value of a local maximum is non increasing, that of a

local minimum is nondecreasing

and therefore

(M3) The total variation TV[u(t)1 = sup ] Iu(xj+],t)-u(xj,t)! is
J .

a nonincreasing function of time t .
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The reason for this is the property of constancy of u , in the (x,t)-plane,

along the integral curves of the ordinary differential equations

& au)(x,t) (a.2). .

calied the characteristic curves of equation (4.1) (indeed,'fo]lowing one such
curve C we can write (%%)C = %%-+ %%-%% =uy o+ a(u)ux =0 by (4.1)). As the -

density profile in convergent divergent nozzles (see é.g. (211, [ 41), velocity

profiles in the shock tube problem ([531, [551) or transonic flow past airfoi1s,A‘
all suggest, this property of monotonicity is no loﬁger valid for hyperbélic :
systems of conservation laws. It is nevertheless a fundamental milestone in the
~quest for higher order accurate methods for these problems; a numerical scheme
which genérates large oscillations for the scalar law (4.1) is unlikely to behave

better for the Euler equations.

To obtain numerical approximations of the solution of (4.1), let us now- - -
introduce explicit (£&+m+1)-point finite difference schemes in conservation from

(2.41a)

G N o) (4.3a)

_ _ - - n n '
3077 Mhgaahy) = UG g g g i

where
hj+~|/2 = h(uj-£+] ,Uj_£+2s...,uj,...,uj+m) (4.3b)
is the so-called numerical flux function, satisfying a consistency condition
h(v,vs...,v) = f(v) (value of the original flux function) . . ~ (4.3¢c)

We shall occasionaly use Godunov's shorthand notation, whenever no confusion is

~ 1likely to happen:

ur] = U: ur}+] = UJ ' K (4-4)
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thus concentrating on the single time step t" > tn+]..
. N n+ly _ oo . . "
Denoting by L : {uj} - {uj } = L{uj} the finite difference operator
performing this time step, we say, following Harten ([641) that the scheme (4.3)

is total variation nonincreasing (TVNI) if for all function v of bounded total

variation we have

TV(Lev) < TV(v) - (4.9)

where the total variation means the total discrete (grid-dependent) variation

400
TV(v) = TV{vj} = ] |vj-vj_1| =

J:-w J:—w

(4.6)

~ 8

LFRYA

A finite difference scheme (4.3) is said to be monotone if the function H 1is a
monotone nondecreasing function of each of its (&+m+1) arguments; it is called

monoutonicity preserving if the transition from {ug} to {ug+]} = L{ug} preserves‘

the sense of variation of the mesh function {ug} , i.e. if

n-
J

= sgn(un-ug_]) for all j . (4.7)

n+l n+1)
J

n - )
sgn(Lu Luj_]) = sgn(uj Uj.1

The relation between the above three properties is given by the following

Theorem 4.1 (cf. Harten [641])

(i) a monotone scheme (4.3) is TVNI

(i) a TVNI scheme is monotonicity preserving

|
We note here that the introduction of schemes in conservation form, due

to Godunov ([19], p. 286) and elaborated in [29], leads to numerical solutions

which, if convergent, automatically define a weak solution. If the numerical

‘scheme also satisfies an appropriate "entropy condition" (see [30]), then the 1imit

of the numerical solutions verifies Oleinik's entropy conditions, which guarantees
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unicity and convergence to the physical solution. We shall not elaborate on this

problem here, and refer to [301, [13], [42]1, [43] and the literature quoted there. -*

On the other hand, monotonicity and bounds on the total variation are
useful to prove convergence results directly, without assuming satisfaction of
an entropy condition (For initial data uo(x) with bounded total variation,A_
convergence to the unique entropy-satisfying weak solution is obtained by
compactness arguments, starting from the observation that TV{ug} is a non-
jncreasing function of time t" » for a monotone scheme, by property (i) of.

Theorem 4.1.)

As mentioned in Harten [641, and earlier in [24] , a monotonevscheme
(4.3) for Up + f(u)x = 0 approximates with second-order accuracy the solution

of the viscous modified equation

ug + f(u), = ALTB(u,A)u (4.8a)
where
B(u,2) = -1 fm K22y (v ,,v v v )-x2a%(u)1 (4.8b)
PV A S I Y AR S MR SR b

satisfies, for a monotone scheme,

B(us2) 2 0, B(u,A) 20 . (4.8¢c)

Since the "numerical viscosity" term At[S(u,A)ux]x does not vanish identically,.
a monotone scheme can be no better than first order accurate. Moreover the same
is true for linear monotbnicity preserving schemes

n+l Hm n )

GodunoV (191, p. 275) has proved that a scheme (4.9) transforhs a monotone discrete
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function {u?} into a monotone function {ug+]} if and only if all coefficients

c, are nonnegative.

(PrOOF. (a) If Cy 2 0 for every k and {ug} is increasing, then

all differences UQ - uq are 2 0 , therefore

J j-1
n+l n+l m n m n ) ] ] |
. - z-m ckuj+k - -'% Ckuj"']"'k - z Ck(uj+k-uj+k_]) > 0 .

(b) Conversely, supposing that ¢, <0 leads, for the parti-
0

cular function

1 if j =2 k0

J . .
0 if J < k0

to
un+1 _ un+1 - ? c (u"-un ) = ¢ (un " )=c <0
0 -1 -m k'7k k-1 k0 ko k0~1 ko

and monotonicity preservation is violated.)

It follows from the definition and Godunov's result that a linear mono-
tonicity preserving scheme (4.9) is necessarily monotone and therefore at most
first-order accurate by (4.8). By Theorem (4.1), any linear TVNI scheme will
also be first-order accurate. The only Way around this obstacle is the design of
nonlinear schemes which are second-order accurate and TVNI , or monotonicity

preserving. For this, Harten's lemma ([64]) plays a fundamental role.

We start from a difference scheme in conservation from

n+l n n n n
LS Uy - . -h. = y; - . -f(u, )=h. (
uj uJ A(hJH/2 hJ-]/Z) uj A [(h\]ﬂ/2 f(uJ))+(f(uJ) hJ_]/z)] (4.10)
and we first suppose, for simplicity, that h. = h(u?,uv ) (three-point
J+1/2 3?7+l

scheme) where h 1is a continuously differentiable function of both arguments.
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We can write (4.10)

n+1 _ n_ _ - i

uj = Uy A[{(h(uj,uj+]) h(uj,uj)}+{h(uj,uj) h(uj_],yj)}]
-0 : -
= uy - A[(uj+1—uj)C+(uj,uj+])+(uj uj_])c_(uj_],uj)]

by the mean value theorem. Defining

Ci-172 j

we obtain a very useful form of our scheme (4.10):

uq+1 R B Harten's form of V) (4.11)

=" - A +D A" (
i J J-1/27"j-1/2 J+1/2773+1/2 ‘numerical scheme (4.3)

The basic tool of TVNI or TVD-scheme theory is then

LEMMA 4.1. (Harten, [64]) If the coefficients CJ._]/2 s Dj+1/2 in

a difference scheme written in Harten's form (4.11) satisfy

0 0 » (4,12a)

C5-122 0 2 Djiqpp 2

0 s,Cj+]/2 + Dj+1/2 % 1 ’ ~ (4.12b)

then the scheme is TVNI (total variation nonincreasing).

This lemma is valid for any scheme of the form (4.11), for instance 5
point schemes. Harten has designed a method allowing aﬁy first-order, 3 point
TUNI/TVD scheme to be converted into a second-ordef, 5 point TVNI/TVD schenme.
The basic principle is the observation that, due to the invariance of the solution

of (4.1) along characteristics, u(x,t) is independent of the particular fiux

function f(u) appearing in the differential equation uy + f(u)x = 0 (away from

shocks), and only depends on the initial data function ud(x) » provided the flux

function f(u) satisfies the following initial characteristic velocity condition
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(ICVC): The characteristic velocity af(u) = a(u) = gﬁ- takes the same initial
values a(uo) s at the initial time to =0, for all members of the flux family
F = {f} under consideration. Notice that this property is improperly stated in
[611 p. 113 line -8, where the ICVC is ﬁot assumed, since modifying the flux
function f into f + g with [F'(u)+g'(u)], 2 f'(u)lu i.e. with g'(u)) 20

0 4]
does affect the solution: the characteristic curves are modified from

%% = alu)) = f'(u)) to %%-= auy) + g'(uy) # a(u,) . Nevertheless the whole
argumentation in [61] remains correct, thanks to the fact that g(u) ~ 0 as

ox + 0, and g'(uo) + 0.

Harten then propose a "Q-scheme", in conservation form:

n+l N _
uj u; )\(hjﬂ/2 hj_1/2) (4.13a)
where (1limiting our description to the explicit subcase of [61])
]
Nz T 25 50 0ag, ) 005, ) (4.130)
and Q s an appropriate function of A and aj+]/2 defined by
Afj+]/2/Auj+]/2 if Auj+]/2 z 0
44172 © (4.13¢)
dfy - . _
(Hﬁoj = a(uj) if Auj+1/2 =0

called the coefficient of numerical viscosity, for the obvious reason that the

scheme becomes

ntl _ n_A.n _on A

or
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if Q were constant. The last term is.a viscosity term if, as is the case under

stability CFL-like conditions, Q = 0 .

| . - 2 . . .
Choosing Q(aj+1/2) = laj+]/2l (resp. A(aj+]/2) ) leads to the
extension, to the case of non-constant characteristic speed a\].“/2 , of the

C.I.R. scheme (2.13), called G.C.I.R. (resp. to the Lax-Wendroff schéme).

Harten's method consists in observing, by truncation error analysis and
comparison with the Lax-Wendroff scheme, that (4.13) gives a second-order accu-

rate épproximation to the solutions of the modified equation

+ f(u)x = Ax(o(a)u

ug Oy (4.152)
with
o(a) = H0(a) - a° (4.15b)
In other word;, (4.13) is a second-order approximation to so]utiohs of
u + (f-g), =0 ' (4.16a)
»with
" g(u) = ax - o(a)u (4.16b)

X

It can then be proved that applying the first-order scheme (4.13) to the modified

equation

ug + (f+g)x =0 | (4.17)

leads to numerical solutions which are, in the 1ihit when Ax >~ 0 , asymptotically

equal to second-order approximations of the equation

Uy + [(f+g)_-g]x -0 i.e. Uy + f(u)x =0 . (4.1)
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HEURISTIC PROOF. Indeed, the characteristic field 39X - f'(u) + g'(u)
of the modified-flux equation tends to the characteristic field %%-= '"(u) of ©

the original equation u, + f(u)X =0, as & >0, since g(u) = O(Ax). and
therefore g'(u) = y(u) = 0(Ax) , and the initial ICVC condition is satisfied
in the 1imit as Ax > 0 . Considering the differential equation (4.17) instead
of Uy + f(u)x =0, we see by comparison with (4.15) that scheme (4.13) will

give second-order approximations to solutions of the modified equation
u, + (f+g), = ax(o(a+y)u, ), (4.18a)

where

a+yz=f'(u) +g'(u) . (4.18b)

Now (4.18a) can be written

90

Mx{[o(a) + 53

2
ug + f o+ g = v+0(Ax)" Juy 3,

Ax[o(a)uxJ + Ax[ao

3
» a O(Ax)ux]x + 0(ax) Uyy

since y = 0(ax) , whence

ug + fx tg, =g, + 0(Ax)2 or ug + f(u)x = O(Ax)2 . (4.19)

X

Therefore the scheme (4.13) applied to the modified flux function f +g will

give second-order accurate approximations of the solution of the original equation

(4.1).

Since the additional flux function g must be a differentiable function
of u , the effective numerical flux, for the modified-flux equation (4.17), will
be obtained by an interpolation-type, 4 point-formula ([25], [261), thus trans-
forming the original scheme (4.13) into a 5-point, second-order accurate scheme

which can be proved to be TVNI/TVD , under Harten's specific assumptions for the
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choice of the function Q , with the help of Harten's lemma 4.1. We refer the
reader to [64], [61] for a more detailed description of this ingenious conversion

from 1st-order to 2nd-order TVNI, explicit or implicit, conservation schemes.

These schemes are extended to hyperbolic systems of conservation laws

(1.1) by first considering the case of constant coefficient hyperbolic systems

. AUX =0 , , o (4.20)

U
ahd applying the above theory to each of the scalar decoupled cohservation
equations obtained for the characteristic variables as follows. By the assumed
hyperbolicity, the eigenvalues a1(i = 1,...,m) of A are real, there exists

an orthonormal basis of right-eigenvectors R' , and the matrix
R=(R',...,R",...,R") (4.21)

is invertible, with

R VAR = diaglay,...,a; ] = A . (4.22)

_ Defining the characteristic variables as
W=R U » (4.23)

leads to a diagonal system of decoupled conservation laws

i i
W, + M =0 or WM. A g i=,...,m (4.24)

t ot iox

to which the previous TVD procedure can be applied.

For nonlinear systems (1.1), or Ut + A(U)Ux 0 , with nonconstant
jacobian matrix A , we have mentioned earlier that the total variation no

longer needs to be nonincreasing as t increases, and the direct extension of
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the scalar TVD theory is not possible. Nevertheless, one can apply the prin-
ciple of local freezing of the coefficients (see [61]) and obtain TVD-Tike
schemes which behave very much 1ike TVD-schemes do for the scalar equation as
regards monotonicity. The numerical tests displayed in [64], [61] suggest that
Harten's method is a very powerful tool, leading to a family of TVD schemes
able to give both very sharp shock resolution and the desired monotonicityj

see e.g. the very convincing piecewise monotone density profile obtained by both
the explicit and the implicit TVD-like schemes in [611, p. 119, fig. 4.2, for
the quasi-one-dimensional nozzle problem, as opposed to the oscillatory profile
obtained with Beam and Warming's second-order implicit scheme, or the smeared

shock computed with Steger and Warming's first order split-flux algorithm.

\

Before introducing Sweby's method of generating higher order schemes
using flux limiters, let us mention as a first application of Harten's lemma that
the C.I.R. scheme is TVNI under the C.F.L. condition [a|) = |a|At/Ax <1,

since it can be written

ntl _ n _ A n Ariale n '
uj = 2(|a|+a)AuJ._]/2 + 2(lal. a)Auj+]/2 (2.12')

and Harten's condition (4.12a) is obviously satisfied with

slalw) 20, 0, 5= Hlal-a) 2 0 (4.25)

Ci-172 /e "

while

Cj+]/2 + D‘].,r]/2 = lalA .

On the other hand, the Lax-Wendroff scheme does not satisfy Harten's
sufficient condition (4.12), and is not monotonicity preserving, as Godunov ([19],

p. 274) has shown as follows: considering
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u, ~u, =0 _ - (4.26a)
with discrete initial data

”j =0 for j =<0
(4.26b)

. = f i =1
uJ 1 for j

The Lax-Wendroff scheme gives for the first time-step:

2
1 _ o A0 0 A", 0 0,0 _
uj = Uy o+ 2(uj+1 uj_1) + 7?(uj+]—2uj+uj_]) (4.27)
therefore
2 2

1 _ : 1 _ AX 1 _ AN

uj =0 for aj] J<-1, Uy = =5 up = 1 + 5~ o
and

u} =1 for jz2.

Now for 1 = At/AX <1 i.e. for a strictly stable scheme, we have ué <1,
u} >1 and u; =1, and the monotoni;ity of the initial function is already

broken at the first time step!

We note at this point that in Godunov's work (1959), written in 1956,
the scheme (4.27) is naturally not quoted under the names of Lax and Wendroff, as
the now famous paper [29] appeared in 1960. Godunov only considered the(particu]ar__
form (4.27), fgr tﬁe special case of the constant coefficient linear scalar wave
gquation (4.26a), to motivate his considerations on monotonicity preservation;
[29] was the first analytical and general presentation, for the general nonlinear
hyperbolic system (1.2), of what is now the Lw scheme. It is interesting to
note that monotonicity was at the heart of Godunov's motivation in his attempt to
construct a scheme which would closely reproduce the solutions of the Euler

equations.
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5. SECOND-ORDER SCHEMES WITH FLUX LIMITERS. SWEBY'S SCHEME

A. Sweby's construction of 2nd-order TVD schemes derived
from the Lax-Wendroff scheme

We consider the simple case of the linear scalar wave equation

up +au = 0, a>0 (constant) . (5.1)

t

We can rewrite the Lax-Wendroff scheme (4.27), to enhance its anti-dissipative

character, as

n+] n n n 1-v)v -, n
U= ra(ul-u? ) - Q=vdvpen )
uj u a(uJ uJ_]) 5 (uJ+] u, ) (uJ j- ])] (5.2)
or in Sweby's notation

Jj_ _ (1 v}\)3

u = Uy AaAuJ -t J+]/2] (5.3)

which can be written in conservation form

J_ _ (-v)v 1-v)v
u = uy A[(auj 35y AuJ+]/2) (auj_1 +;—§X——Auj_]/2)] . (5.4)

This last equation reveals that the numerical flux of the LW scheme

+'il:32aAu. = auj + l%-\—)-A(au)

Njere = 35 T T A (5.5)

j+1/2

can be viewed as the sum of the numerical flux aug of the first-order upwind

scheme (2.6), known to be highly dissipative, and an additional flux

1-v 1=V

the effect of which is to introduce in the right-hand side a second-difference
term with a coefficient -a(1-v)/2 or -v(1-v)/2x which is negative under the
CFL stability condition v <1 (since a > 0) , thus playing the role of a

negative viscosity, or anti-diffusion, in the Lax-Wendroff scheme.




It is then tempting to try and construct some sort of intermediate
between these two schemes, by introducing in the anti-diffusion term a so-called
"flux-limiter" ?; depending on the ratio of the two adjacent increments
UJ- - Uj-] ’ UJ+] - Uj .

U.-U. '
= o (r. . R i 2 . .
j ¢J(rj) with ry = 3 =T (5.7)

to obtain a flux-limited version of. the Lax-Wendroff scheme

oy, - - a(l-v)
u = ug M(au)j_]/2 AA_[qj(rj)> > Auj+]/2] (5.8)

In order to obtain a TVD scheme, we have to choose the limiter ¢(rj)w in such_
a manner that the scheme becomes dissipative in the immediate vicinity of shocks,
but the joint action of the "sensor" rj and the limiter ?; should not be too
spfead out if we.want to keep sharp shock profiles. Since the first thing we want
to eliminate is the.tendency of the LW scheme to generate oscillations, we

impose

\¢(r) =0 for r=<0 (5.9)

i.e. jf (”j'“j-])(“j+]'uj) < 0 we add no anti-diffusion at all, so that our
scheme reduces to the highly dissipative first-order upwind scheme, in an attempt

to break the threatening oscillations detected by the sensor.

On the other hand, away from shocks we would like our scheme to disp]ay
the second-order accuracy of the LW scheme, -and for this reason we sha]] try.to
add as much of the anti-diffusive flux as we can while maintaining the TVD
character. In order to be able to apply Harten's lemma 4.1, we rewrite (5.8) in

Harten form: Sweby proposes, to this effect, to choose

AA_[w(Tj)jl%Elﬁ(au)

j+1/27

CJ._]/2 = ax +

2 Dy =0 (5a0)
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Since the characteristic speed a has been assumed constant, we get
) 1:24)(“) ' : :;,
Ci1y2 ® Vil +— (‘12;L‘“<P(Tj_]))] (5.11)

so that imposing a bound ¢ on the magnitude of the inside bracket

o(r;)

l"?fl"'w(rj—i)l < & (to be specified later) (5.12)
J

leads to the following bounds for Ci-172:

1-v 1-v
V1 -—E—QJ < C._V2 < v[1-+—§—¢] (5.13)

By Harten's lemma, the scheme will be TVD if 0 < CJ._]/2 <1, and therefore
if | |
051 -5(1-v)e and w(1+%(1-v)e) < 1. (5.14)

From the first inequality we must have

(1-v)e < 2
which imposes, for 0 < v« 1 :
<2 (5.15)

This condition also guarantees that the second inequality (5.14) is satisfied for
all v e [0,11. From (5.9), (5.12) and (5.15) we conclude that the limiter ¢
must satisfy
0 < max[géﬁl,w(r)] <2
(5.16)
o(r) =0 r<20

with ¢ 20 for all r to maintain the anti-dissipative character of the

second-difference term.
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CP(P)= ir o cp(r)=r~
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Fig. 5.1 TVD region for the limited LW schemes

Figure 5.1 shows the region, in the (r,o(r))-plane , where the graph
of the limiter function o¢(r) must be located to guarantee a TVD scheme. As
expected, the graph of fhe constant limiter ¢ =1 of the Lax-Wendroff scheme is
not wholly contained in the TVD region. For the Warming and Beam upwind scheme

(0591)

ntl _ n _ n.n y_1 - n_,n n :
L= Uy aA(uj “3-1) 5 ax(1 \))(uJ 2“j—]+“j-2) (5.17)

Yj j

which can be written

n+l n (1-v) n :
o= U, - . - A [r, .
uj us aAAuJ_,‘/2 _[r'J 5 aAuJ+]/ZJ

- (5.17Y)
which is also second-order accurate but uses nodes j -2 ,j -1, J instead of
j-1.,3,3+1, the flux limiter, in the notation (5.8), is o(r) = v ; this
also reaches out of the TVD region. Following Fromm's approach ([161, [171) which
leads to a "zero-average phase error scheme" by alternating one step with the

explicit split-flux upwind version of MacCormack's scheme (3.14) and one step

with the symmetric explicit centered MacCormack scheme (3.11), Sweby constructs



a convex combination of the Lax-Wendroff and Warming-Beam schemes, in order to
generate, by a clever "tuning" of the corresponding flux limiter, a scheme which
would tentatively enjoy both the monotonicity properties of upwind schemes and
the second-order accuracy of these two schemes. Multiplying (5.3) by (1-8) ,
(5.17') by 8 and adding leads to the scheme

J } (5.18)

= - g2%0n-
uw =u, - \)Auj_]/2 A_{=~vl e+erj]Auj

J +1/2

which is a limited LW scheme of the form (5.8) with flux limiter

w(rj) = (1-68) + rje =1 + e(rj;l) (5.19)

i.e.
(P(rj) = (]”e)(p!_w(rj) + e¢wB(rj) (5']9')

with
@Lw(r) =1 and wWB(r) =r. : (5.19")

Sweby suggests to have 0 < 6(r) <1, as the numerical experiments performed
with non-convex combinations seemed to show too much compression, i.e. the oppo-
site of too much dissipation: sine wave initial data tended to become square

waves (notice, though, that due to the characteristic property of u, + f(u)x =0,

t
the decreasing part of the initial function will always tend to generate a shock;

see Lax [30] for details).

Now applying Harten's Lemma, we can verify that the scheme (which is by
construction guaranfeed to be second-order accurate) will be TVD if the graph

of ¢(r) =1+ 6(r-1) 1is contained in the hatched region of Fig. 5.2.
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Fig. 5.2 Second-order TVD region for Sweby's 4-point scheme (5.18).

PROOF. (a) For 6 =1 we shall obtain a lower bound for o(r) , for
O<sr<1, namely o =1+r-1=r, thus Justifying the boundary segment

0B .

min

(b) Still with 0 <r <1, the largest possible values of
Q(r) are obtained for 6 = 0 , thus giving o(r) = 1, but we still have to

fulfil condition (5.16), which gives ¢(r) < 2r ; this accounts for OA and AB .

(c) For r>1, o(r) =1+ 8(r)(r-1) must remain = 0 s to
maintain the anti-diffusive character of the flux in (5.8). The maximum values
are those for which 6(r) =1, i.e. o =r, leading to BC ; CD comes from

the second restriction in (5.16): o¢(r) <2 .

(d) Finally for r > 1 we cannot have ¢ <1 since 6 >0

gives 1+ 8(r-1) 21, whence BE .

47
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We shall now consider the limiters of Sweby, van Leer, Chakravarthy

and Osher.

1. Sweby's limiter. Sweby introduces a flux limiter ¢¢(r) depending

on a parameter ¢ :
@Q(r) = max[0,min{or,1),min(r,®)] with 1 <®<2. (5.20)

The graph of ¢ Sweeps the whole second-order TVD region of Fig. 5.2 as ¢

increases from 1 to 2, see Fig. 5.3.
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Fig. 5.3 Graph of Sweby's limiter.

As the limiter of the LW and Warming-Beam schemes, Sweby's limiter

passes through the point (1,1) i.e. ¢®(1) = 13 this reflects the fact that

if the adjacent gradients u. and u

il
the solution ug is not approaching a shock in the neighbourhood of xj , and

41 ° “j are of ;he same order,
therefore we can leave the LW scheme do its second-order accurate work without
having to worry about a potential oscillation. Moreover, for the scalar con-
servation law Up + f(u)X = 0 , Oleinik's entropy condition (see [411; [671],

p. 251) (for convex flux i.e. f" > 0)
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ulxra,t)-u(x,t) %- forall a>0,t>0 - (5.2n)

. o

shows, fixing t > 0 and going from x = - through the shock to x = += , that
the jump at a shock can only be downward, i.e. u > up s indeed if u < OR s
taking arbitrarily small values of the increment o would lead to arbitrarily

large values of the left-hand side, contradicting (5.2).-

Considering, then, the case of a downward shock with a numerical appro-
gimatiqn showing the shock located in or close to the interval [xj_],xj] ,» and
moving from x = - through the shock toward x = » , we have, typically, the

foliowing situation (see fig. 5.4):

x. . x. x. . .
j-3 16'7- i X p

1]
o

Fig. 5.4 Downward shock for u, + f(u)

(i) 0 < i = (uj-z-“j-3)/(uj-1'uj-2) <1 with ri-2 close to 1.
The Tlimiter-point (r,o(r)) will be in triangle 0AB -(Fig. 5.2), close to (1,1)

(If rj-2 < 0 we take ¢(rj_2) =0) .

(ii) 0 <vr, , << 1, and we take o(r. ;) close to 0 to obtain a
J-1 : j-1

local dissipative effect.
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(ii1) rj >> 1 and normally, with the original limited version (5.8) of
the LW scheme, we should take w(Pj) very small to get a‘dissfpative effect, |
since we are still in the vicinity of the shock. But using the blended scheme
(5.18), which contain a built-in component of the upwind, dissipative scheme of
Warming and Beam, we actually use a limiter g =1+ (r-1)8 > 1 since 6 > 0

and r >>1; but the point (r,e(r)) is still in the TVD region of Fig. 5.2.

>1 but r,

(iv) if r. 541

341 = 0(1) we have an effective limiter

g >.1 as in case (iii), while if el < 0 we take o =‘0 .

j+1
Owing to these remarks, we see that Sweby's limiter should give fairly

good results, since it fulfils all conditions obtained in (i) - (iv) .

Returning to the original limited LW scheme (5.8), which is a symmetric

scheme with nodes Xj1 > X5 s X5, > We see that the above considerations would

suggest taking a flux limiter with a behaviour of the following form

r ~00 - 0 + 1-¢ 1 1+ 10 r +o0
(5.22)

o(P)| 0 0 0+ 001-e) 1 o0(l+e) 0 o

Here o(r) has to decrease to zero as r increases, since large values of r

announce the immediate vicinity of a shock and call for a dissipative mechanism.

On this basis, we suggest using for the limiter in (5.8) one of the expo-

nential type functions familiar in the kinetic theory of gases

. exp(-r2) = rpexp(1—r2) (5.23)
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¢2’p(r) = rpexp[-(r—l)zl T o (5.24)

Choosing p = 2 for 9p,p 9ives ¢1,2(0) =0, w],z(l) =1, wi’2(1) =0,

and continuous differentiability of the limiter from -« tq +o  (including the
origin), which might be of some value. For this Timiter, onevwou1dlexpect a
reasonably compressive effect away from shocks, and‘diffusivity near the shocks.
Comparative numerical tests for Burgers' equation and for problems in gas dynamics

will be described elsewhere.

§6}

Fig. 5.5 Graph of the proposed limiter ¢]~2(r) .

2. van Leer's limiter. Inspired by an idea of Fromm, who constructed

the arithmetic average of the Lax-Wendroff and Warming-Beam schemes (5.2) and
(5.17), van Leer [32] used a weighted éverage of non conservative and flux-limited °
forms of thése two schemes to obtain a monotonicity preserving, flux-limited

version of Fromm's scheme, which can be written in conservation form ([321, p. 364
for an explanation) or equivalently in the following way, where the 4-point dépen-

dency is evident:
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w = u, - v(u -u.

j j- ) - (1 v)[(uJ+] ~u:)-(u j-]'“j-z)]

(5.25a)

+ %{1-v)[5(9j)(uj+]-2uj+uj_])-S( ])(u 2u +u 2)]

where ej is van Leer's sensor (or "smoothness monitor")

i

9. = Minize . 4+1 "3
J Uz Us g
3-1/2

with ej =1 if both Auj_]/2 and Auj+]/2 vanish and

= +§+§% (5.25¢)

In order to reduce this to the form (5.8) of a flux-limited LW scheme,

r—‘- (5.25b)
J

Sweby rewrites (5.25) as

-y, - - 10-

with

(5.26b)
Using (5.26b) one can express van Leer's limiter as a function of the sensor r :

- +
05 = <DVL(rJ.) = H—;} (5.27)

This limiter, which is in the class of blended limiters (5.19), has a graph which

1s a smooth curve in the second-order TVD region of Fig. 5.2, with

(PVL(O) = 0 and LPVL(]) = ]

It Teads to a very robust scheme with sharp shock resolution, and can be taken as

ent limiters B;

s. By ocur (oscillation damping) convention to

take ¢(r) =0 for r =<0, it can be written
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v
o

2r
Tep for r R
oy (r) = (5.28)

0 for r

IA
o

and is a continuously differentiable function of r except at r =0 , satisfying

the symmetry property
o) = Lo (1) (5.28")

which guarantees that the scheme handles positive or negative gradients in the

same way (no preferred direction of wave propagation).

Looking at its graph in the middle of the 2nd-order TVD region and at
the good monotonic shock profiles it gives,(see e.g. [561, t32] confirms the old

saying “in medio stat virtus".

Fig. 5.6 van Leer's flux limiter (5.28) Fig. 5.7 Chakravarthy and Osher's
for the 4-point scheme (5.26. : limiter
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3. _The flux-limiter of Chakravarthy and Oshen. Considering again the

linear wave equation

u, +au, =0 (a >0, constant)

and following the same Taylor-expansion approach as Lax and Wendroff (see equation

(3.1)), Chakravarthy and Osher [ 87 use the upwind difference approximations

u, = (3uj-4uj_]+uj_2)/(2AX) (5.29)

N 2
Uy ==(uj-2uj_]+uj_2)/(AX)

to obtain a (space and time) second-order accurate scheme which they rewrite as
2

) - lug-2ug_yvug ) - 2L (U575 9)-(uy_1-u; )1 L (5.30)

u’ = u, - v(u,-u.
( J J

J J 7i-1

The first three terms in the right-hand side would make the scheme 1st-order
accurate in space and 2nd-order accurate in time, and the last term can be
viewed as a correction to reinstate 2nd-order accuracy. As it plays the role
of a negative viscosity term (anti-diffusive), one can verify that (5.30) is not
TVD. To obtain a second-order accurate TVD scheme, the second-order difference

of the correction term [A“j-]/z'A“j-3/2] 1s modified into a term

I, A (5.31)

J-1/2 ~ j-3/2

where the modified increments are obtained by a slope-limiting procedure

(i) If Auj_]/2 . Auj+]/2 < 0 we take Auj_]/2 =0

(1) If auy_q/p Myqjp >0 and if fau, o] s JEUPRYPY
we take A“j-]/z = Auj_”2
(iii) 1t Auj_]/2 . Au‘].ﬂ/2 >0 and if |Auj_]/2l > @lAuj+]/2|

we take Au. =9

j-172 = P59/ -
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This procedure can be shown to be equivalent to either

_ 1724 “inse , .
U = Au, - max(0, m1n[ e $]) . (5.32a)
j-1/2 j+1/2 AUJ+1/2 J+]/2
or
B 372 = Buj_y /p * max(o, m1n[—¥3+1/2 3 /2.4 1) . (5.32b)
Us-1/2°%45.1/2

The parameter ¢ 1is the slope-limiter, chosen between 1.0 and 2.0 in [8]-while

in Goodman-LeVeque [22], its value is more severely Fixed at 1.0 (see Section 7).

In terms of flux-limiters as discussed earlier, this procedure corresponds. to

take a flux-limiter

¢Co(r) = max(0,minlr,]) 1< ¢ <2 (5.33)

in a 4-point blended scheme of the form (5.8) - (5.18). This limiter, repre-
sented in Fig. 5.7, is not symmetric in the sense of (5.28'), but makes the scheme

of Chakravarthy and Osher TVD (and 2nd-order accurate).

5.B. FExtension to the nonlinear equation up + f(u)X =

In order to generalize the schemes obtained in Section 5.A for
Uy +auy = 0 to the nonlinear conservation equation 4.1, Sweby resorts to the
notion of E-schemes introduced by Osher [42], for semi-discrete approximations

of the form

E

(h3+1/2 j-172) -

up = (5.34)
.A scheme (5.34) is an E-scheme if the inequality

sgn( 3417935 )[hJW2 flu)l=0. ' (5.35)
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hoids for all u between u. and u, (these two values being included). 1In

J Jj+1
[42], these E-schemes are shown to lead to numerical solutions which converge tor

the physically correct solution, supposed to satisfy an entropy condition (see

[30]) excluding rarefaction shocks, whence Osher's notation.

In the present framework, let us consider three-point difference schemes

in conservation form

Jo_ _ At E WE
Y Ax(hj+1/2 hj-]/z) (5.36a)
where the numerical flux
E -k
hses2 =B (“j’”j+1) (5.36b)

satisfies Osher's E-condition (5.35). An example of such E-schemes is given by
monotone schemes. The advantage of E-schemes is their convergence to the solution
which satisfies the entropy condition (see [681); but their main drawback is the
same as that of monotone schemes: they can only be first-order accurafe, and
shocks are smeared. Osher and Chakravarthy [451, followed by Sweby [561, have
used flux-limited E-schemes to obtain 2nd-order accurate TVD schemes. An
important example of an E-scheme is the Engquist-Osher scheme (C141), defined

by

hEO MR SR 1) (5.37)

R V7R IR

where u is the sonic point of f i.e. f'(u) =0, and

U,
J 3 . -
ME ' integral of the positive part of
f3 Jg X(s)f'(s)ds <;he characteristic velocity (5.38a)
u.
f. = [J (1 (VY€ (e )de (intEQral of the negative part of\ (5.38b)
Jg VT YT \the characteristic velocity )



with
1 if f'(s) >0
x(s) =
0 if f'(s) <0.

Since the characteristic velocity a(u) = f'(u) is no longer constrained,

as in Section 5.A, to be of one sign only, the extension of the previous theoky
requires the introduction of specific signed flux differences and signed local

Qourant numbers: Jlet

+ . O3 72)"
j+1/2
A(Af )~ '
Tz - - - +1/2
(8F5 07207 = Thy o Flu) T, vy p = —pd o (5.39b)
j+1/2
We have
* T o= 1 - =
(8F 5497207+ (8F5uq ) = Flugq) - Fuy) = 86, 40, (5.39¢) .
- and for an E-scheme we get, by (5.35)
+ -
Va2 20 s V5072 50 . (5.40)
Moreover, defining
= vy v (5.412)
V4172 = Via72 T Viag2 Aa
we obtain
v = AL(AF, o ) +(AF, o ,)7 178 a2 (5‘41b)
ifl/2 ” j+172) TR0 Yisry2 = B2 .

which has the typical form of a discrete CFL-number. The signed local Courant
numbers will allows us to introduce an appropriate flux-splitting in the extension

of Sweby's scheme (5.8) - (5.18) to u

. f(u)x = 0, ‘and by-pass the computatidn .
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of the characteristic velocity f'(u), which is discretized by (5.41b) and splftl‘
by (5.41a).

We can now use these signed local CFL-numbers to reduce our E-scheme
(5.36) - (5.35) to Harten's form, in order to obtain sufficient TVD conditions;

we have

i_ ., . . ) ) A - : +
ut = uy At(hj+]/2 f(uj)) (hj-1/2 f(uj))] = uy A(Afj+]/2) -A(Afj_]/z)

or

J ot "
uv = uj V3172 Auj_]/2 vj+1/2Auj+]/2 . (5.42)

This is Harten's form if we define

. -
C5-172 = Y5172 Pgnge < gy - (5.43)

Therefore condition (4.12a) is satisfied for an E-scheme , and condition (4.12b)

becomes

+

0= V72 = Vjaze <! | . (5.44)

for a TVD fully discretized E-scheme (5.36). Notice that (5.44) has the form
and dimensions of a CFL condition. Indeed if we had only defined

Visl/2 = A(Afj+]/2)/Auj+]/2 and split it into its positive and negative parts

+ - .
(\)J-+-l/2) = maX(O,\)j+-|/2) s (\)J-+'l/2) = m’ln(O,\)jf]/z) s

+ - .
then (Vj+]/2) - (vj+]/2) would denote Ivj+]/2l and the condition would read

I\)j_ﬂ/zl = )\Ia(U)J+~I/2| <1 (WTth a(U)J+~'/2 = AfJ+-'/2/AUJ+]/2) :,

but of course it has a slightly different meaning here, although away from the

sonic point u , we do have either Vv =0, and (5.44) then

j+1/2 ©
exactly reduces to the CFL condition A[a(u)j+]/2[ 1.
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For the Engquist-Osher scheme, we have

u.
j
- _ + - - _ + - _ _ l
(Misrz2deo = B3 * Fyun + 0D - Fy = Fy e Fyg ¢ F0D) - tf(u)ffa £ (s)ds]
= 5+ i (s) - | Dlx(s)3F'(s)ds = £5, - f
=i+ fin JU x(s)f'(s) JG [1-x(s)1f'(s)ds fin f
Y541 Yj Y501 y
= f- (1-x(s))f"(s)ds - f_ [1-x(s)If'(s)ds = J [1-x(s)1f'(s)ds
u u uj
as well as
+ ¥opm o ~ Ui
(Afj+]/2)50 = “(fj*fj+]+f(u)-[f(u)+JG f'(s)ds])
- f+ f+ _ uj‘f’] ( £ d
oIR8 B T x(s)f'(s)ds
U5
so that
u. . u-.
; R S fJH [2x(s)-11F"(s)ds A IJ” £+ (s) |ds
V. - . = X - =
/I N uj Aljar2 u;

and we get the inequality
+ - '
Visl/2 = Vje1/2 A sgp[f (s)] .

The Engquist-Osher is therefore TVD under the following (sufficient) CFL-like

condition

Asup|f'(s)| =1 (TVD EO-scheme) . : (5.45)"
s ,
Now to extend Sweby's scheme, we replace au by f(u) in (5.1) and

rewrite (5.8) as

J. - 1-v '
ut = uy - AAfJ._]/2 AA_[w(rj) 50 5.1/2) | (5.46)
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Since the first part of the right-hand side corresponds to the upwing (monoto-

nicity preserving) scheme, if Vi-1/2 )\a(u)j_”2 >0, we shall consider

replacing it by an E-scheme (also monotonicity preserving under condition (5.44))

and assuming temporarily that we are away from the sonic point u , and therefore
_ ot . .

that, say “j+1/2 = Vi/2 we should consider the following to be a reasonable

extension of (5.46)

E

W=y - A(hj+]/25h§_]/2) - 28_Lo(r§al,g p(8F5, /)" (5.47)
where Sweby proposes to choose (see the métivation below)
rj = 031 200%5/2) 1450 208 J+]/2)’ e = a0 Vag) - (548)
Comparing (5.47) and (5.46) shows that f3+1 - fj has been replaced' by
'(h§+]/z'fj+1) , and choosing h§+]/2 59]/2 to gain some insight, this
becomes f;+] - f; by previous calculations, which reduces to fJ 1 fj away

from the sonic point for positive characteristic velocity; this fully justifies

the transition from (5.46) to (5.47), in this particular case.

It remains to consider the general case where f'(u) is of both signs

in the regions of interest, with the sonic point u between us and uj+1 for
instance. Taking into account the difference in sign between
- _.E + _ _nE _
(Afj+]/2) = th/2 - f(uj) and (Afj+]/2) = (th/2 f(uj+])) leads to
Sweby's following extension of (5.8):
s uannE oAb Le(rDet g (A, 1 ) =0(r )07 g 0 (8F 1) 7] (5.49)
Y jr1y2 ool J+1/2 j¥172) T 5% 528 i1/ :

where

1 - ;|+1/2(A 1}1/2)

3+]/2 (1+vJ+]/2) . rj (for wu

£t f(u)x = 0) (5.48')

)
5- 1/2‘“ j=1/2’

1 In the last term of (5.46).
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- To justify (5.48), (5.49) and the minus sign of the second term in the
bracket, consider the reciprocal of the situation discussed above, i.e. the case
“j+]/2 = vj+1/2 » for the Engquist-Osher scheme, after first writing the Lax-

Wendroff scheme for the case u, + au, = 0 ,a<0 in the following form:

t

oy, - v(1+)
u’ = u, vAuj+]/2 + > (u,

j 3+]-2uj+uj_]) (Lax-Wendroff) . (5.50)

a<0

Introducing an upwind biased flux limiter ¢ = ¢(r3+]) “with

tauy = 0, a<0) '(5.51)

1eads to Sweby's form of the flux-limited, upwind biased LW scheme for

g +au, = 0 (a <0) (the reciprocal of (5.8) - (5.11) where a -was > 0) :
W= Uj =AMy g ot AA_{cp(rgﬂ)]—;YA(au)jH/z} (5.52)

or using Harten's form

. (r>) :
i R AT 14 _
ut = Uy 4 vi-1+ = [w(rj+]) - ]}Au‘].ﬂ/2 0. (5.53)
J
Defining
Ui = 14V ) (5.54)
Jt1/2 - 2V Tj+1/2 -

and replacing v by vj+1/2 = A(Afj+]/2) /Auj+]/2 and A(au)j+]/2 in (5.52)

1"

by (8F5.1/2)

in the bracket of (5.49) (and this is again justified by considering the case of

+[hj+]/2—f(uj)] then leads to the second term (negative flux)

the Engquist-Osher scheme, where (Afj+]/2)- = f - f3 , which reduces to

_ Jj+l
fj+] - fj away from the sonic point for negative characteristic velocity). To
motivate the change of notation from (5.7), (5.46), (5.51) and (5.52) to (5.47),

(5.48), (5.49), and at the same time to obtain Harten's form of equation (5.49),

we first observe that (by 5.39),
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E _ E _wE _ E _ - E -
AA_hj+]/2 = A[hj+]/2 hj_]/zl = A[hj+]/2 f(uj)] A[hj_]/z f(uj)]

(5.54)
_ - + - +
= A(Afj+]/2) + A(Afj_]/z) = vj+]/2Auj+]/2 + Vj-]/ZAuj—]/Z

and apply flux-splitting to make use of both (5.8) and (5.52); we assume homoge-
neity of the flux, i.e. f(u) = a(u) « u=f'(u) - u, and we try to factorize
A“j-]/z in the part of (5.49) (the form of which is already justified by our
previous 2 cases and flux-splitting) corresponding to increasing flux (positive
a{u)) , and Auj+1/2 for the decreasing flux (negative a(u)) , thus respecting

Steger and Werming's flux-splitting technique:

i -
UT = Uy V5280072 7 Ve 2852

Mof, )7 aaf. o)
- Lo(r)es,y /p —5m AL ‘w(”}-l)“§-1/2 pll/2 s /2
j-1/2 j=1/2 9
o A(AF, )" : A(af; )"
+ [(p(r‘jﬂ )aj+'l/2 "‘ZJJLL/—Z— “-P(Y‘-)OL.:_]/Z Au-] 2 ]Au.ﬂ/z
j+1/2 37 j+1/2 9
1.€.
T ! AU
o ndive Yinye, Tinye

+
(p(rj_])]}Au._]/2

= U5 7 Va2tega el j

+ + A
%5-172 Vi-172 Y3172

a, v, Au.
-V o - -\ d-1/2  §-1/2  _"j-1/2
Vj+]/2{] aj+]/2[w(rj+])-w(r.) - 1}Au

J - Jj*1/2
%4172 Vie12 5472
or using (5.48), which is therewith justified:
+
j - + + (p(r‘) +
uw = U, - v, {1+a. L -o(r: 1)1}u
J J-1/72% *j-172 LALE P _
-1/ V; J-1 J-1/2 Harten's form
of Sweby's . I ren
- J 19.99)
v (1oa" _ e(r) scheme, general case
jt1/2 -aj+1/2[w(rj+]) R ]}Auj+]/2 CoUp + f(U)x =0
r.
J
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Applying Harten's lemma 4.1 and the bound (5.12), Sweby shows that (5.49)
is TVD if |

X sup|f'(s)| < £ | (5.56)

We observe here that (5.55) is the exact superposition of (5.10) - (5.53) obtained

for increasing and decreasing flux, respectively.

As we intend to present in a forthcoming paper [63] detailed calcu1étiohs
with extensions of the different above‘versionstyfsecond{order flux—limited  TVD
schemes to gésédynamicalzprob1ems, we shall only summarize here some of the nume-“”w
rical experiments perfbrmed by Sweby, to help the reader to assess the great impro-
vement in the accuracy due to the introduction of flux-limiters.

In [56], Sweby compares, for the linear wave equation up +au = 0 qnd square

X
wave or sin2~wave initial data, the following schemes:

(i) first order upwind, without Timiter (i.e. the C.I.R. or Steger-

Warming's scheme)

(i) Sweby's scheme (5.18) -(5.8) with limiter (5.20) and ¢ =1
(i.e. Roe's minmod limiter ¢ > the lower boundary of the

nd

2" -order TVD region of Fig. 5.2)

(i1i) same, with Chakravarthy and Osher's limiter (5.33) and ¢ = 2

(i.e. Pcp = max[0,min(r,2)7)

(iv) same, with limiter (5.20) and & = 2 (i.e. Roe's highly compres-
sive limiter ¢y "superbee", the upper boundary of the 2nd-order

TVD region of Fig. 5.2)
(V) same, with van Leer's limiter (5.28) i.e. ¢VL(r) = 2r/1+r .

Fig. 5.8, borrowed form [56], shows the extent of the accuracy gain

achieved with all limited schemes, compared ‘with the first-order upwind scheme;
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the continuous 1ine represents the exact solution. We feel that for these two
initial data, the five schemes considered here are numbered, in first approximatioﬁ;'
by increasing order of quality, although it is hard to judge, for instance, whether
the over-compressive sin2 maximum for ®p is not compensated, with respect to

oy by the better ¢p-Square wave. The essential observation lies in the
obvious improved accuracy and the monotonic character of the numerical solutions:

as expected from the underlying theory, the oscillations have been completely

removed.

Among the four limiteré, wl-minmod is the least anti-diffusive (1e5§t
compressive) as can be seen from Fig. 5.2 and therefore gives the highest ]eQe]l
of smearing; ¢2-superbee is the most anti-diffusive (compressive) and Ieadé to
very sharp "shocks" and some squaring effect for the sinz—wave problem. |
Chakravarthy and Osher's oo * with its unsymmetric location in the an-order
TVD region, and lack of symmetry in the sense of (5.28'), indeed produces
slightly asymmetric profiles, which seems to'justify its ranking in third position,

despite the sharp "shocks" and very good overall precision.

d o
First Order
upwm

m__“ﬁof eo%mmm—m

Yirst order

uf:w{al

el

“u

IR I

(a) Square wave initial duta. (b) sin® wave initial data.

Fig. 5.8 Numerical solutions for ug +auy = 0 , courtesy
of Sweby [56] SIAM J. for Num. Anal. vol. 21 (1984).
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6. DAVIS' MODIFICATION OF SWEBY'S SCHEME

Observing that the Lax-Wendroff scheme (5.3) contains too muchvanti-
diffusion, and is not TVD , Davis [12] has obtained a TVD scheme by adding to
the Lax-Wendroff scheme an artificial viscosity term which is, at first, chosen
to be upstream-centered, but has~a form indepéndent of thé pfdb]ém ﬁnder conSfde-
ration (unlike usual artificial viscosity terms, which involve some problem
dependent parameters). His scheme contains Sweby's scheme as a particular case.
.He then eliminates the upstream-centering after comparing the cases of increasing
and decreasing flux, to obtain a second-order accurate, non-upstream centered,

TVD scheme, with an ar tificial viscosity term which does not require the intro-

duction of problem-dependent parameters.

6.4. "Considering first the case a >0 for u, + au, =0 and adding an

t
upstream-biased (see the indices of r) artificial viscosity term

+ + + + o + v
Kj+1/2(rj)Auj+1/2 - Kj_]/z(rj_]) , With ry = Auj-]/Z/Auj+]/2 . (6.1)
to the Lax-Wendroff scheme (3.2) written as (cf. (5.3))
J.

Vv
= uj - JAuJ._]/2 - A_[§(1-V)Auj+]/2] | (6.2)

u

gives, after factorizing Auj_1/2 to enhance the case of positive veloéity in .
Harten's form and prepare for the flux-splitting in the general case of positive

or negative velocity (we use (5.11) with ¢ =1 for the LW term):

+
. K. K o
o, . Yooy Lo /2t
ut = Uy il +5{1 v)(r+ 1)]Auj_]/2-+[ . Ks_1/27895_1/2 (6.3)
, J J -
which is in Harten's form with
: +
K. .
_ LTS I SN VA i}
CJ._.‘/2 = v[]1~2(1 v)(r+ 1)1 - C = Kj—l/ZJ . Dj+1/2 = 0. - (6.4)

J J
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For Sweby's scheme we had obtained

+
) 1 o(rs) + )
Ci1/2 v[l-+2(1-v){-;;g-'-w(rj_])}] » Dy4qyp = 0 (Sweby, a > 0) . (5.11)
J
Imposing equality between these two forms leads to the condition
1-o(r}) | Kt
L2 UINC YN MUIT SR IVC SRR S, L) VA
2(] \))[ rT {1 lP(Y'j_-l)}.] = ,,.T KJ-]/Z
J J

which is obviously satisfied if we take for Davis' coefficient

+

K12 = %(l-v)[]-cp(r})] ] (6.5)

For this choice of the artificial viscosity coefficient, Davis' scheme

J . - - A 2- +

ut = Uy - vBug g A_t5(1 v)Auj+]/2] + A_[Kj+]/2Auj+1/2] (6.6)
coincides with Sweby's scheme.
6. B. Considering now the case a < 0 for ug +au = 0 , and adding an
upstream-biased artificial viscosity

to the Lax-Wendroff scheme obtained by taking ¢ = 1 in Sweby's scheme (5.53)

J . T+ - o(rs)
ut = uy - v(1 -—E—{w(rj+])- —;:Q-J)Auj+]/2 (Sweby, a < 0) (6.8)
J

(where we have now factored Auj+]/2 for upwinding considerations) leads to

Davis' scheme for negative characteristic veiocity:
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. K.
N S LA S B - =12
u = g - v( _T“ r_.])Auj”/z + [Kj 1/ — 10U, /2 - (6.9)
J J
here
rj = (AUJ-+-|/2)/(AUJ-_]/2) . ' (6.]0)
Davis' scheme can again be made identical to Sweby's scheme by choosing
- _ ! - _ | )
Kj+]/2 = 2(1+v)[¢(rj+]).13 . (6.11)

6.C.

By épp]ying Steger and Warming's flux-splitting idea, Davis has shown
that one can combine the above two cases into one Lax-Wendroff-type scheme, with
an upstream-centered artificial viscosity. Defining new coefficients of arti-

ficial viscosity

%(1-\))[1-@(»«;)1 if a>0

+ -

Kj+1/2 = (6.12a)
0 if ac<0

] F(1+)lo(r; 4)-11 if a <0

Kivijz © | : (6.12b)
0 if a=0

and adding, according to the flux-splitting principle, both artificial viscosity
terms (6.1) - (6.7) with their built-in upstream;biasing (see the indices of r
in (6.1) - (6.7), and (6.12)) to the Lax-Wendroff scheme in its original, fully
centered form (3.2), we obtain Davis' form of a Lax-Wendroff scheme with an

-upstream-centered artificial viscosity
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J - - v_ -
uv = uj v(uj+] ”j-]) + 2(uj+] 2uj+uj_])

(6.13)

+

+. +y . - + - -
+ [Kj+]/2(rj)+Kj+]/2(rj+])]Auj+]/2 - [Kj-]/z(rj-])+Kj5]/2(rj)]A”j-1/2

Now in the case of constant or piecewise constant characteristic velocity a, one

of the following cases takes place (fig. 6.1 shows the corresponding typical cha-

racteristic segments): At ——_______,//’///,
| )

R 0

. + + - - _
(1) Kiqp 20, Kjsr 20 and Kyqio =Ky q)p = \\\\\\\\\\-._---
(i1)
.. + _ ot _ - -
(ii) Kj+]/2 = KJ._]/2 = 0 and Kj+1/2 20, KJ._]/2 2 0
“‘-\\\\,//’////’(iii)

PR + + _ - _ -
(iii) Kivty2 2 0 » Ki-1/2 = 0 and Kiv1/2 =0 » Ki-1/2 r)O

. + _ + - - _ _—”””—‘~\\“‘-(iv)
G X5 K
Fig. 6.1 Typical
characteristic
segments in the

dx

(x,t)-plane (Ez a)

In case (i) we could replace v by v| in (6.12) without any change in the

artificial viscosity (6.13). 1In case (iii) the artificial viscosity is

_ 1 + -
= 29501721501 72) (05D 859 15 = 3959 ,2004v5 400 (0310005 4 1)

—}

(6.14)

With g5 >0 5 vs g5 <0

and we obtain the same result if we write this as
-1 . ot 21 o
= 25721 (1o 2D 0ot g o = 3195002l 0=1950 1) =07)0ug 4, (6.16)

This motivates Davis to redefine the artificial viscosity coefficients.

as
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K /2 = 21Vl (- 1vDE-e(r])] (6.16a)
/2 = 31V 0= VD0 0(r] )3 (6.16b)

in an attempt to eliminate the tasf (easy here, for the linear wave equation, but -
tedious for systems of nonlinear hyperbolic equations) of determining which

directfon is upwind at each gridpoint.

Obviously, using this new artificial viscosity in scheme (6.13) intro-
duces an additional viscosity into what was, for the Tinear wave equation, Sweby's
scheme with flux-splitting and upwinding. Considering for instance case (i),
where v is positive on both intervals [xj_],xj] s [xj,xj+]] » we have a

modified artificial viscosity

_ v(1-v) v v{] v}( v(1-v) ; + v(1-v) N
Cnew = 10331305/ - Do Ty )+ = (Tm95) 3005
(6.17a)

as compared with the original artificial viscosity given by (6.12):

v§1 v) + V I -v)
so that
= Y. -0 (1-0- '
Qnew - Qo]d = 2(1 v)[(1 vj+])Auj+]/2 (1 @j)Auj-]/Zj . (6.18)

Now if 0 <. . <1 and 0 < w3 < 1 (near or approaching a shock) we shall

Jj+l
therefore have

1- ' . 1
Q - Qo]d = O[Xig—gl(uj+}-2uj+uj_])] > 0 here . (6.18")

new

If we are using, for example, the limiter ®p proposed by Davis:



70

min(2r,1) if r >0
ap(r) - (6.19)
0 if r<0

we see that near the origin of Fig. 5.1, which generally corresponds to the vici-
city of a shock (i.e. for small values of r}), we have w} =2r3 <1,

1 - @(r}) >0 and thus Q

. -1 - .
ow Qo]d while for ' 25, ¢ = 1 and the arti-

ficial viscosities are the same. Near r =1, ¢ =1 by (6.19) (see Fig. 5.1),
which corresponds to a region of smooth flow and the difference (6.18) should be

negligible or zero.

These considerations suggest that the modified Davis scheme (6.13) -
(6.16) should be very roughly equal to Sweby's scheme (6.13) - (6.12) away from
shocks, but have a tendency to slightly more smear the shocks. ‘A close look at
the "shocks" of Fig. 2b, 2c of Davis' paper seems to confirm this (the shock
appears to be spread on approximately 7 peints (Sweby) and 9 points (Davis));
even at that, the difference is only marginal, and Davis' scheme seems to be an
extremely interesting cohpromise between high accuracy with the accompanying

complexity, and nearly as high an accuracy with a much simpler implementation. -

Our analysis of the additional artificial viscosity (6.18) in case (i)
of Davis' scheme also finds confirmation in Fig. 3.b (Sweby), 3.c (Davis) of [121;
the "entropy glitch" or "kink" in the expansion region has been nearly eliminated
by the additional viscosity of Davis' scheme. On the other hand, Davis' scheme

beeing nearly identical with Sweby's scheme for r > %— by (6.18) (at least in

case (i)), it enjoys its second-order accuracy (inherited from the Lax-Wendroff

and Warming-Beam schemes) away from the shocks. Finally, let us notethat using

1 n s 1
lemma, Davis also proved that schem

(6.13) - (6.16) with limiter (6.19)

(@]

P
>

is TV for |v| <1.
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Fig. 6.2 Davis' limiter wn(r) = min(2r,1) .

7. GOODMAN AND LEVEQUE'S GEOMETRIC APPROACH TO A GODUNOV-TYPE
2" _orpER TVD METHOD |

7.A.  Godumov's method ([19]).

We consider, for simplicity, the scalar conservation equation

ug + f(u)x f 0, u(x,0) = uo(x) (7.2)
where the flux function f(u) will be assumed to be convex, i.e. f'(u) > O‘.
Godunov's first idea consists in replacing the initial function uo(x) by a
piecewise constant noted uy in the interval I = [Xj-1/2’xj%1/23 : |
u, = ! §n/2 ug(x)dx . : (7.2)
P2 kg, T

To compute the numerica] approximation u? to u(xj,At) » - Godunov solves

(exactTy, for the scalar equation, or by an iteration, for system (1.1)) each of
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the Riemann problems defined, at the interval interfaces X5-1/2 * Xj41/2 ° by

the replacement (7.2), and thus obtains a solution noted w(x,t = At) at time

At . To complete the cycle from t =0 to t = At s one finally averages

w(x,At) on each interval Ij » thus defining the numerical solution uJ at

time At :

j . Xi+1/2
u’ = w(x,At)dx . (7.3)

T OX. -X.

Rather than computing directly this integral, Godunov uses the integral form of

the conservation law

§ ludx-f(u)dt] = 0 (7.4)
n

BRj

where BRg is the boundary of the typical grid-rectangle Rg in the (x,t)-plane

(Fig. 7.1)
' j
£N+1 Ci U D
n
Us-1/2 R; *an/z
n -
t ”~
A Uj B
Xj-1/2 Xir1/2

Fig. 7.1 Godunov's integration contour

This leads to Godunov's scheme in conservation form

J_ ., At -
u = vy - a2 Fya2)
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where the numerical flux Fj+]/2 is defined by

: n+l : . ' BN ‘
t . .
1 n=0 for the first time)

Fj+1/2 T oAt [ n f(w(xj+1/2,t))dt <step described above ) (7.6)

. . . ' n .
and w(xj+1/2,t) is the solution of the Riemann problem at (xj+1/2,t ) » which

~

“is known to depend on1y on the adjacent states uj s U and on

Jj+l
(x-xj+]/2)/(t-t") , and is therefore constant along the side BD of Rg (For

the scalar equation (7.1), this is an immediate consequence of the properties of
characteristic lines, see (4.2), or [671; for the Euler equations of one-dimen-

sional gas dynamics, see [19], [211, Section 13; [301, p. 28). This constant

value will be denoted ijq/2 , following [19]. Accordingly, we shall write

J

4 - - i = —l— -
W = ug - Ay Faayg) With Fis = g J F(Ug, )t = F(Ug g ) (7.7)
valid for the transition from (xj,tn) to (xj,tn+]) . Again using characteristic

theory, we find that away from the sonic point u ,

u. if f'(uj) > 0 and f'(uj+]) >0 |
Uj+1/2 = (7.8)

while in the vicinity of the sonic point, say if uj < u < Us,1 with f'(u) = 0 ,

u=u(g) with £= (x-xgq )/ (t-t") N (A TY
which is the solution (unique if f" > 0) of the fixed-point equation (see [671,
p. 302) e
fru(g)) = ¢ (7.9b)

and then wé take

Ujajp = u(E=0) ,» (7.9¢)
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f'(u(g)) = ¢
Rarefaction fan

characteristic speed

dx _ fl(uj;\‘i

characteristic speed
<Ry

dt uj+]

x Y

X541/2

Fig. 7.2 Riemann problem for ug + f(u)X =0 in

the sonic case with uj < Uu<u;., (f* >0)

j+

On the other hand if wu, 1< u < uj » we have the "sonic shock" case,

J+
and the value Uj+1/2 depends on the sign of the Rankine-Hugoniot shock speed
_ dX _ f(uj)'f(uj+1)
S =4t - T (7.10)
J i+l
we take
uj if f(uj) > f(uj+]) (forward shock)
Yser/2 = (7.11)

u;p If f(uj) < f(u,,,) (backward shock)

J+ J+1

Godunov's solution procedure is valid whenever the time stép At is small enough

to prevent the adjacent Riemann problems to interfere, which will certainly be the

case if

oo At ) 1

v = 5 max|f(u)| < 7 - (7.12)
Moregver; using Harten's lemma, we can show that Godunov's method is TVD , away

from sonic points, provided that !v| <1 ; we write
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J_ -
u = U, - A[f(Uj_*_-I/z)“f*(Uj_]/z)] = u

J

5" A[f(uj+1/2)-f(uj)+f(uj)ff(uj_]/z)J_ (7.13)

w1Fh Uj+]/2 defined by (7.8). Supposing, for example, that u < uj_q < uj <.uj+]

we get (since f" >0) f (uj) >0 and by (7.8), Usry2 = Y5 Uj-1/2 = Uy

J . (T _ Y
U’ = Uy A(Lf(uj) f(uj_])]/Au‘]._]/z)Au\]._]/2 | (?.14)

and Harten's coefficients are

0

Cictyz = A umu .y Pinze T

so that if X max|f'(u)| <1, the method is TVD (the other cases can be treated

similarly) under the assumption that we are away from the sonic point u .

Notice that using (7.14) we can also show directly, with Godunov's

criterion (4.9), that Godunov's method is monotonicity preserving, defining
aJ-]/Z = (Afj-]/z)/(Auj—]/Z) (>0 by our assumptions), (7]53)

we write (7.14) as

J . -
u = uj(1 Aaj_]/z) + Aaj-]/Z“j—] (7.15b)

and both coefficients are =0 provided Aaj-]/Z <1 (since by assumption

0) . Infact(7.15) shows that for (7.1), Godunov's method reduces to

3-1/2 *
the C.I.R. scheme applied to the mesh average ”j+]/2 of u , rather than to

the nodal values of usual difference schemes.

7.B. Goodman and LeVeque's geometric approach to high resolution TVD schemes

In Godunov's method, which is only first-order accurate, the main source

of error is the loss of information due to the averaging process taking place at



76

the beginning of each time-step. Following van Leer's idea ([34], [35]), who replaced

the piecewise constant approximation of u_(x) by piécewise first or second-order

0(
(Legendre or other) polynomials, thus obtaining second and third-order accurate

schemes, Goodman and LeVeque [22] replace the initial function w(x,t")! by a piecewise
linear, slope-limited, function v(x,t") which is not necessarily continuous at

mesh interfaces: on the Jj-th cell Ij = (xj-]/Z’Xj+1/2) , it is defined by

n = -
vix,t') = uj + sj(x Xj) X5-172 < X < X44172 (7.16)

where uj is Godunov's cell average on Ij .

As Godunov's method, where sj

here is to choose the slopes Sj in such a manner that the total variation

0, is TVD for |v| <1, the problem

TV{v(x,t")} is not larger than that of Godunov's initial function. In [22],
this is accomplished by choosing

lu, q-u.|  fus-u,
_ . J+1 7§ J -1 . .
sgn(uj+] uj)m1n[ P R P 1if Auj_]/2 Auj+]/2 >0 (7.17a)

0 if Au.

§-1/2 " Mgy <0 (7:170)

We note that (7.17b) does the same for slopes as Sweby(s flux Timiter (¢(rj) =0

if r < 0) did for the numerical flux in (5.8), (5.16); (7.17a) is much stricter

than van Leer's limiter for an-order accurate schemes ([341, p. 289) where s. is

J
allowed to be up to (4 _ _ _
Esgn(Aju) . m1n[2|uj-uj_]I,lAju{,2|uj+]—uj|]
VL . -
S. = --U. = . = . -Uu. .
j - if sgn(uJ uJ_]) sgn(AJu) sgn(uJ+] uJ) (7.18)
0 otherwise.

where - us is the average value of u(x,tn) (computed) on I, at time t"

and Zuj/Ax is the average gradient of u on Ij at tn , which may be

7 Obtained at the previous time step by the method of Section 7.A.
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determined by least-squares fitting of the solution u(x,t") jﬁst_obtained\at‘_5
the previous time step (before the slope Timiting prdcess (7.18)). 1See (341 for
details and figures showing the effect of van Leer's slope limiter. We also note
‘that'(7.17) corresponds to the case ¢ =1 of Chakravarthy and Osher's limiter.}

(5.32).

Goodman and LeVeque's solution procedure would then consist of

(1) Computing with the help of (7.17) the piecewise linear initial
distribution v(x,tn) from the mesh averages uj defined by

(7.3) but at t = t"

(2) solving (7.1), exactly or approximately, using the piecewise
Tinear "initial" distributions v(x,tn) » to obtain a numerical

solution w(x,tn+])

(3) averaging w(x,tn+]) to define the mesh averages uj -

If step 2 were performed exactly, this algorithm wou]d.certainly be 'TVD by (7.17)
and the properties of characteristics for up + f(u)x = 0 . Leaning on van Leer's
work [34] one could also prove that this method would be second-order accurate
away from sonic points or extremas of u . - But the main obstacle would be to
solve (7.1) exactly with piecewise linear initial data, which is a lot more deli-

cate than solving Riemann problems for (7.1).

To get around this dffficu]t}, Goédman and LeVeque proposed an elegant
variant, which consists insteps (1) to (3) above, but éfter modifying first the
flux function f(u) , which is replaced by a piecewise linear function g(u) ,
thus enabling us to easily determine‘the numerical flux function th]/z defingd
as in Godunov's method by (7.6) with g 1instead of f . The method proceeds as

follows. First we compute thé slopes sj by (7.17) and determine the piecewise
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linear "initial" distribution v(x,tn) as in (7.16). We define values at the

boundaries of the mesh Ij by

U = u; + s.(ax/2) - (7.19)

+
J J J

We now observe that due to the slope Timiting (7.17), the four points, UE s U} s

U5+] and U}+] are in monotonic order: either
: - + - + . - + - +
(i) Uj < Uj < Uj+1 < Uj+] or (ii) Uj > Uj > Uj+] > Uj+] . (7.20)

The approximate flux function g(u) s now defined as the piecewise linear
function which interpolates f(u) at these points; the characteristic speed

a(u) = f'(u) will be replaced by the discrete slopes of the interpolate g(u) :

f(UT)-f(u3) utys
—L 1 r s, L
u.-uj J bx
v J
gj = at xJ ' X5 (7.21)
f (uj) if sJ =0

and problem (7.1) for u(x,t) is now replaced locally on each mesh interval Ij

by the approximate problem
Vi g(v)x =0 for t" <t < tn+] (7.22a)
with initial condition
vix,t = t") = v(x,tn) (our piecewise linear function (7.16)) (7.22b)
To solve (7.22), we write (7.22a) as
Vi g'(v)vx =0 t" <t <t . (7.23a)

LEMMA 7.1. For t" <t < tn+1 . g'(v(xj+]/2,t)) is constant if the
CFL condition
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A max|f'(u)| <1 . (7.24)
is satisfied.

PROOF. Assume for instance that we are in case (i) of (7.20), and away
from the sonic point u : f(u) = 0 . g'(v(xj+]/2;t)) is fhe s1ope‘of tHevpiecewise
linear function g(u) at u = v(xj+]/2,t) » SO if v(xj+1/2,t) belbngs to the
interval (US,U}) » g will have the constant vg]ue [f(U;)-f(UE) /(U}—Ug)].
~ But on each interval where g' is constant,say. US <u <‘U} s V(X,t) js.the‘
solution of a Tinear wave equation Vg tavy = 0 with a = constant (provisdfi]y‘
assumed) and initial values v(x,t = tn) = v(x,tn) defined by (7.16). We imme-
‘diately get v(x,t) = vix-a(t-t"),t"1 . Since f' =0 (assumed) and we are in

case (i), we have f' >0, a = gj defined‘by (7.21) is >0, and

+ n
. - gi(t- . 7.
UJ gJ(t t )sJ (7.25)

) alpogMy 4D
v(xj+1/2,t) = v[xjﬂ/2 a(t-t"),t ]

A -

provided that the CFL-1ike condition 'g'(t-t") Ax holds to ensure that

) n
- - VoMY oMy Lt
U < VK5 0795 (6" ") < U] (7.26)

thus guaranteeing that g' = [f(U})-f(Ug)J/(U;-US) for th st <", We note

the importance of the CFL condition in this derivation. O

\

Using (7.16), (7.19) and Lemma 7.7, and analogous deductions for the

case (ii) of (7.20) with f' <0 (again away from the sonic point u), we get

+ ' n s l |
| Uj - sjgj(t—t ) if f' >0 . (7.27a)
V(xj+]/2 ’t) =
- ' _ 40 s £t
Uy, 17554195, (E-t7) iF F' <0 (7.27b)

and for the piecewise Tinear interpolation g(u) of .f :
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¥ -Ut)g! for : * 7.28
f(UJ) + (u UJ)gJ or u between UJ and UJ ( a)

g(u) =

f(U

3¢ (7.28b)

- . - +
) + (u-Uj+])gj+] for u between Uj+] and Uj+1 .

We are now able to compute the numerical flux G(U;j+1/2) corresponding to problem

(7.22), in the context of Godunov's method (7.3) to (7.6):
1 tn+1
G(Usj+1/2) = KE'I ) gEV(xj+]/2,t)]dt (7.29)
t-
Applying (7.27a) in case (i) with f' > 0, and the definition of g(u) , we

have

_ + + v + n 2
g[v(xj+]/2,t)] = f(U,) - [Uj-v(xj+1/2,t)]gj = f(Uj) - s.(t-t )(gj) (7.30)

j j
so that
6(Us341/2) = F(U}) - s;(a1)® G = 65, 1F £ 0 (7.31a)
and simf]ar]y
G(U3§+1/2) = F(UT..) - s..1(gt. 1) &t = 67 if f'<0.  (7.3b)
J+1 J+1Y73+1 2 jt1/2

These formulas lead to the numerical approximation of our solution at time tn+]

for points such that the initial values Uj_p » Uy » Ujyq are away from the

sonic point u : they are the piecewise constants u’ defihed by the conservation
scheme
uw = uj - ALB(U3§+1/2)-6(U33-1/2)1 . (7.32)

Goodman and LeVeque's method can now be summarized in the following algorithm:

ALGORITHM 7.1. To advance the solution from t" to tn+] s

(i) Having obtained at the previous steps the average values uj s
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compute the slopes s.

j with (7.17) and the cell-boundary values U§ with (7.19).

(ii) Compute the slopes g& using (7.21) and, assuming we are away

from the éonic point, use (7.31) to define the numerical flux

G(U;j+1/2)

(i1i) Use (7.32) to compute the new piecewise constants u’ at

time tn+] .

The sonic case

We now suppose that the sonic point u , with f'(u) =~0‘, lies between

- +
Uj and Uj+1 .

to draw the corresponding figures for the flux functions f , g) :. -

We distinguish a number of cases (the reader might find it useful :

Case 1.

and f(U}) > f(U3) d.e. gt >0,9i,.>0.

U <u <ut < *
j <u<U U < U j j 9541->

AR R DR
In this case gj and g£+1 have the same sign and we can solve (7.22) as before;

J
the numerical flux G(U;j+1/2) remains equal to

- = ty 1y2 ._A_t.. |
Gj+]/2 = f(Uj) sj(gj) 5 - _ , (7.31a)
Case 2.
- + - - + 1t - . . '
Uj < Uj‘s Uj+] <u < Uj+] and f(Uj+]) < f(Uj+1) f.e. g3 4« 0, 95 < 0.

<0, and we

For the same reason nothing is changed, we have 93 <0 and g&+]

take
2 At
)—2—-

s _ ot - (1" . _
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Case 3.

- - + - + + - R .
‘ Uj <u< Uj s Ujq s Uj+] and f(Uj) < f(Uj) ji.e. gl <0

j 55099520

In this case the discontinuity at xj+]/2 for v(x,tn) is a sonic rarefaction

(671, p. 302). On the graph of v(x,tn) , u is a value attained for some

x = £ with xj < E < xj+]/2 . Since gj <0, points x from which the solution
n, _ s oD

v(xj+]/2,t>t ) = v(xj+]/2 a(t-t"),t") should come from cannot be on the left of

X341/2 since otherwise we would then get

v(x,t") < ul = f(U}) <g(v) < f(U3) = g'(v) = g} <0

n) , the

so that a point x < xj+]/2 would transmit, via v(x,t) = v(x-a(t-t"),t
value of v toward the left, and not toward xj+]/2 . In the same manner, since

9501 > 0 , we could show that the value v(xj+]/2,t>tn) cannot come from a point

located on the right of xj+]/2 . Therefore it must come from the point xJ.ﬂ/2

jtself, and since u < U} , we must take

ny _ .+ .
v(xj+]/2,t>t ) = Uj (7.32)
' . + - . . . -
as g' is >0 for Uj < U< Uj+] » thus forbidding the right value Uj+] due
to the wave-propagation mechanism associated with (7.22) or v, tav, = 0. We
then have
tn+'|
- -1 - +
6(Ui31/2) = 2 | vy o) = AU (7.31¢)
t
Case 4

Uz sUF sUT . <cu<Ut . and f(UY) < f(U) d.e. gl <0, q:, >0
j+l J A

J Jj+1

(sonic rarefaction); we then take
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n _ -
V(Xj+'l/2!t>t ) - U-

j+1
(7.31d)
G(U3j+1/2) = f(Uj+1) .
Case .
+ = - + + - . . '
U; < Uj <u < Uj+] < Uj+] and f(Uj) < f(Uj) e g« 0, 95,1 > 0

(sonic rarefaction).

Here X541/2 is a discontinuity for v(x,tn) , and the sonic point u is

"buried" somewhere within the jump from U} to U to analyze this case

Jj+1 3
more closely, let us introduce an additional interpolation node (u,f(u)) in the

definition of g(u) , which becomes the piecewise linear interpolate of f(u)

s, U, u, us
at j UJ u, U

Defining slopes gj+1/2’+ and 9j+]/2,- with

- + -
f(u)-f(U.) . _ f(Uj+]
» 9341/2,+ T U .-G

j+1

| )-F (1)
954172,- © 3-u*
J
we have 941/2,- < 0 (to the left of u) , 9541/2,+ > 0 (to the right of wu)
and the considerations of case 3 lead us to the conclusion that the only possible

choice for v(xj+1/2,t>tn)' is u , since (i) assuming for instance that

v(xj+]/2,t>t") = v(x,t") for some X < X341/2 would give f' <0, g' <0 and
v(x. t) = v(x, -g' (V) (t-tM),t") = v(X,t") for some X > x.
j+1/2? j+1/2 ’ ’ j+1/2 2

a contradiction; and (i) assuming that we would take any other choice between

vt and U3
J

n .
541 for v(xj+]/2,t ) would again lead to a value of

) n_ _|_n n_ -~ ,Nn . - .

v(xj+]/2,t>t-) = v(xj+]/2 gj(t t'),t7) = v(X,t') with x = X541/2 Since we would

then have gj #0 in this formula due to our new interpolation function g(u) .
Ny - = Ny o ey

Therefore we must tage v(xj+]/2,t/t ) =0, g[v(xj+]/2,t>t )3 = f(u)‘, and

we get
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6(U;§+1/2) = f(u) . (7.31e)
Cases 3, 4, 5 can be combined in one formula as follows ([221):
If 93 <0 and gj+1 > 0 then

G(U;3+1/2) = f(v,) : (7.33a)
where

m1n[max(U ,u) ] (7.33b)

<
"

J+1] :

A number of other cases should normally be discussed, but lack of space
motivates us to refer the reader, for the discussion of these cases which correspond
to the "sonic shock", to Goodman-LeVeque (221 or a forthcoming paper. All cases

can be nicely put together ([221) in the following

ALGORITHM 7.2. (Goodman and LeVeque) The new values at t = tn+l s

using Godunov's conservation scheme, are
W = uj - ALG(U3§+1/2)-G(U33-1/2) ] (7.38a)

with the following numerical flux:

(1) If g} >0, 95, <0 and gJ+]/2(UJ+1 +) =0 (7.34b)
where
- +
f(Uj+])‘f(Uj) . - +
- if U, 1 z U,
us .-ut J* J
AR B
TR (7.34c)
£rut if U7, = Ul
fUJ) if Ul U

then
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r- o2 |2 v ' 2
65,172 1F s5(95)7 2 55,5(95,9)

G(U3j+1/2) = < (7.344)

+ .
ij+]/2 otherwise .

(ii) In all other cases,

(o~ s ' [ '
Gj+]/2 if 9; 2 0 and 954172 20 (7.34e)
G(U3j+1/2) = < f(U)  if gj <0 and g, >0 | (7.34f)
+ . . . . -
\Gj+]/2 if 93,172 < 0 and 95,7 0. (7.34q)

In fact, as long as gj . 93+] > 0 we can use the simpler form (7.31) - (7.34a). = s

to compute the numerical flux G(U;j+1/2) ; resorting to the detailed formulation .. -

(i) - (i) of algorithm 7.2 is only necessary when the sonic point u is in the

; - gt - + .
.1nterva1 spanned by Uj s Uj s Uj+] s Uj+] . In order to show that the‘method is
second-order accurate, one can compare the numerical flux, G(U;j+1/2) in (7.31),
in the nonsonic case, with the numerical flux of the Lax-Wendroff scheme, obtained

from (3.3) by adding and subtracting F(Uj) in the first bracket:

1 A ]

which can be put in the form

2
i A;_[f(uj+1)'f(uj)] - (uj+1—uj)

Ax (7.36)

2
(uj+]-uj)
A quick comparison with (7.31), using (7.21) and Taylor expansions, shows that

LW

6(Us 341/2) = h5ly 5 + 0(ax)? (7.37)

in regions of smooth flow (or for smooth solutions) and Goodman and LeVeque's
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method is therefore second-order accurate. It can also be proved to be TVD

(see [22]1), and preliminary tests seem to be extremely promising.

7.C. NUMERICAL EXPERIMENTS, CONCLUSION

Due to the length of this report, we shall omit the inclusion of our own
numerical experiments, and only mention that the calculations displayed in the
quoted papers'show that the numerical méthods presented here are among the most
efficient, and certainly among the most accurate for shock computations. In a
forthcoming paper, we shall give more details on the extension to systems of
nonlinear equations and to 2 and 3-dimensional flow computations, as well as
numerical experiments in this context. Finally we would like to mention that
for transonic flow computations, several other approéchesareof great interest
and value; among them the work of Roe [48], [49], Jameson-Schmidt-Turkel [28], [51]
Angrand-Dervieux et al. [ 11, Lerat, Lerat-Sides [361, and the optimal control-

finite element approach of Bristeau-Glowinski et al. [ 7 1.
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