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A NEW MATRIX MULTIPLICATION SYSTOUC ARRAY1
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Résumeé : On présente un nouvel algorithmé systolique pour e produit de matrices. Il a la’
propriété que les résultats peuvent étre réutilisés dés leur production pour la muitiplication
suivante sans étre mémorisés. On montre comment cette architecture peut étre utilisée pour e
caicul de polyndmes matriciels ou pour les puissances d'une matrice. La construction formella de
cet algorithme a partir des équations du probléme est donnée.

Abstract : A new systdlic array for matrix muitiplication is presented. It has the property that the
resuits of one multiplication can reenter the array and be used in the next multiplication without
memorizing intarmediate results. We show how this array can be used for the calculation of a
matrix polynomial, and for matrix powers. The formal derivation of this sysioiic array is described.
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1 introduction

Matris: muitiplication is one of the earliest algorithm for which a systolic impiementation scheme
was found (Kung and iLeiserson, 1978). It received considerable attention (Hwang and Cheng,
1982), (Melkemi and Tchuente, 1985) because of its practical importance in signal processing as
well as in numerical analysis. To our knowledge, only ona systolic array for matrix muliiplication
allows the results 10 be used immediately for the naxt step. Such a design will be said i3 bo result
reusable. it was Jescribed by (Culik, 1982) as an example of the use of folding techniques in
order to obiain systolic algorithms. Ori the other hand, Muroga (1984) presents & systolic array for
the calculation of the product of three nxn matrices, but his design needs a memory for
intermediate results. ‘

In this paper, we describe a suprisingly simple result reuszile systolic array for matrix
muliiplication. This algonthm was discovered by looking at the dependency mapping procedure of
succossive marix mulipliostion sieps of the form X = X" V4 whera 4, ¥, and X"~V are
matrices. This formal synthesis will be described in section 3; however, we fest that & simple
informal expianation given in section 2 will help understanding this design. in section 4,
applications of this new design to the matrix polynomial calcuiation and to the computation of
matrix poewers are presented.

2 Informal presentation of the result reusable mairix - multiplication
svstolic array

It is well - known: that the mairix multiplication, C = AB, can be implemented on two dirsnsional
arrays. Numercus designs can be used depending on whether one wants C, A or B to move. Here
we consider the simple design where C stays in piace. Coefficient Cip where 1S4,/Sn thus is
calculaed by cell i,/ ot @ mesh connected array of mulliply ~ and — «ud processors, a& Gepicted by
tigure 1. Cell /,j contains a register ¢ which is first reset to zerc and then accumulates
successively products a, %, where k varies from 1 to . Note that this accumuiaion cai he done
with efficiency 1, i.e. the pfocessors are effectively doing one caiculation par systuiic cycla.
However this implementation suffers from the drawback that the resuits do not move and
consequenily a systolic output scheme has to be designed in arder 10 recover them.
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Figure 1. Systolic array for the muitiplication of matrices

Suppose that one wants the results cj to be reused for the next multiplication step, i.e., they
should enter the left column of the array. Consider row i of the array of figure 2 and assume that
a new right to left link is provided between the celis. The final vaiue ¢; is obtained when the last
element a,, visits cell /,j. When this occurs, we can then send the final result to the left, and j
steps later, the result reaches the left celi of the array. However, the rate at which the ¢; s leave
the array is only half the rate at which the a;’s enter it. This phenomenon is similar 1o the Doppler
effect in physics. Consider the time ¢ at which a,, reaches call i, j. Then, &t time  + 1, a,, reaches
cell i,j + 1. But ¢;, , which is sent to the left neighboring cell needs one more step to reach cell

i,j. Therefore, cell j,j sees the successive coefiicients, Cjj» c’.’.H, o G respsctively at time {,

t+2,.,t+2(n-))
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Figure 2. lustration of the Doppler effect in systolic arrays

A very simple solution to this problem consists in slowing down by a factor two the input rate of A
and B, without any cther change. Figure 3 shows the design that is obtained. Each cell of the left
column is provided with a feed back lcop controlied with a multiplexer which makes it possible 10
select either the input of a new matrix A, or to feed back the result of the prévious multiplication.
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Figure 3. The result reusabie systolic array for matrix multiplication



3 Formal derivation

" We now describe how this design can be derived from the equations of the algorithm, following
the dependency mapping synthesis procedure. Consider the problem of multiplying two square
matrices X = AB, and chaining this operation with Y = XB. in this section, we shall follow the
syrthesis method described by Quinton (1983 ; 1984) which consists in desciibing the calculations
using uniform recurrence equations as defined by Karp et al. (1967), then schedule and map these
calculations by means of linear timing and allocation functions. We start with

=
M2

Xj= 2 ayby o - (1)

1

A left-to-right serialization of the X operator gives

X(I,I'k) = X(i,i.k - 1) + a,-kb,-k
X(i,j,0) =0 '
x; = X(i.j,n) | @

As a; is common to all equations having i and k fixed, and similarly, b; is common to all
equations having k and j fixed, we can replace the first equation of (2) by o

X(ij. k) = X, j,k~ 1) + A(i,j, k). B(i,j, k)
Al k) = A(i,j— 1,k) if >0 else A(i,0,k) = a ] .
B(i.j,k) = B(i—1,j,k) if i>0 else B(0,j,k) = bkj )

The domain of computation associated with (3) is a cube D = {{ij,k) | 1Si,jSn} dapicted by
figure 4. Let t(i,j, k) denote the time at which computation at point (/, j, k) can be done. Then it can
be easily checked out that t(i,j, k) = i + j + k —~ 3 is consistent with the partial order impose"d" by
the dependencies between the calculations (see Quinton, 1984 for more details). Systclic arrays
can be obtained by a regular allocation of the calculations to processors (using for exampie linear
allocation functions such as projections). In our case, a projection of the cube along axis k gives
exactly the design described by figure 1. A
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Figure 4. Domain of computation associated with the miatrix multiptication

in order to chain the matrix calculations X = AB and Y = XB on the same design, one has to
guperpose the cube D, of figure 4 and another cube D, representing the new computation
Y = XB, as represented on figure 5. The same transformations that were applied to obtain
equation (3) now produce

Y(ij k) = Y{ijk ~ 1) + X(i,j,k}).B(i.j, k) if k>n else 0
X(ij. k) = X(i,j — 1,k) if j>0 else xy
B(i,j,k).= B(i = 1,j,k) if i>0 else by )

where n + 1S kS 2n. The difference between (3) and (4) lies in the fact that x; in (4) is the result
of caiculation of (3). But x is produced at point (i,k,n) of oJ;, and has to be routed to point
{i,0,k + n) of D,. This can be done by & elementary movemerits along the vecter (0,1, - 1).
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Figure 5. Domain of computation associated with the chaining of two matrix muttiplications

Therefore, equation (4) can be rewritten as

Y k) = Y(j k = 1) + Xo(,j,K). BG.j.K) if k> n else O

X, (irj k) = Xo(isj = 1,k) if j> 0 else Xy (ijiK)

Xy (k) = X, (i + 1,k =1) if k>n else X(i.j, k)

Bi.j,k) = B(i - 1,j,k) if i>0 else by - (5)

By routing x;, we have introduced a new dependence vector ©,1, = 1). The timing ~ function |
t(i,j,k) = i + j + 2k — 3 is compatible with this new dependency. By projecting the domains D,
and D, along axis k, we obtain exactly the design of figure 3.



4 Appilications of the systolic array

In this aection, we describe two different applications of the result reusable systolic array. The
first one concerns the calculation of matrix polynomials, and the second one matric powers.

4.7 hiatrix polynomial

A =light modificaton of our design allows us to perform mairix rultiply - and —add step of the form
X x"=YA . 5. The accumulation of B can be done on fre fly when the values X"~ VA
reach the leit row of the array, as depicied by figure 6. Consider the calcuiation of the matrix
polyn:)rhéal P= 22;08,(;5\* where B, and A are n x i matrices {the algorithm is also vaiid when
the raairices are nx p, or when the coefficients B, are vectors). Using Horner's rule, P can be
computed by the fuilowing iterative scheme :

X - B,
X(K) = X(K‘ 1);3 + Bﬂ~k
p=x™

Therefore, P can be cemputed in exactly 2n (i + 1) - 1 steps on the systolic rray of figura 6.

4.2 Powers of a matrix

A well -known efficient algorithm for the computativn of mawix powers P = AN has peen
describgd by Knuth (1969, pp. 398--422), and Lamagna (1982). It consists in using the binary
represantation of N tc control & sequénce of square or muliply by 4 steus. Although this method‘
is not optimal, it has the greatest advantage, compared to cthers, that it does not require an
important storage. This property makes it well - suited for a systolic restisation.

More precisely, iet N PP N° be the pinary reprusentation of N, and tat © 3 Cq_ g1 s G bo
the new sequence nbtained by rewriting each N, as SX if N, = 1 or as § if My = 0, and by
discarding the first pair of letters SX. C is used to control a ssquence »f cperations and is
interpretzd from left to right, each S meaning « square the current matrix= 2nd each X « muitinly
the current matrix by A ». |
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Figure 6. Systolic array for the matrix polynomial calculation

" Then the following iteration scheme

X9 - A
X =" N it ¢, =8 else X" A
P= X(Q) . .

provides AN, The basic calculation to be done is sither a square or @ matrix rultiplication.

' A_gain, a simple modification of our design enables us to square a matrix. The basic idéa is to
_route the result also to the upper row of the array. Depending on the value ol Cq_,, A or X\ ',1)
will be fed into the array from the top to the bottom.

if we consider again the diagram of figure 5,this operation corresponds tc m.aving the .résults'cf |
the upper face of D, to the foreground face of D,. This can be decne by slementary mo;/éments
along the vector (1,0, - 1). This new dependence vector is compatitle with the timing - function
. Wi, j,k) =i+ j+ k-3 and the resulting design is shown by figure 7.
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Figure 7. Systolic array for the powers of matrix calculation

As the binary representation of N has ['092 NJ + 1 bits, q is majored by 2 [Iogz NJ . Hence, the
calculation of AN takes a maximum of 2n(2Log, N + 1) — 1 steps on a n“ mesh connected array.

5 Conclusion

A new very simple systolic array for the multiplication of matrices has been presented. It has the
main advantage that the results can be reused efficiently for a new multiplication as socon as they
are produced, without the need of intermediate storage. We have shown that this design can be
used for the calculation of matrix polynomials in time O(nN), and for the calculation of A in time
O(n l.LOgNJ ) . We have shown how these designs can be obtained formally using geometric
transfcrmations of the equations of the algorithms. The work presented in this paper is a
contribution to an effort aiming at defining formal techniques enabling systolic architectures o be
designed automatically from high - level specifications. We believe that this effort is essential for
the definition of fast and reliable CAD tools for systolic chips design.
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