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Résumé : Au fur et & mesure que les architectures évoluent vers le parallélisme méssif, les déléis
de communication entre processeurs deviennent prédominants. Par conséquent, la
synchronisation de 'programmes paralleles “ne peut pius &tre réalisée de fagon centralisee.
L'alternative est de faire appel & une synchronisation distribuée. Dans cet article, quelques
techniques de base pour le contrdle distribué sont introduites et illustrées. L'article est orgenisé
de la fagon suivante. On commence par présenter un algorithme pour le calcul des valeurs
propres d'une matrice tridiagonale, pour lequel on donne une premiére version paraliéle. Les
problémes posés par cette version sont mis en évidence. Dans une seconde partie, on présente
des techniques générales pour mettre en oeuvre la synchronisation distribuée, en les illustrant sur
I'exemple de la gestion d'un parking. Ehsuite, nous revenons a l'algorithme de départ, et nous
montrons comment ces techniques peuvent étre utilisees pour le mettre en ceuvre de fagon

distribuée.

Abstract : As computer architectures evolve towards massive parallelism, communication delays
between co-—operating processing units become predominant. As a consequence, the
synchronization of parallel programs can no more be implemented efficiently by centralized control
monitors. An alternative is to use distributed s'ynchronization. In this paper, some basic techniques |
to distributed.control are introduced and illustrated. The paper is organized as follows. We start
from the example of the calculation of the eigenvalues of a tridiagonal matrix, for which we give a
first parallel implementation. Problems arising in this implementation are shown. in a second part,
general techniques for implementing distributed synchronization are presented and illustrated by
the example of a parking lot management. Fmally. we return to the numerical example, and we
show how these techniques can be applied to obtain a distributed implementation of the algorithm.
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1 Introduction

-~

One of the main events of these recent years concerning computer architecture is the now general
acceptance that paralle! architectures will predominate in the future. In this respect it is very
significant that some supercomputers companies (CRAY for example) are now offering
multiprocessor configurations. Moreover, there is a large number of new parallel architectures
entering the market that aim at filing. the gap between extremely high performance
supercomputers and conventional computers. Hypercubes being offered or announced by such
companies aé intel, N - Cube, Ametek or other kind of parallel architectures such as BBN Buiterfly
are representative of this new evolution (See Dongarra et al. (1985) for an up-to-date
description of available supercomputers). '

As the tendency goes towards more and more parallelism, programming becomes a central issue.
Synchronizing processes that co-operate for the completion of a given task is one of the most
difficult problem. When dealing with tightly coupled parallel architectures, the difficulties can be
overcome by implementing a centralized control, for example by using a fast acces shared
memory when available, and the synchronization tools needed (semaphores for example) are well
known. However this favorable situation is not likely to occur when one wants to use a massively
parallel architecture. Indeed the time necessary to access a central resource (memory, or
processor) becomes non negligible, as communication between remote units takes time. Moreover,
a centralized control introduces a bottleneck, as processors compete for the acces of a single
resource. Finally, when the number of processors is large, reliability issues are much better
addressed by distributed than by centralized resource rhanagement.

Some algorithms have properties that aliow centra!l control to be naturally avoided, for example
when computations can be executed by regularly and locally connected processes. Systolic arrays
or SIMD architectures can then be of advantage. However, this is far from being the general
situation, and it may be useful to implement distributed control mechanisms, in order to try to
overcome the problems just cited.

In this paper, we shall anticipate the evolution of architecture towards massive parallelism (e.g.
hundreds or thousands of processing elements) and introduce some basic techniques underlying
distributed synchronization. These techniques have been known for some time since they were
first studied in the context of distributed network protocols. A good introduction to these problems
is provided by André et al. (1985).

The paper is organized as follows. In section 2, we describe a very simple parallel program in
order to illustrate some of the numerous problems that arise when dealing with the parallsl
execution of a program. Basic techniques to solve these problems are introduced in section 3 and



4 using the toy example of the management of a parking lot. In particular, we examine in section
4 the three main approaches for implementing distributed control, i.e. distributing, splitting, or
duplicating the variables associated with the constraints of synchronization. In section 5, we return
to the example of section 2 and propose a solution to the control of this program.

2 A (very) simple example

The fdllowing example is inspired by the paper of Lo et al. (1986). Consider the task of finding in
parallel the eigenvalues of a tridiagonal matrix within an interval [a,b]. This problem can be
solved by multisection by using the Sturm sequence property (see Golub and Van Loan, 1983, pp.
'306—368). Basically, it consists in finding the roots of the characteristic polynomial, and the Sturm
sequence property allows the number of roots within an interval to be known before solving the
polynomial. ' '

Let us consider a pool of processes, called find__root (see figure 1), acoéssing a common queue.
~ We assume a procedure solve__root that finds the root inside an interval by bisection, and two
procedures pick__interval and put__interval that access and manage the common queue. '

process find__root;
while not finished do begin

pICk interval (a,b,N); {N is assumed to be non null}
if N=1 then
~ solve__root (a,b); {find the root by blsectlon}
else begin
for k:="0 to N- 1 do begin
{ split the interval }
x1:=a + k(b—ayN; x2:=a + (k+ 1(b-ayN;
p: =number__of__roots__of (x1,x2);
if p2 1 then put__interval (x1,x2,p)
end {for}
end {if N=1}
end {while}
lend {find__root}

Fiqure 1. Process find__root.

Each process does the following job:

e pick an interval from the queue;



o if there is one root, find it by bisection;
e if there are more than one root say N, split the interval in N equal subintervals;

e for each subinterval, evaluate the number of roots p within the interval, and put it in the
queue whenever p2 1

This example may serve as an illustration of the concepts of synchronization. Basically, four
questions must be asked.

Question 1: How can we be sure that the queue will be managed consistently, even-if we consider
that there is no limit on the storage resource ? This problem is the classical issue of access
confiict management. ‘

Question 22 How can we handle the (more realistic)' case when there is a limited amount of
resource storage for the queue ? To show that this problem is far from being trivial, notice that it
is perfectly possible to find the roots using a sequential program that will use a memory space
that is independent of the number of roots N (for example, by a bisection that tries the leftmost
subinterval first). On the other hand, the method we have just described uses an amount of
memory that is related to the number of roots N within [a,b]. In the case when N is larger than
the amount of memory available, a deadlock situation may occur, as all the processes may find
the queue full when trying to put a new interval (i.e. they will all be blocked on the procedure call
put__interval ). It is clear that it should be possible to regulate nicely the production of intervals by
having the processes recognize this situation, and take together the appropriate action.

Question 3: Suppose that the number of processes is very large, and that- communications
between the processes are slow compared to the calculation time. How would it be possible to
distribute the queue among clusters of processors co —operating locally, or, at least, to distribute
the management of a unique queue, in order to avoid message congestion in the queue monitor ?

Question 4: When is the job terminated ? This is a difﬁcultvduestion. as one can see that it can
only be answered by gathe'ring information from all the processors. Note for example that a
processor that finds the queue empty cannot conclude that the algorithm is finished, as another
processor could add later an interval to the queue.

It is the purpose of the following sections to describe general methods that help solving these
probiems. in order to make our presentation easy to follow, we shall base it on the toy example of
the management of a 'parking lot. This example is representative of the problems arising in
producer — consumer schemes.



3 Basic definitions and example

In a distributed information system, there are two principal reasons for providing synchronization

tools : concurrency and co-—operation between processes. These interactions require the
éxchange of data which is regulated by means of mutual exclusion to shared variables in a
centralized system, but is made through communication channels in a distributed system. In this
presentation, we introduce the synchronization problem by means of a ‘resource allocation
example. ‘ '

A distributed system is a set of separate sites. Each site has its own memory and there is no
common memory among the sites. The sites are interconnected by communications channels.
Consider a system of proceSsss to be synchronized. The processes are considered to proceed in
discrete steps, each step producing an event. The event can be local to the process and
imperceptible to the rest of the system, or to the contrary it may involve the problem of
synchronlzatlon just posed. The latter is termed an observable event or a synchmmzatim point. In
consideration of such events, the following definition is offered:

Synchronization is the regulation of the evolution of concurrent processes, and subsequently of
the occurence of observable events, as a function of the hlstory of events in the system of
processes

Four our abstract model, we only consider those systems in which the duration between two
events can be ignored. Each process is represented by a succession of events. The logical
synchronization (as opposed to real —time synchronization) of a set of processes, each of which.
-has reached some synchronization point, consists of bringing the fpro_cess_es into concordance with
the rules governing the behaviour of the particular system. The role of the synchronization monitor
is to order the set of events produced by the concurrent processes, that is to schedule and
regulate the steps of the different processes. '

For example, consider the following sYstem based on the action at a parking lot. The cars are the
processes that compete to occupy parking spaces. Each of these processes can be represented
by the following sequence of events (event trace):

e ¢ - Entry. A car gains entry into the lot.
° p - Parking. A car parks in an empty space.

e d - Departure. A car leaves the lot.

Only e and d are externally observable events. For a parking lot with N spaces, a legal event
trace is a sequence of e's and d's such that in any prefix of the sequence: '



1. the number of &'s is necessarily greater than or equal to the number of d's, by virtue of
the model, and

2. the number of e's must be kept less than or equal to the number of d's plus N, in order
not to overflll the lot.

For example, allowing N = 3, the trace "ee d e e d” is legal, but "e e @ € d” is illegai.

3.1 The synchronization monitor

Let us consider an actual monitor which implements the abstract expressions of synchronization
constraints, such as those posed in the parking lot example. The monitor overseas the occurrence
of observable evehts, and is empowered to stop and restart processes when they reach
synchronization points, so as to guarantee that at any time the effective event trace remains legal.
Thus in the above example, if the monitor has produced the legal event trace e e e" then it must
block any process which attemps to cross synchronization point e, since there is no space left.in
the lot. It continues blocking this synchronization request until one of the three processes which
has crossed point e requests to cross synchronization point d, i.e. untii a space becomes
available.

The synchronization monitor distinguishes among three classes of actions:

1. Request for synchronization;
2. Authorization;

3. Bookkeeping.

Thus it is the authonzatlons whlch will be represented in the event trace, and which wili delimit
the occurrences of observable events. '

In our example, the monitor corresponds in reality to the attendant who gUards the sole outlet of
the ot (or perhaps to a micro—processor controlied barrier). The attendant keéps a record of all
-arrivals and departures, and can théreby effectively implement the synchronization of these events
in accordance of the system. '

3.2 Problem of perceiving and scheduling events

The perception of requests by the monitor, and the perception of authorizations by the processes,
can be delayed from the actual occurrence of the observable event. This can result from
propagation delays inherent in distributed systems.



In the simple example above, this delay can be ilustrated as follows: even if there is only one
outlet and one attendant, the latter has only partial knowledge of the state of the system. He can
think that the lot is full and refuse entry to waiting cars, when in reality there may be some cars
which have left their spaces on the way out, but have not reached the outlet. There is thus a time
lag between the actual state of the events in the system and the perception of the state.

If the monitor is centralized on a single processor, it is possible to construct a definitive event
trace of authorizations. On the centrar_y, if the monitor is distributed over several processors
without a common clock, one must prove that the combination of event traces on the indi\?idual
processors will appear to the outside observer as identical to his perception of the single overall
event trace. ’ '

Thus if there are several outiets and attendants for the parking lot, each attendant becomes aware
of the actions of the others only after some delay. This introduces a second kind of uncertainty
~ due to the multiplicity of decieion-making centres. An attendant can think that no more spaces
remain when another attendant has just logged the departhre of a car but has not yet notified the
other attendants of the availability of the space. Similarly, several attendants might allocate the
same space to cars waiting at their respectnve outlets if they have not- properly co -ordinated the
' exchange of information among themselves ! :

Two important conclusions are drawn from the above:

e (C1) At a given time, a process occurrmg at one site can have only approxlmate .
knowledge of the state of any other site. :

e (C2) Any two observable events in a system can be peroelved as occurring in a different
order by different sites. Referring to figure 2, at site 1 the event trace a2 a7 represents
the perceived order of observable events o1 e2, whereas the perception .at site 2
produces the event trace b7 b2. Without an adequate tool which can guarantee a
consistent ordering among the sites, it will be dlfﬁcult to reoonstruct the true and legal
trace of events in a dlstnbuted system.

1 in the latter case, one can imagine a solution in which the attendants are linked by a telephone system. But this does
not conform to the characteristics of the communication channels in a distributed system. Indeed, the delay in the
transmission of a message in a distributed system is greater than the time which separates two observable events of the

same process.
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Figure 2. Effect of delays in the message transmisson in a distributed system

3.3 Consisfency. Deadlock, Faimess and Priority

Finally, .in order to resolve the problems of synchronization among processes, very often two
complementary objectives must be guaranteed:

1. that the system will function consistently (e.g. legal usage of resources: in the example,
no car is allowed into the lot if there is no space availabie), and that the system will
prevent deadlock (e.g. two attendants will not be in the situation of waiting for each
other). '

2. that the system will either treat processes with equality, i.e. fairness (not to allow a car
to wait for entrance while more recent arrivals are granted entry), or on the other hand
that the system will establish priviledges, i.e. priority (to allow a higher priority vehicle to
enter ahead of other vehicles, regardiess of the order of arrival at the inlets).

" 4 Expression of a problem of resource allocation

If we denote by #e and #d the number of e—events (entries) and d-event (departures),
respectively, that have occurred, the abstract expression for the synchronization constraints is

#e - #dS N } 1)



where N is the total number of parking spaces available. Note that the condition #e<2 #d is
satisfied by definition and requires no specific control.

To implement expression (1) we use the variables E and D to represent the values of the counters
#e and #d respectively. The controller must cause the following actions to be taken at the
synchronization point e and d.

o Ag: wait until E-D< N E:=E+1
0Ad'D'=D+1

if several processes arrive simultaneously at a synchromzatlon point, e.g. at e, the oontroller must
ensure that the actions Ae are mutually consistent. This can be done by causing these actions to
be performed in a mutually exclusive manner, i.e. seriaily. and similarly for point d.

If the system is impiqmented in a centralized way, with a single lane serving both an entry and an
exit, there is no difficulty in implementing the control, as events e and d are observabie on the
‘same site. But if the system is distributed, this may not be the case, and abstract expression (1)
can be implemented in either of two ways, as follows.

Centralized control : this is a trivial solution, consisting in bringing together onto a single site, all
the variables and statements needed for synchronization. A single control process Is imposed, to
which all other processes at the various sites send messages. The situation is now exactly that of
a centralized system, with little parallelism and reliability depending on the single privileged site,
etc. '

Distributed control : distributing control among p sites is equivalent to having p control processes.
in the following section we consider three types of solution to this problem:

e Distributing the variables in the abstract expressions among the controllers.
e Partitioning these variables into p componerits.

e Replicating the variables, ‘while maintening consistency.

4.1 Distributed variables

. Suppose there are two lanes to the car park, one for entry and the other for exit. This is

equivalent to stating that one controller (or attendant) records the number of entries E = #e at site
1, and another records the departures D = #d at site 2. An a priori condition for a car to be
allowed to enter the car park is E— D< N. The attendant at site 1, who must impose this
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conditions, knows the value of E exactly, whilst the value of D is known exactly to the attendant -
at site 2, who must send this value to his colleague. Because of delays of transmission, attendant
1 will at any time have only a delayed image D’ of D, with D’ < D; if therefore he checks that
E - D’ < N s satisfied, he is certain that invariant (1) is satisfied. This implementation is a good
illustration of the method of distributing monotonically — increasing counters described in (André et
al., 1985).

Note: the growth of the numbers E and D can be limited by recording these modulo some
sufficiently large number K. In this example, K> N is suitable, giving, for the expression of the
‘conditon 0SE-D<N or N<D~E where E and D are taken modulo K.

4.2 Partitioned variables

Subpose that the car park has p lanes, each allowing both entry and exit; if E; and D; are the
total numbers of cars entering and leaving respectively, recorded by the attendant at lane i, we
have:

E=ED+E1+ ose +EP—1 .
D=Dy+Dy+ ... +Dy_,4 ; - ¢

The method developed in section 4.1 can be applied to the processing of these 2p vélues. but it
results in a very bomplex algorithm and a need for the transmission of very large number of
messages. Alternatively, we can distribute the parking spaces among the attendants, giving each
a "credit” of Y; available spaces. The initial distribution is modified in the course of events: some
attendants may find that they have to refuse entry aithough there are free spaces (controlied by
other attendants), a drawback which can be remedied by a periodic redistribution of the credits.

When a car wishes to enter the car park through lane /, the attendant allows it to do so if Y; > 0;
otherwise, he waits until either a car leaves by his lane, or a message of redistribution of credits
arrives from his nelghbour

4.3 Maintenance of the consistency of a shared variable

A possible way in .which a cooperation between the attendants is achieved is to ensure that only
one of them has access to variable Y = N — E + D, giving the number of spaces available, at any
ne time. A simple way !c do this is tc arrange the attendants in a virtual ring, with each linked to

a predecessor from which it receives messages and to a successor to which it sends messages.

.0
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A first attempt to a solution uses the p attendants, one at each lane, and a runner. The latter goes
round the ring from one attendant to the next, carrying the value Y. If, when he arrives at a lane
where there is a car waiting to enter, this value is positive, the car can be allowed to enter and '
the value is reduced by 1. Strictly, no car should be allowed to leave by any lane unless the
runner is there, so that the value of E can be increased appropriately. In fact, however, the
attendant there can allow cars to leave, noting the number that do so and giving this number to
the runner when he arrives. With this arrangement only one lane can provide entry at a time and
the rate at which entries can be made is determined- by the speed with which the runner goes
round the ring. It might therefore be more efficient to designate just one particular lane as an entry -
point as long, of course, as it is available. Any study of a solution must therefore be made in
terms of the conditions imposed by the need to strike a balance between effectiveness and
reliability.

it should be pointed out that the solution just given does not go without problem. First, it does not
guarantee that a waiting car will be allowed to enter, for it could happen that the runner always
arrives at this lane with a zero value for Y: so there is the possibility of an infinite wait or
starvation. Solutions exist to overcome this problem, but they are beyond the scope of this paper.

Secondly, the order in which cars are allowed to enter the car park is set by the runner: it is not
necessarily that in which they arrive at entry points. In that sense, one can say that this solution
is unfair. More generally, inconsistencies may arise due to the fact that some order in the events
has to be respected. Here also, solutions exist (see André et al., 1985).

5 Solving the parallel eigenvalue algorithm

We now return to the example of section 2 and give possible answers to the questions thai were

posed. Figure 3 gives a new version of the program of figure 1; the only purpose of modifying our
first version is to ensure that the program will never enter a deadlock, when the amount of space
available for the queue is not large enough to contain N intervals, where N is the number of
eigenvalues. The control of the program is done by the boolean functions pick_inter_vél,
put_interval, and the procedure signal__ process__free. Function put__interval returns true to the
process if there exists an empty space in the interval queue. Let Q be the size of this queue.
Using two variables /P and IC to record respectively the number of intervals produced and
consumed, the action of function put__interval will be: '

function put__interval (a,b,N);
if IP - IC = Q then return false else
begin IP:=IP + 1; put a,b,N in the queue; return true end
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process fmd root;
while pick__interval (a,b,N) do begln
{From now on, the process is handling an interval, and
can potentially produce new intervals.
We shall say that the process is busy}
x:=a + (b-a)yN;
repeat begin
p: =root__number__of (a,x);
case p in
0: {discard [a,x], keep [x,b] and do not change N}
begin a:=x; x:=a+(b—-ayN end
1: {resolve [a,x] by bisection, then keep [x,b] and change N}
begin solve__root(a,x); N:=N-1; :
a=Xx;x:=a+(b-ayN end
otherwise: {try to put [a,x] in the queue. If it is possible,
keep [x,b] and change N; otherwise, split [a,x]}
if put__interval(a,x,p) then begin ,
" N:=N-p; a:=x; x:=a+(b-ayN
end else x: =a+(x -a)p;
end {case} '
until N=0; 4
signal__process__free; {Now we say that the process is free }
end {while}
lend {find__ root}
Figure 3. New version of the Program find__root. The boolean functlons pick__interval and

put__interval and the procedure signal__process__free are monitors that are explained in the
text.

Note that a process is never stopped when it calls put__interval, in order to avoid the possibility
of a deadlock. Instead, the process goes on by splitting the mterval Eventually, it will find an
interval containing a single root, and find it by bisection.

The action of function pick__interval and procedure signal__process__free is a little more subtle,
as it must provide for both a termination condition and the access synchronization of the interval
queue. When calling pick__interval, a process must wait until either there is an interval in the
queue, or the algorithm is terminated. Of course, in the particular case of this aigorithm,
completion is achieved when exactly N eigenvalues are found. However, we shall use another
more general condition, which does not depend on this particular knowledge. The algorithm is
terminated when the following conditions are satisfied:

1. there are no more interval in the queue, and
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2. none of the process is handiing an interval

Therefore, if one is able to keep track of the processes that actually have an interval, it will be
possible to implement a termination condition. in fact, the number of processes that have an
intervaj is IC. If we denote as D the number of processes that become free, i.e. the number of
calls to procedure signal__process__free, then the program is terminated when IC - D = 0 and
IP-IC=0, ie., as IP-D=0. This condition is illustrated by figure 4. Using a guarded
commandz. an implementation of the functions could be:

boolean function pick__interval (var a,b,N) ;
begin :
do
{guarded command: the program waits for one of the conditions
to become true, and executes the corresponding action. Note
that these conditions here are exclusive.}
IP - D = 0 — > return false; {termination}
P-IC>0->
{ there is an interval }
begin-IC: =IC + 1; pick a,b,N; retun true end
od
end

procedure signal__process__free;
begin D:=D +1 end;

All methods thét were described in section 4 can be used for our algorithm. They serve as a
guideline for implementing any particular solution that appears desirable from the point of view of
efficiency. As an example, let us only consider the case when the interval queue is handled by a
~single site, but controlled by distributed synchronization. Our goal is to obtain processes as
asynchronous as possible. A first solution is to maintain the consistency of shared variables, using
the method of subsection 4.3. A message containing these variables would then circulate round
the processes, and a process would be able to change or test its value only if it has the message.
This solution has the main drawback that it would introduce a large overhead if the number of
processes is large.

2 A guarded command is a language construct |ntrodueed in order to describe the behaviour of an non deterministic
program (see Hoare, 1978).
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IC+=1 IC +:=1 IC +:=1 IC +:=1
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Figure 4. lllustration of the behaviour of the interval queue. At a given instant, IP - IC
intervals are in the queue, and IC - D processes are active, i.e. they can still produce new

intervals. The program is terminated when IP = IC = D

Consider first the case of function put_interval. We assume that there are P processes. The
situation is very similar to that of the parking lot with P entries, and we can use the partitioned
variables approach. Initially, each procéss has a credit of Q/P spaces in the queue, and it keeps
in a variable Y the number of spaces available. Y is local to the process. Whenever the process
wants to put an interval in the queue, it checks that Y is positive, and resuces it by 1. Then, the
interval is sent to the interval queue. The procedure put__interval is local to the process, and is :

function put__interval (a,b,N);
if Y = 0 then return false else
begin
Yi=Y - 1;
send a,b,N to the queue manager;
retum true
end
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Note that the process never waits when calling this procedure.

The case of signal__process__free and pick__interval is a little more tricky, as the termination
condition /P ~ D = 0 is global to the system and must be perceived by the processes as it would
be by an observer of the system. Our choice here is to have variables D, IC and /P, handled by
the interval queue site. The procedures signal__process__free and pick__interval will therefore be
executed by this site, and remotely called by messages sent by the processes. When the queue
site receives a message from put_interval, (i.e., an interval), it increases /P by 1. When it
receives a message corresponding to a call to pick__interval, it checks the value of /P, IC, and D,
and acts in cohsequence by returning an interval ‘and increasing IC by one, or by signaling the
end of the program. However, the values D and 1P seen by the queue site are delayed version of
their actual values, due to communication delays. Let /P’ and D’ denote respectively the values
of IP and D as they are perceived by the queue site. In order for the termination condition to be
properly implemented, it is necessary that IP’— D’ = 0 only if IP — D = 0. A careful examination
(see figure 4) shows that this is true under the (realistic) hypothesis that messages exchanged
between two sites are sent and received in the same order. If we make this assumption, IP’ is
always increased by a process before D’, because the message sent by a process when calling
pick__interval is guaranteed to reach the queue site before the message sent when calling
signal_process__free. Note that the proof of this last property is far from obvious. It can be
obtained by examining the properties of the language describing the sequence of events of the
system.

in order to complete the description of this implementation, it remains to examine the mechanism
by which prooesses' are alloted new free spaces in the queue. This can be done either
independently from the queue site, for example by having each process increasing its own Y when
receiving a new interval. One can also imagine that credits are redistributed among the processes,
in order to regulate the charge of the system.

. To summarize, variables IP, IC, and D are handled on the interval que'ue site. Processes put
asynchronously new intervals in the queue by checking that their free space credit is non null.
They also increase D asynchronously. They may only be blocked when calling the function
pick__interval, either for receiving a new interval, or to receive the termination signal. :

6 Conclusion

Starting from an algorithm for the eigenvalue calculation, we have shown various techniques for
implementing’ distributed synchronization of parallel programs. We have shown how these
techniques can be used in the case of the eigenvalue calculation algorithm. With the advent of
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highly parallel message - passing architectures, we believe that distributed synchronization will at
some point become mandatory, in order to reduce the amount of messages circulated among the
processors and consequently reduce the overhead due to synchronization. As we have seen, the
main difficulty is to be sure, by construction, that the implementation which results is correct,
especially because of the communication delays. Another issue that we did not discussed here, is
the efficiency of the implementation. We believe that this issue can be better addressed if a large
choice of synchroﬁization techniques (either centralized, or distributed) are available, among which
the designer will be able to choose according to efficiency criteria. Clearly, this paper. is only a

first attempt towards this direction. ’ ' '
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