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Abstract

We present a new approach to the stereo-matching problem which uses a
graph-based description of line segments in the images and a search strategy based on
prediction and propagation of hypotheses. This approach was tested on a variety of man
made environments, and it appears to be fast and robust enough for mobile robot
navigation and 3D part positioning applications.

Key words : Stereo Vision, Edge Matching, Graph-Search, Prediction and Propagation,
Mobile Robots.

MISE EN CORRESPONDANCE RAPIDE D'ITMAGES
STEREOSCOPIQUES PAR APPARIEMENT DE GRAPHES DE
SEGMENTS DE CONTOURS

o
P 2 "
Résumé 5

Nous présentons une solution originale au probléme de la/ mise en
correspondance d'images stéréoscopiques qui utilise une description des images par un
graphe de ségmcnts de contours et une technique d'appariement par prédiction et
propagation d'hypothéses. Cette méthode a été testée sur différentes scénes d'intérieur
et elle s'est avérée étre suffisamment rapide et robuste pour des applications telles que la
navigation d'un robot mobile ou le positionnement d'objets tridimensionnels.

Mots clés : Vision Stéréoscopique, Mise en Correspondance de Contours, Recherche
dans un Graphe; Prédiction et Propagation, Robots Mobiles.
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deveiopped by [BERTHOD-85] which combines a corner detector and a linear
least-squares estimate to locate linear segments with higher accuracy. Each segment is
stored with the following list of features :

Segment [INDEX x,y LENGTH,ANG].
Where :

. INDEX is an integer which identifies the segment,

- x and y are the coordinates of the segment xmdpomt

. LENGTH is the segment length,

- ANG is the orientation of the segment computed within the interval [-pi,pi],

These features are local and exclusively geometric measures except for the
orientation feature which also contains implicitly the sign of the intensity difference
(contrast) computed across the segment. It is possible to include additional local

properties such as a2 measure of the average intensity or gradlent, Or a texture measure
computed on each side of the segment.

IL3 - Neighborhood relations and buckets

In addition to the local features computed for each segment, we define some
neighborhood relations between segments. To do so, we first define buckets of
segments on the image. These buckets will be used not only to determine the
ne1ghborhood of segments at low cost, but also to reduce drastically the computing time
devoted to the prédiction and propagation of hypotheses (on the use of bucketing
techniques see [KNUTH- -75] for instance).

The computation of the buckets is performed by an algorithm whose complexity
is only linear with respect to the number of segments in the image. The overall image is
partitioned into m2 squared windows W;. To each window W is attached a bucket b;
which is a list of segments {S } intersecting Wi For each segment Sy of the i image, the
program computes the list of windows {W;} intersected by Sy First this list is stored
and attached to Sy and second, the segment Sy is appended to each bucket list b;

attached to the windows W; (these lists are initially empty). When all segments Sy have



been considered, the process ends up with :
1) a list of intersected windows {W;} attached to each segment,
2) a list of intersecting segments {Sj} attached to each window.

The neighborhood of a segment Sy is defined as the list of segments which intersect at
least one common window with Sy. In practice, this list of neighbors is now simply
obtained as the union of the buckets Sj attached to the windows W; attached to
S This list of neighboring segments is actually computed for each segment and added
to its description record. Figure 1 shows an example of computation of buckets and line

segments neighborhoods.
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list of intersected windows : i
S1: {W13, W14} 5 S3: {W12,Woo,W3o} 5 S3: {Wy3, W14, W3, W4 5
S4: {W31,W32} 5 S5 {W3),] 42’“’33}1 ,

non empty buckets : \

Wia: {Sa} ; Wis: {S1,83} ; Wi4: {S1,:52}
W9 : {Sa2} ; Wa3: {S3} ; Wyy4: 153} P
W31: {Sa} s W3a: {32,541}

Wyo: {S5} 5 Wy3: {Ss} ;

neighbors :
S1:{S3} :5y: {S4,55} :S3: {S1};
S4: {5255} ;S5 {35,54} ;

Figure 1 : Computation of buckets and neighborhoods



Buckete will also be used to mduce the computing time devoted to the generation
and propagation of hypotheses. As we shall see later, these processes require to match a
segment within a given disparity window. By first computing the buckets which do
intersect this window, one can substantially reduce the set of potential matching
candidates to the union of these buckets. Concerning the window size, it has to be
adapted to the disparity window ; to generate hypotheses, we use the relatively large
(50 x 50 pixelsz) squared window based buckets used to compute the line segments
neighborhoods. To propagate hypotheses, the disparity window is much narrower, and
we have to compute another set of buckets based on vertical rectangular narrow
windows. In these last buckets, the segments are sorted accordingly to their orientation,
which is done at the expense of a unigue global sorting of the whole set of segments.

This sorting of buckets is also used to again speed-up the propagation process, as later _
explained.

-In this section, we express the constraints of the stereo matching problem. When
the primitives to be matched are single points, the initial constraints are that homologous
points must lie on corresponding epipolar lines and satisfy some local similarity
constraints (intensity, gradient). To help solve the correspondence problem, global
constraints are usually used : thc'uniqueness and the continuity constraints [MARR-76].

The uniqueness constraint states that a point in one image has at most one correct
match in the other image. The continuity constraint expresses the fact that a correct
match is generally surrounded by matches having similar disparities (disparity is defined
as the difference in position between a pair of matched points).

We now extend these constraints to the casi: of line segment primitives.

IIL1 - Local Constraints

We define potential homologous segments as being a pan' (L,R) of segments of
the left and right images verifying :

~ 1: the epipolar constraint;
2: geometric similarity constraints;



INI.1.1 - The Epipolar Constraint.

Given a point I in one image, its homologous point I is constrained to lie
- within a line in the other image called the epipolar line of Iy (see Figure 2).

% I, : right epipole

vight epipolor line
attachad to the left
image point I,.

Figure 2 : Geometry of the epipolar lines in the right image : Cy and C; are the
optical centers of the cameras

Many authors make the assumption that the optical axes of the cameras are
parallel in a plane orthogonal to the image planes, which constrains the search for
homologous points along parallel image scan-lines. This constraint can be hard to
achieve in practice. Also it can be desirable to make the optical axes to converge to
increase the intersection of the fields of view of th:: cameras and/or improve the
accuracy of the stereo reconstruction. Moreover, when the image planes are vertical,
because roughly half of of the edges in indoor scenes are close to horizontal lines, it is
highly desirable not to have epipolar lines parallel to the image scan-lines. Therefore we
prefer to take into account the actual geometry of the stereoscopic system. It can be done
by a very simple and efficient off-line calibration procedure described in the annex A.
[FAUGERAS-86].

To extend the epipolar constraint from points'to segments, we require that
homologous segments contain at least a pair of homologous points. To simplify, we
only require that the midpoint of L have an homologous point on R or that the midpoint
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of R have an homologous point on L.
This definition is not symmetric, and differentiates left to right (L,R) and right to
left (R,L) matches. The advantages of such a definition are twofolds :

- First, a given segment S has at most one correct match if we assume that the
uniqueness constraint is satisfied for points (as there is only one homologous point
corresponding to the midpoint of S).

- Second, homologous chains of edges which are approximated by a different
number of segments in the two images can nevertheless be matched globaly by the
union of left to right and right to left matches as it is shown in Figure 3 : here, for
instance, we could find the left to right matches (L ,R), (Ly,R) and (L3,R) and the
right to left match (R,L,).”

Left image Right image
L/l R
\
Left epipolar L2 / _
line corres- Right epipolar
ponding to the lines corresponding
midpoint of R Lj regpectively to the
midpoints of
Li.Lyend Ls

Figure 3 : Left segments L., and L3 are matched to R while
; right segment R is matched to L, s

Disparity between potential homologous segments

Although the epipolar constraint is not symmetric, we define a symmetric
measure of disparity DISP attached to a couple (L,R) of homologous segments
belonging respectively to the left and right images. First; the program computes the
common intersection of the segments with epipolar planes. This is done by computing
the two epipolar lines in the right image corresponding to the endpoints of the left
segment L. These lines intersect the line supporting the right segment R, yielding a
segment R'. The intersection R" of R and R’ is the set of points of R having potential
homologous points on L. The corresponding set L" in L can also be computed. The



midpoints of L" and R" are homologous points, and the disparity DISP is defined by
(cf. Figure 4) :
DISP = Eylp - Eqlf,

where E5Ip (resp. EIIL) is the distance between IR and the right epipole center, (resp
I}, and the left epipole center)

. I 4 B R
E / \ E

Figure 4 : Definition of disparity betweenL and R : DISP = Eslp - Ey]f,
1112 - Geometric Similarity Constraints

The similarity measure consists in computing an error measure between the
features LENGTH and ANG attached to L and R, and to reject the potential match (I,R)
whenever one of these error measures is above a threshold.

These thresholds are set relatively tight during the prediction step and are
loosened during the propagation step. They are computed in the following manner :

- Length is a relatively unstable feature. This is mainly due to the poor robustness
of the.polygonal approximation scheme. Typically a length ratio between homologous
segments of 1.5 in the prediction step or 3 in the propagation step is tolerated.

- Angle is a robust feature with respect to the polygonal approximation scheme.
- Therefore the angular disparity between two homologous segments primarily comes
from the viewpoint difference. A statistical study performed by [ARNOLD-80] showed
that with narrow angle stereo -i.e. when the viewpoints are relatively close- the
statistical distribution of the angular disparity between homologous segments (images of
randomly oriented 3-D segments) is sharply centered close to zero. Therefore we set a
tight threshold for the angular disparity ( Typically 15 degrees during the prediction and



propagation steps).
III.2 - Global Constraints
I112.1 - The Continuity Constraint

Up to now, we have only applied local geometric constraints to define potential
homologous segments. We introduce now a global constraint known as the continuity
constraint (cf. [MARR-76]): the observed scene is made of physical objects whose
surfaces vary smoothly in general. Therefore, disparity between homologous points in
the images should also vary smoothly in general, except at a few depth discontinuities.
Hence, if a match (L,R,DISP) is correct, it is very likely that most of the neighbors L'
of L (resp. R' of R) ¢én find a match R’ (resp. L) with a disparity close to DISP,
which should not be the case when the initial match is incorrect. In other words,
applying the continuity constraint to a given match will yield a large number of likely
correct matches within the neighborhoods of L and R if the initial match is correct, and a
small number of likely incorrect matches otherwise. If this process is repeatedly applied
to all the new matches obtained, it should end up with a much larger final number of
matches when the initial hypothesis is correct than when it is incorrect. This fact can be
expressed in terms of large or small connected components of the disparity graph
defined below.

Definition of the disparity graph

The disparity graph is defined as follows :

§

- nodes are couples (L,R) of potential matches between left and right images ;

- edges connect pairs of nodes (L,R), (L'R") such that L' and R’ are respective
neighbors of L and R in the image descriptions, and such that the disparity gradient
between (L,R) and (L',R") (computed as the difference between the disparities attached
to each match) is lower than a locally computed limit, called the disparity gradient limit.

The disparity gradient limit is computed as a function of the position of the

reconstructed corresponding 3D point, and it is adapted to correspond to a constant
tolerated variation of depth & in space between 2 neighboring reconstructed segments.
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The computation details are given in the annex B.

A connected component of the disparity graph corresponds to a subset of 3-D
points which belong to what we call a smooth surface patch .

As an illustration of this definition, let us consider the example shown in Figure
5. There is a triangle lying below and in front of 2 rectangles. Figure 6 shows the
neighboring graph produced in the 2 images. Figure 7 shows the disparity graph
obtained for a given value of €. There are 4 connected components.

The first one corresponds to the matching of the two rectangies against their
respective homologues. The second one corresponds to the matching of the triangle.
There is no connection between (3,3) and (9,9") or between (7,7") and (10,10
because the discontinuity in depth between the triangle and the rectangles is such that the
corresponding 3-D points are at a distance greater than €.

The third and fourth components of the disparity graph correspond to "phantorn”
images of the rectangles obtained by matching each of them with its opposite

homologue.
5
\ 8
. - .‘
2 ' 2
. 10
3 QD
11
left image
Ezgn_rzi : the left and right images ofa t;iaﬁgle lying in front of two rectangles
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1l image right image

Figure 6 : neighborhood graphs

Eigure 7 : disparity graph

II122 - The Uniqueness Constraint

In order to enforce the uniqueness constraint, we must keep only one match per
left or right segment. In case of conflict, the correct matches will usually correspond to
the larger connected component. This gives us a criterion to choose between conflicting
matches.

In the fotiowing sec’ions we cescribe the practical zlgorithm wsed to achieve the
stereo matching of line segments.
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In order to compute the connected components of the disparity graph, we use a
prediction and propagation algorithm. The idea is to generate some potential pairs of
homologous segments based on a strong local similarity of contours and then to explore
the attached connected components by a recursive propagation.

IV.1 - Prediction of hypotheses

Initially, the potential disparity range within the image is relatively large, and
depends on the geometry of the imaging system and of the observed scene. (Typically
the disparity range is about one third of the image width). When this interval has been
estimated, the role of the prediction prdgram is to establish a list of tentative matches
(L,R) with associated disparitics DISP lying within this interval and verifying the local
constraints defined in the previous section. |

In order to reduce the number of false matches, only segments which are neither
too small (poor estimation of the orientation) neither too long (likely to be broken in the
other image) and with orientations not too close to the orientation of the epipolar lines
are considered.

The hypotheses are generated with some degree of uniformity over the whole
image by randomly selecting the left segment L, and by stopping the prediction process
when the number of matches is large enough. Also, the search for a right candidate R is
substantially accelerated by the use of the squared buckets previously defined : given a
left segment L, the program computes in the right image, the epipolar line
corresponding to the midpoint of L, and on this line, the segment Sdisp assgciated to
the interval of potential disparities. The matching candidates R are then selected among
the union of the right buckets intersected by the segment Sdisp'

At the end of the predlcnon stage, there is a certain number of potential matches.
Each match corresponds to a single node in the disparity graph The idea is to use the
disparity graph to propagate these matches within their neighborhood to recover subsets
of 3-D segments lying on 2 same smooth surface patch (that 1s maicnes whnich oeiong o
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a same connected subgraph of the disparity graph).

A conflict is defined as a pair of matches (L,R) , (L,R") such that R#R’ or (L,R),
(L'R) such that L#L". Conflicts occuring during the propagation stage are immediatly
solved to avoid multiple matches within a same connected subgraph. Conflicts occuring
between two distinct connected subgraphs are solved after the propagation of each
connected component by analying they respective size ( Power Of Prediction).

1vV2.1 - Exploration of connected components

The propagation algorithm starts from a prediction, that is a given node of the
disparity graph. All the nodes connected to this node in the disparity graph are then
recursively considered. In practice the disparity graph is constructed during this
exploration by alternatively and recursively looking for a match for the neighbors of the
left or right segments in the left or right images. The propagation process is achieved by
the two following very simple recursive procedures, called PROPAGATE_LEFT and
PROPAGATE _RIGHT : '

Recursive procedure PROPAGATE LEFT (segment_left, predicted_disparity)
.if ALREADY_VISITED (segment_left) then return ;
- (segment_right, actual _disparity) : =
MATCH_LEFT (segment_left, predicted_disparity) ;
- if (segment_right = nil) then return R
. For each neighbor neighbor right of segment_right do
PROPAGATE_RIGHT (neighbor_right, actual_disparity) ;
end for ;
end procedure PROPAGATE_LEFT ;

Recursive procedure: PROPAGATE_RIGHT (segment right, predicted’ disparity)
.if ALREADY_VISITED (segment_right) then return ;
- (segment_left, actual_disparity) : =
MATCH_RIGHT (segment right, predicted_disparity) ;
.if (segment_right = nil) then return ;
- For each neighbor neighbor left of segment_left do

PROPAGATE_LEFI‘fneighbor_left, actual_disparity) ;
end for ;

end procedure PROPAGATE_RIGHT ;

To propagate a right to left hypothesis (R,L,DISP) the program calls the
seqen e PROPAGAT’E_LEFI‘ (L,DISP) ; this procedure first checks whether this
segment has been visited already. If yes, it stops, in order to prevent an infinite loop.

14



Otherwise the procedure MATCH_LEFT is called. MATCH_LEFT is a procedure very
similar to the one used to generate hypotheses. It takes as input a left segment Landa
predicted disparity PREDICTED_DISPARITY, and returns a match (L,R) with actual
disparity ACTUAL_DISPARITY. To do so, this program selects among the right
segments, those whose disparity with L is within the interval
PREDICTED DISPARITY+ Al, PREDICTED_DISPARITY+A2 where Al and A2 are
computed as a function of the position in space of the reconstructed 3D segment (see the
annex B). '

Here again, the use of precomputed narrow vertical buckets drastically reduces
the number of candidates as potential matches in the right image.  Also, the initial sorting
of the buckets with respect to the segments orientations allows for a fast binary search
within each bucket of the candidates whose orientations are compatible with the
orientation of the left segment.

If several candidates remain, only the one with the disparity closest to
PREDICTED DISPARITY is retained. By doing this, we privilegiate segments
belonging to the surface whose distance from the observer has the smallest variation
(fronto-parallel surfaces). Alternative criterions could be used at this point, for instance
choosing the match yielding the 3D segment closest in the scene to the previous one.
Anyhow, the current criterion, which yields good results in our experiments, has the
merit of being simple and computationally cheap. '

If no match is found, the program MATCH_LEFT returns NIL. In this case the
procedure PROPAGATE_LEFT stops, which means that it cannot propagate matches
any further with the predicted disparity PREDICTED_DISPARITY and the tolerances
Aland A2 applied to left segment L. : ‘

When MATCH_LEFT returns a match R' and an actual disparity
ACTUAL DISPARITY, the procedure PROPAGATE_LEFT calls the symmetric
procedure PROPAGATE_RIGHT for each neighbor of R' and with an updated
predicted disparity ACTUAL_DISPARITY.

The result of this propagation process is, for each hypothesis, a set of matches
(LR, TI3) sorresponding to what we called a smooth surface patch. In the example of
Figure 5, the hypothesis (1,5') wold propagate within the third connected component of
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the disparity graph of Figure 7 yielding the matches (2,6", (3,7, (4,8"), while the
hypothesis (1,1') would propagate within the first component yielding the matches
(2,29, (3,3), (4,4), (5,59, (6,6Y, (1,7, (8,8):

IV.2.2 - Pruning of hypotheses

Because the technique used to select a match between conflicting matches during
the propagation process is a best first choice technique, the result of the propagation
process might depend on the starting node chosen within each connected component.

Nevertheless, in practical experiments, it appeared that this dependency was
minor, due to the computation of the disparity gradient limit as a function of the
distance. As a consequence, in order to substantially reduce the computing time of the
algorithm, it is desirable to propagate only one hypothesis by connected component of
the disparity graph. This is achieved by removing after the propagation of an
hypothesis, all the forthcoming hypotheses cormresponding to a match already
propagated.

In the example of Figure 5, if the hypotheses (2,2"), (4,4, (6,6"), (8,8 are
made by the prediction algorithm, then, after the propagation of anyone of these
hypotheses, the others will belong to the propagated matches and therefore be
discarded.

IV.2.3 - Conflicts between connecied components

When a new hypothesis is propagated, the same algonthm applies, without
considering the matches obtained by previous hypotheses. When thc propagation is
over, conflicts between distinct cormected components are solved by discarding the
conflicting matches attached to the concerned hypothesis having the smaller Power Of
Prediction (number of matches). In the example of Figure 5, if a given hypothesis
yields the matches {(l, 1), (2,2, (3,3", (4,4, (5,5", (6, 6", (7,79, (8,8}, and if
a new hypothesis yields the matches {G5,1%, (6,2"), (7,3), (8,4)}, then all the
conflicting matches of the second hypothesis (in this case the four of them) will be
discarded because they belong to a smaller connected component of the disparity graph
(of size 4 instead of 8). As one can see, this is an efficient procedure to distinguish
be‘wcc* real objects and "phantoms" in case of repetitive structures.
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Due to the potential deletions occuring after each new propagation, the size of an
hypothesis can change after the propagation of another hypothesis; nevertheless, the
algorithm uses only the initial size of each hypothesis to compare conflicting matches.
By doing this, the final result does not depend on the order in which the hypotheses are
compared.

|

V - FINAL VALIDATION

When all the hypotheses have been propagated, some of the connected
components have been totaly or partially erased by better ones. However, some false
matches not conflicting with others (in the sense of the uniqueness constraint) may
remain. In our experiments, such matches represents 5 to 10 per cent of the final
matches. They usually correspond to isolated 3D segments. Thus they can be easily
removed by keeping only matches which are connected to a minimum number of nodes
in the disparity graph. This minimum number is set depending on the nature of the
observed scenes. In our experiments, we rejected connected components of size smaller
than four. In this case, the remaining false matches represents less than 2 per cent of the
matched segments.

VI - EXPER T

* The stereo-matching program has been tested on several various scenes including
outdoors and indoors scenes as well as scenes with industrial parts. We present here the
results of the matching process applied to 4 typical scenes which are called 1) room,
2) office, 3) corridor, 4) industrial part, and which are shown in Figures 8, 9, 10, 11
respectively.

VL1 - Preprocessing

Pairs of 512 x 512 images are taken by a pair of standard cameras. Contours on
each image are then extracted and approximated by linear segments. For the first three
scenes, the edge extraction is performed by the gradient maxima technique, while in the
fourth scene, the zero crossing technique is used (see Section II - 1). All this
preprocessing is independent of the stereo-matching program and could be done in a
fraction of a second on specialized hardware. In its current implementation, the
preprocessing requires an average of 120 seconds of C.P.U. time per image on a Sun 3
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workstation for the gradient maxima technique and 20 seconds for the Zero crossing
‘technique.

VL2 - Stereo-matching

We firsfpresent the results concerning the indoor scenes shown in Figure 8, 9,
10. For each Figure we show in (a) the original pictures and in (b) the initial edge
segments. Only the segments of length greater than 12 pixels are selected by the
stereo-matching program : these segments are shown in (b".

In (c) we show the pairs of segments matched by the stereo-matching algorithm.
Homologous segments are labeled with the same number.

In (d) and () we show, superimposed on the right image segments, the
horizontal distance (computed from the optical center of the camera and projected on the
horizontal plane) and the elevation (computed from the floor) of the midpoints of the
reconstructed 3D segments. These mesures agree very well with the direct measures we
can make on the environment. Also, in (@) and (e) we show the results obtained on the
same scene, but observed from a slightly different viewpoint (usually an almost
horizontal translation of a few tens of centimeters and a small rotation of less than 15
degrees). It is interesting to verify the good stability of the vertical coordinate in the first
and third examples, and the global small vertical translation in the office example due to
a small vertical translation of the cameras. Also the measured horizontal distance allows
for a qualitative verification of the validity of the 3D reconstruction.

A careful examination of the matching results showed an error rate lying between
1 % and 2 %. Most of the mistakes come from the absence of an edge in one of the
images, yielding a false match which stills agree with its neighborhood (a node in the
disparity graph connected to a sufficient number of other nodes). Of course, one could
use the results obtained from several viewpoints to correct some of these errors. We are
currently working on this improvement. Also, some of the matches correspond to
specularities, which yield virtual 3D segments which can appear above the celling or
bellow the ground. Additional semantic knowledge could be incorporated in the system
to remove these segments. Notice however that the segments 53 and 54 in the corridor
examipi€ are meesured at the correct negative elevation. due to a slope one can notice in
the image. Notice also the fact that in the six scenes, horizontal segments on windows,
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on the ground and on celling usually form clusters of segments having the same
elevation, and that the computed horizontal distance is sound with the observed scene
and allows for an easy detection of the closest obstacles.

In these indoor scenes, the epipolar lines are tilted and make an angle with the
horizontal plane of about 45 degrees. This is obtained by placing the second camera on
the right of and below the first one. This is very interesting because it allows for the
accurate reconstruction of both vertical and horizontal segments which represent the
majority of the image segments.

In Figure 11, we show the results obtained on an industrial part. The geometry
of the cameras was totally different (larger angle stereo, almost horizontal epipolar lines,
teleobjectives instead of large angle lenses). After an automatic calibration of this new
system, the same stereo-matching program was used. The results for two different
positions of the object are shown in Figures 11 (a) et (d). In the vertical view of the
reconstructed segments it is interesting to notice the linear clusters correspondin gto
points which are in a vertical plane, and to observe a horizontal rotation of about 40
(degrees of this plane. This qualitative observation was confirmed by a quantitative
experiment. The 3D segments were processed by the geometric matcher developed in
our laboratory [AY ACHE-85] and most of the midpoint segments present in the 2
scenes were matched between these two scenes by a solid displacement corresponding
exactly to the correct one. The average error between 3D matched points is 4.5
millimeters, while the diameter of the object is about 25 centimeters, which gives a good
idea of the quality of the reconstruction. '
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To conclude this experimental report we present in the following table the
computing time devoted to the stereo-matching process. The program is written in a
highly recursive style in C and runs on a Sun 3 workstation.

Room Office | Corridor Indp‘g"*?ial
Number of left segments . 385 362 177 © 334
Number of right segments N ‘4401 ai 370 | 188 374
Number of generated hypotheges| 75 i 75 L 32
N“""’“P:J:;::{f matched 202 223 | 8¢ | 150
f;;’oii;:z,”gemrétion ot | 028 0.28 [|i018g 0.2s8
i et | 2t | 3 | i |
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Figure 8 (¢) : Matched segments (of length greater than 12 pixels)
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Figure 8 (d) : Horizontal distance {cm)

Eig‘ ure § (e} : Elevation {cm)
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Figure 9 (d) : Horizontal distance (cm)

Figure 9 (e) : Elevation (cm)
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Figure 10 (b) : Initial edge segments
Figure 10 (b") : Edge segmcnfs of length greater than 12 pixels
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Eigure 10 (¢) : Matched segments (of length greater than 12 pixels)
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Figure 10 (d) : Horizontal distance {(crm)

Figure 10 () : Elevation (cm}
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Eigure 10 (d'), (e") : Horizontal distance and elevation obtained from another viewpoint
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Figure 11 : 3D positioning of an industrial part
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Figure 11 (d) : Front and vertical view of reconstructed 3D segments. The geometric

matcher found the correct motion between the two scenes (see text)
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VII - CONCLUSION AND DISCUSSION

We have presented a new approach to solve the stereo-matching problcm using a
graph based description of images and a technique of prediction and propagation of
hypotheses within a disparity graph. The method appears to be particularly fast and
reasonably robust.

The use of the disparity graph defining the connectivity between 2 nodes LR)
and (L'R") each time the distance between the reconstructed 3D segments is smaller
than a preset constant £ yields smooth surface patches which are intrinsic entities of the
3D scene, and remain unchanged if the point of view or the geometry of the steroscopic
system are modified. The pre-computation of a disparity gradient as a function of the
position of points in the 3D Space enables efficient computations compatible with
robotics applications requirements.

Robustness could be slightly improved by adding some intensity-based local
features to the geometric description of segments, such as the average intensity on each
side of a segment and the average contrast across a segment. The comparison of these
additional features should reduce again the number of wrong hypotheses and also the
number of final false matches.

The stereo matcher presented in this paper has already been used to
demonstrate fast recognition and positioning of 3-D objects as well as to complete some
navigation tasks for an autonomous vehicle developed in our laboratory. The results are
presented in other papers [AYACHE-85], [FAUGERAS-86b).

C 5

To conclude, we think that the methodology developped in this application, that

is the use of a symbolic geometric description of the images and of a graph search based
on a prediction and propagation of hypotheses strategy is quite general and could

probably be applied, by relaxing the epipolar constraint, to achieve fast registration -

between a time sequence of monocular moving images. Also, the prediction and
propagation scheme is very well suited to include this kind of registration process
within a closed loop, results obtained at previous stages being used to guide the
prediction at the current stage. We are currently working on this problem.
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VIIL.Y - mmwmm_mﬂmm

Each camera can be modeled by a perspective transformation T. This
transformation is linear in homogeneous coordinates and can be represented by a 3 4
matrix which maps scene points to image points '

su X
sVl = T|Y M
S Z

1

The perspective transformations T{ and T; of the cameras are automatically
estimated by the following procedure. A planar grid of precisely located orthogonal
straight lines is placed in front of the two cameras in (at least 2) different known
positions. Images of theses lines are extracted, and their equations are accurately
computed by a least squares estimator. Then the intersection points of the grid are
corhputcd. As soon as 6 different non coplanar gxid points have been registred between

the scene and an image, the corresponding perspective transformation T is estimated by
a least squares estimate. : )

In effect, each transformation T constrains 11 unknowns (and not 12 as T is
defined up to a scale fé%tor), and each registration yields two linear equations by
elimination of s in system (1). In practice,/more than 50 registrations are computed to
obtain an accurate estimate of T.

VIIL2 - Computation of epipolar lines

Given a point I; in one image, its homologous point [5 is constrained to lie
within a line in the second image called the epipolar line of Iy (see Figure Al). This line
is simply the image by the second camera of the line I;Cy, the inverse image by camera
1 of I;. It can also be seen as the intersection of the epipolar plane I, C;Cy with the
image plane of the second camera. '
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X I, :right epipole

right epipolar line
attached to the Left
image point 11.

Figure A1 : Geometry of the epipolar lines in the right image

For the sake of efficiency, it is important to be able to compute easily the epipolar
line attached to any image point. First, it is obvious that any epipolar line in image 2 will
go through a common point Ey called the epipole 2. Ej is simply the image by the
second camera of the optical center of the first camera. Knowing the perspective
transformation T, of camera 1, the coordinates xq, Y1 215 1tof C 1 are obtained by
resolving :

0 Xl
0 = T

11 ) ® )
0 21

Then the image coordinates [ugy, Vas] of E; are obtained by applying Ty to C;.

Sua2 X1
Ve2f = T2y (3)
S 21

1

Given the position of the epipole, to determine the equation of an epipolar line, it
is sufficient to compute the coordinates of a supporting vector A (see Figure A2).
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epipolsr line attached to Iy

;1(“1"..'11 ' l/x E,
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Inags 1 s 2

The remarkable pomt is that there is a constant linear relationship between the
coordinates (uy, Vi, 1) of an image point I and the coordinates (ctq, Bp) of the
supporting vector Ay of the eq;:espondmg epipolar line :

[ ug |
{B2} = Mz v @
1

where M5 is a 2 x 3 matrix dependent on Ty and T, exclusively and independent of
the position of Il (see [FAUGERAS -86] for details).

Of course the same formalism applies when inverting the roles of cameras 1 and

2. The 2 x 6 coefficients determining matrices M5 and My and the 2 x 2 coordinates

of the epipoles E; and Ey are computed once for all and stored at the end of the

" calibration procedure. Duriﬁg the mamhing procedure described in the next section,

these coefficients will be used to compute in a straigthorward manner the epipolar line
attached to any point either in camera 1 or in camera 2.

VIIIL.3 - Reconstruction of 3-D segments
When two segments S and S; have been matched: between the left and nght

images, it is possible to reconstruct a 3-D scene segment S of maximum length whose
images S'; and §'p are stnctly included within S and Sy (see Figure A3).

37



s . Ty

Figure A3 : Reconstruction of a scene segment from its two images

This is done by first computing the epipolar lines attached to the vertices of each
segment and by computing the botéqugding inéers;ééﬁon with the other segment. If
there is an intersection, the vertex and the interséction point are kept a$ being the
homologous images of a vertex of S. When 2 such pairs of homologous image points

have been found, the 3rcoor_dinates‘_,[x‘,. Y, z] of the vertices ng_{_vs.gre computed as..,,.

LEg aEE Syl

the following relations hold : . _

follows. For a given pair 1, Ip) of hor’r'}lvc;l'gépps:péiﬁ{s,{

P

.....

Byvélvi_mi»'rlla_tvin.g' s ands in (5)and(6),one dsup W1th .éj‘il’i'jr',xéizirvéquations of the 3

unknowns [x, y, z]. In fact oxﬂyf' 3 ofthese equanons éfe hnea.rly E,igp‘c:ig:pendent, b'céause
I} and I5 have been chosen within a.common epipolar plane. Therefore this system has
an exact solution (x, y, z) straigthforwardly computed.
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IX.1 - Definition

This definition is given for left to right matches. A symmetric definition is used
for right to left matches. Given a left to right match (IR, DISP) corresponding to a 3D
point P (see Figure B1), we want to relate the variation of depth of P with the variation
of disparity between L and R. To do this, depth is computed along the line of sight of
the left camera. A maximum variation of depth of € around P corresponds to the points
P1 and P2 whose images in the right image are R1 and R2. respectively having
disparities DISP+A1 and DISP+A2 with L. The idea is to connect a neighboring match
(L'R',DISP") to (L,R,DISP) in the disparity graph if and only if the disparity gradient
DISP'-DISP lies within the interval [A1,A2].

Figure B1 : Computation of the disparity gradient limit as a function
of the point position

IX.2 - Practical computation

Given (L,R), we compute the coordinates of P by the technique described in
section VIII-3. Then, having the coordinates of C1, we compute
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K= CP/CiP)
OPy =OP + eI’ -
6?,1 =OP-¢eff

Finally the images of P1 and P2 are obtained by applying the perspective
transformation of the right camera to P1 and P2.

To speed up the computation of A1 and A2 during the propagation process, we
build a look-up table during a preliminary off-line process. We choose a point L located
in the middle of each bucket in the left image: then for each such point weé determine n
regularly spaced potential right matches on the corresponding right epipolar line lying
within the a priori potential disparity range. For each couple (L,Ri,DISPi) the values of
Al and A2 are computed and stored. During the matching process and given a current
match (L,R,DISP), the program selects the bucket corresponding to L, and selects the
disparities DISPi and DISPj closest to DISP. The tolerance values A1 and A2 are
obtained by a simple linear interpolation. In the experiments with the indoor scenes, the
values of Al and A2 vary from a fraction of a pixel at a distance of 10 meters to 5 or 6
pixels at a distance of 1.5 meter (the value of € was set equal to 20 centimeters).
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