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AN ELLIPSOID TRUST REGION BUNDLE METHOD FOR NONSMOOTH CONVEX MINIMIZATION

UNE METHODE D' OPTIMISATION NON DIFFERENTIABLE COMBINANT FAISCEAUX ET ELLIPSOIDES
(*)
Krzysztof C. KIWIEL
Systems Research Institute, Polish Academy of Sciences
Newelska 6, 01-447 Varsovie, POLOGNE

RESUME

Cet article présente une méthode de faisceaux pour minimiser une fonction
convexe f (éventuellement non différentiable) de plusieurs variables. A chaque
itération, 1'algorithme minimise un modéle linéaire par morceaux de f, soumis 3
une contrainte de région de confiance ellipsoidale. La matrice de la contrainte
quadratique, mise & Jjour & chaque itération comme dans la méthode des
ellipsoides, a pour but de servir de "Hessien" tenant compte d'effets du "second
ordre", permettant ainsi d' espérer une convergence plus rapide. On établit la

convergence globale de la méthode et on donne des résultats numériques.
ABSTRACT

This paper presents a bundle method of descent for minimizing a convex (possibly
nonsmooth) function f of several variables. At each iteration the algorithm
.finds a trial point by minimizing a polyhedral model of f subject to an
ellipsoid trust region constraint. The quadratic matrix of the constraint, which
is updated as in the ellipsoid method, is intended to serve as a generalized
"Hessian" to account for "second-order" effects, thus enabling faster
convergence. Global cbnvergence of the method is established and numerical

results. are given.

AMS 1980 subject classification Primary : 65K05. Secondary : 90C25.

Key words : Nonsmooth Optimization, Nondifferentiable Programming, Convex

Programming, Descent Method, Ellipsoid Algorithm.
(*) professeur invité dans le projet de M. LEMARECHAL du 12 au 23 mal 1986.
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1 - INTRODUCTION

This paper presents a readily implementable algorithm for minimizing a
convex (possibly nonsmooth) real-valued function f defined on RN. We suppose

that the set of minimum points of f
N N
X*¥ = Arg min £ = {x* € R : f(x*) £ f(x) ¥xE R}

is nonempty, and that we know center xc € RN and radius r > 0 of some ball
N
E={x€R : | x-xJ £ r} that intersects X¥. The algorithm only requires the
computation of f(x) and one arbitrary subgradient gf(x) € of(x) of f at each
N .
Xx€ER:

The performance of the existing several methods for minimizing f depends on
the shape of the level sets of f. The bundle methods of descent (see, e.g. [K2]
for their survey), which can be derived by introducing a regularizing quadratic
term in the cutting plane method [K1], seem to perform best when f is close to
being piecewise linear (polyhedral) and the Haar condition holds at the minimum
point. These methods are sensitive to the objective scaling (multiplication of f
by a positive number), since so far no scale invariant rules are known for
choosing the weights of their quadratic terms. On the other hand, the ellipsoid
method (see [S1] and [Y¥1]), which can be described as a variable metric
subgradient optimization method [G5], seems to work well when f has very
elongated level sets, whereas 1its performance deteriorates for polyhedral
functions with "fat" level sets (see [Y2, Section 9.5] and [G5]). This method is

insensitive to the objective scaling.

The algorithm of this paper attempts to combine the best features of the
ellipsoid and bundle methods. At each iteration it finds a trial point by
minimizing a polyhedral model of f subject to an ellipsoid trust region
constraint. The quadratic matrix of the constraint, which is updated as in the
ellipsoid method, is intended to serve as a generalized "Hessian" to account for
"second-order" effects, thus hopefully enabling faster convergence when the Haar
condition does not hold. The ¢trial point finding subproblem is solved
approximately by estimating the Lagrange multiplier of its contraint and solving
the resulting quadratic programming subproblem. In effect, the algorithm may

also be viewed as a bundle method with an automatic choice of the quadratic
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term and its weight, which 1is, in principle, insensitive to the objective

scaling.

Our algorithm is intended for complex functions of relatively few variables,
for which one function and subgradient evaluation dominates the effort per
iteration 1involved 1in variable metric wupdates and quadratic programming
subproblems. Hence it tries to minimize the number of function evaluations
required to achieve a given accuracy. In particular, it evaluates f not at the
center of the current ellipsoid, as do the existing ellipsoid methods (see [S2],
[E1],'{E2]), but at a point that should have a lower objective value according

to the accumulated model of f.

Our'intgrpretation of the generated ellipsoids as generalized "Hessians" is
largely heuristic, since so far this notion has been made precise by Goffin
[(G4], [G7T] only in the solution of linear inequalities. Alternative approaches
to incorporating "second-order" models in the bundle methods are given in [L3],

[L4] and [M1]. So far, they have not produced implementable algorithms.

We -prove that the sequence of points generated by the method minimizes f.
Rate of convergence results are still missing, but we report some encouraging
numerical experience. Also it will be seen that there is much freedom in how the
algorithm can be implemented, and we have only begun to explore some of the
possibilities. In particular, we have been using simple ellipsoid cuts, whereas

more refined ellipsoid updates would probably be more efficient.

We refer the reader to [A1] and [B1] for surveys and bibliographies of the

ellipsoid method, and to [S3] for some of its modifications.

The paper is organized as follows. In Section 2 we derive the algorithm,
which is stated in detail in Section 3. Its convergence is established in
Section 4. Various more efficient ellipsoid updating strategies are discussed in
Section 5. Section 6 describes an implementation of the method. Subgradient
aggregation 1is introduced in Section 7. Numerical results are reported in

Section 8. Finally, we have a conclusion Section.
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We use the following notation. We denote by <.,.> and | .|, respectively, the
usual inner product and norm in finite-dimensional, real Euclidean space RN. We
use xi to denote the i-th component of the vector x. Superscripts are used to
denote different vectors, e.g. x' and x2?. All vectors are column vectors.
However, for convenience we sometimes write (x,y) for (xT,yT)T, where T denotes

transposition. For an NxN symmetric positive definite matrix A, we let A—1

- -1.T
denote the inverse of A, A T, (A ), <x,y>A = LAX,y> = xTAy, |x|A = <Ax,x>g.
The volume Vol(S) of a bounded measurable set S in R is its N dimensional

Lebesgue measure.
N
For any x € R
N N
af(x) = { g €R : fy) 2 f(x) + <g,y-x> ¥y E R}
denotes the subdifferential of f at x. The mapping 3f(.) is locally bounded and

f is continuous (see, e.g. [D1, Section 1.7.1 and Theorem 1.4,1]).
N
T(a) = {x €ER : f(x) £ a} is the a-level set of f.

2 - DERIVATION OF THE METHOD

kco
The algorithm to be described will generate two sequences of points {x }k=1

k. ® 5 N Lo o1 e S k
and {y }k=1 in R, where x! = y! is a given starting point. The sequence {x }
k+1 k, . Kk+1

) < f(x) if x

. R . . kK K
trial points yk Wwill be used for computing f(y ) and g = gf(yk) for all k. Also

. k k
will satisfy f(x # X, and f(x ) + min f. The auxiliary

a sequence of ellipsoids
N k
= . - <
Ek {x eR :|x xclAk <1}

. n . e ;
with centers xz € R and symmetric positive definite matrices Ak will be
generated such that Ek X¥ + @ for all k, where E, is a given starting
ellipsoid.

I k+1
At the k-th iteration, the algorithm will try to find a point y such that

k+1

K k+1
fly" ') < f(x ). Ideally, y should minimize f. Since E_ X¥ « 0, we may

restrict the minimization to Ek’ i.e. we may consider the subproblem
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(2.1) minimize f(y) over all y € Ek.

k+1

The trial point y * will solve an approximate, but manageable version of

subproblem (2.1), which is derived as follows.
The algorithm will use the following polyhedral approximation to f

Ek(x) =max {f.(x) : j € Jk} for all x,

J

where gk is a subset of {1,...,k} and
- J J 3
fj(x) = f(yY) + <gf(y ), x-y°> for all x

is the j-th linearization of f satisfying f(x) 2 fj(x) for all x. Replacing f by

%k in (2.1), we obtain the subprobleml
~Kk
minimize £ (y) over all y € E,
and its equivalent form
c e e N
minimize u over all (y,u) € R xR
(2.2) satisfying fj(y) < u for all j € J¥
1 k2 1
2 Iy xclAk s 35

~k
Let n denote the optimal Lagrange multiplier for the quadratic constraint
of (2.2). It is not easy -and apparently not advisable- to solve (2.2) too

accurately ; the algorithm will find (yk+1,uk) to

1k 2
minimize 5 n |y-x:|A + u over all (y,u) € RN+1
' k

(2.3)

satisfying fj(y) Sufor all je Jk‘

for some n 2 ﬁk, so0 that yk+1 € E Th k i }
K e search for nq " which will test

. . k :
increasing values of n , will be similar to that employed in the trust region

methods (see [M2] for a survey). Section 6 will suggest another argument in
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favor of larger values of nk.

Another motivation for subproblem (2.3) stems from the fact that, in a
suitably transformed space, it reduces to the subproblems of the bundle methods

of [K2, Chapter 2], thus inheriting their useful theoretical and computational

<k k+ .
properties. More specifically, the direction d W =y L xg and the predicted

objective decrease

Kk

(2.4) v = ?‘k(yk+1

) - £(xX) = uf - £ (xK)

can be found by solving the subproblem

! 42 " N+1
minimize 3 N, IdlA + v over all (d,v) € R
Kk
(2.5) . _ )
satisfying - EJ + <g",d> svfor jed,
where
| Kk
(2.6) ak = f(xk) -f(x) for j e gk,
J i e
-1
Let us represent the symmetric and positive definite matrices Ak and Bk = Ak as
_~T =« _ =z =T
Ak = Ak Ak and Bk = Bk Bk

~ ~ =1 ~
where Bk = Ak 1s a nonsingular NxN matrix (e.g. BE is the Cholesky factor of

Bk). Consider the space transformation

K
L k j k+1 “k + ~
which maps xk, Xg? yJ, y and d into ik, ﬁg, yj, yk 1 and dk, respectively.
In the transformed space (%-space), gj = ék gj are the subgradients of the
. = ~=1 ~ k
function f(%) = £(A, %) at ?J, for j € Jk, whereas (dk,v ) solves the

transformed subproblem
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. k= .
minimize % n |dl 2+ v over all (d,v) € gV

(2.7)
. . =k J 3 . k
satisfying oy + <g ,d> < vfor j€dJ.
The bundle methods of [K2, Chapter 2] use suproblem (2.7) for generating a
~ -k
descent direction for f at X, . (In fact, they use nk = 1 in (2.7), but nk can be

suppressed in (2.7) by replacing Kk with (nk)g A, in the transformation.)

k
Therefore, by transforming "back" the results of [K2, pp.49 and 64], one can
establish the following properties of subproblem (2.5). Let A?, j € Jk, denote

the (possibly nonunique) Lagrange multipliers of (2.5), and let

k Kk, = k i —k
(2.8) (p ,ap) = I Aj (gJ.a.)
: jeg J
~k ~T k ~Kk ~ -]
and p =B p. Thend = -ﬁk/nk, vk = |pkl2/nk + ag,
~K 1 K
(2.9a) d =-}B p,
n
k 1 k 2 —
(2.9b) vios - ey
- n k P
Moreover,
K 1 k 2 —K
(2.10) wo= T | p 'B + o
2n k

is the optimal value of the dual subproblem

1 i -
minimize — | 2 y Aj gl 2+ L, Aj,ag,
2 j€ i
(2.11) nooJ8d jeJ
subject to L | A, =1, A, 20 for j € Jk,
jes” J J

the solution set of which coincides with the set of Lagrange multipliers of
(2.5). In particular,
_ k : k
(2.12) Iy A=, Aj 20 for jEJ .
Jjed
In general, we would like the ellipsoid E = Ek to be a tigh? approximation

to (a portion of) X¥, si i k+1
(a p n of) X*, since then Fhe point y e Ek would be close to optimal.
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Whenever we identify a redundant portion E  of E such that E  X* = @, we may
reduce E by replacing it with a smaller ellipsoid E+ that contains the remaining
portion E\E as in the ellipsoid methods (see, e.g. [S2]). The ellipsoid methods
update E as follows. Using one or more cutting planes, they choose a portion of
E that contains E X* and no more than half of E, and let E_ be the least volume
ellipsoid containing this portion. To ensure that at least half of E is cut off,
so that Vol(E+) ﬁ q Vol(EL with qk< e_Z(N+1) < 1 (see [T1]), they %fe the
hyperplane {x € R : < gf(xc), X - x> = 0}, or its translation (if gf(xc) = 0,
they terminate w@th XE € X*). Our algorithm will use the bounding hyperplane of
(2.13) Hl; = {x e gY : <pk, x-xlg> < E’;}

defined via (2.8). This will save the computation of gf(xz}, but will provide a
significant volume reduction only when Eg s 0. More specifically, if we let E+
be the least volume ellipsoid containing E Hg, then Vol(E+) £ q Vol(E) ir
Eg < 0 and pk + 0, whereas E, X¥ =« @ if (E H;) X* = @, which will hold if

(2.14) T(r(x) Hg.

because Ek X*¥ = @, Now, multiplying by A? the relations

J

j) + <gf(yJ), x=y > = fj(x) =

f(x)

w

fly
(2.15) )
= f(xk) + <gd, x~xg> - ag for all x

K
and summing over j € J , we deduce from (2.8) and (2.12) that

(2.16) f(x) 2 f(xk) + <pk,x—xg> - ak

D for all x,

which establishes (2.14). Moreover, by (2.16), the algorithm may stop with

—k
xk € X¥* if ap £ 0 and pk = 0. Thus we may replace E with E, to obtain the

-k
desired volume reduction if “p £ 0.

Tn anmabrnia Farnm +1n PP
Ll A 12 L VR A S ) vl v

m3s, the aggregate cut discussed above is provided by the

aggregate linearization
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fk(x) = I A f.(x) = ?k(xk) + <pk,x-xk> for all x
. c c
jed '
) K, ky _ k —k . ~k
with T (Xc) = f(x) - o relation (2.16) means that f(x) 2 f (x) for all x,

k _ N =k Kk . k k . .
and we have H. = {x € R £7(x) s f(x7)}. A deep cut with x, g Hp is obtained

if ?k(xg) > f(xk) (Eg < 0). On the other hand, relation (2.15) shows that- the
"ordinary" linearizations fj define cuts (called supercuts in [S2]) based on the
relations
4 i —
B = xe R gl xS 539 = (x: £, (0 5 £,
J c N J
(2.17)

T(f‘(xk))C H?-

Thus our aggregate cut is a convex combination of "ordinary" cuts (cf.(2.8) and

k
(2.12)) ; it reduces to the surrogate cut of [G8] when f is polyhedral and f(x )

= min f. More about cuts will be said in Section 5.

A useful stopping criterion can be derived: from inequality (2.16) as

-1
follows. Since Bk = Ak and the Cauchy-Schwarz inequality yields

kK k k k ‘ k K
| <o »x-x > = [<B D, x—xc>Ak|§ |8, P |Ak | x-x ] y

EAFRESS N
k kK
we may set x = x¥ € Ekn X* in (2.16) to obtain

K -
(2.18) f(x ) S minf + |pk| g * .
K p

4
gng

ek

Thus the algorithm may stop if |p + Eg is sufficiently small.

. —k
If neither an ellipsoid update nor termination occur, i.e. “p > 0 and

pk = 0, then the predicted objective decrease vk is negative (cf.(2.4) and

(2.9b)). To ensure a significant objective reduction, the algorithm will take a
. k k+1 K+1 .

serious step from x to x =y only if

e

/

k+1 k

(2.19) ey 5 £(x*) + m VK,




10

where m € (0,1) is a parameter. Otherwise, a null step with xk+1 = xk will

+
occur, but the new linearization fk+1 of £ at yk ! will contribute to finding a

better next trial point yk+2,

3 - THE METHOD

We shall now state the simplest version of the method, postponing more

efficient modifications till Sections 5 and 6.

Algorithm 3.1

Step 0 (Initialization). Choose a point xé € RN and a symmetric positive

N K
definite NxN matrix A, such that the ellipsoid E, = {x € R : |x-xJ A <1}
1

satisfies E, X*¥ =+ @. Select a starting point x' € RN, a final accuracy
tolerance €g 2 0, a line search parameter m € (0,1) and weight updating
parameters n, > 0 and x € (1,100]. Set y! = x' and J' = {1}. Compute f(yl),
g' = g (y!) and f.(x)) = f£y') + <g?, x}-y'>. Choose n' € (o,nu]. Set the
counters k = 1, L = 0 and k(0) = 1.

Step 1 (Direction finding). Find the solution (dk,vk) and Lagrange multipliers
K -]

Ag, j € J , of subproblem (2.5), with a?, j e Jk, given by (2.6). Compute pk and

—K

o

P

by (2.8).

Step 2 (Stopping criterion). If |pk|B + Eg S e, terminate. If E; > 0, go to
k

Step 4 ; otherwise, continue.

. .
Step 3 (Ellipsoid updating). Find X, € RN and a symmetric positive definite NxN

+
matrix A such that E_ = {x € RN : |x—xc|A £ 1} is the least volume ellipsoid
-+

containing Ekf\Hg, where Hg is given by (2.13). Replace xg and Ak by x; and A+,

+ . +
respectively, choose n € (O,nu], replace nk by n and go to Step 1.

o

Step 4 (Weight updating). If | d] , < 1, go to Step 5. Otherwise, choose

+ k
n € [x k k k +
n, 100n'], set n° = n and go to Step 1.



. . +
Stép 5 (Line search). Set yk+1 = Xg + d¥ and compute f(yk+1) and gk+1 = gf(yk .
k+1 k k k+1 k+1 , .
Ir fym ) s f(x) + m v, set x =y , k(L+1) = k+1 and increase the
counter of serious steps L by 1. Otherwise, set xk+1 = xk.

+1

Step 6 (Subgradient selection). Set 3k = {j € Jk : A? + 0} and choose a set Jk
k+1 k

satisfying 3% {k+1} J I {k+1}.

Step 7. If xk+1 = xk, set nk+1 = nk ; otherwise, choose nk+1 € (O,nu]. Set xg+1
I -

=X, and Ak+1 = Ak. Increase k by 1 and go to Step 1.

A few comments on the algorithm are in order.

Guidelines for choosing an initial ellipsoid can be found, for instance, in
[G8] and [E2]. The obvious choice is to let xé = x! and A, = (1/r)I, where I is
the identity matrix and r > O estimates the Euclidean distance from x! to X¥. It
is reassuring to know that even if we had E;, X¥ = @, the algorithm would still

minimize f on E,, as will be proved in Section 4.

Stép 1 can be implemented with the quadratic programming routine of [K3] ;

see Section 6.
Termination at Step 2 implies that f(xk) < min f + €g (ef. (2.18)). (This
estimate would be weakened to £(x*) < min {f(x) : x € E,} + €g if we had E, X*

= @ ; see Section U4.)

The ellipsoid update at'Step’3 is well-defined, since the algebraic distance

(in the metric defined by |.|A ) from xz to Hg
k
' K —k k K K
= - / = -

(3.1) wp 5 | p lBk e, /B

oo k -k - kK = —k :
satisfies wp € [0,1) when @, S 0 and | B | + o > 0 after Step 2 ; note that in
the g_spai? E, = Ak ik is the unit ball, whereas wg is the distance from ii to
~K " = {$ . = <K =k + -
Hp = Ay Hp = {% :<p, x-%,> S ap}. Hence one can compute x, and B_ = A+1 as in
[G8] ; see Section 6. At the k-th iteration, an infinite number of returns to

Step 1 from Steps 3 and 4 is possible only when xk € X* (see Section 4), an

unlikely situation when f is not polyhedral.
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The restrictions on the choice of the weighting coefficient nk attempt to
limit its growth. Specific choices of nk will be discussed in Section 6. Here we
may observe that if there is a cycle between Steps 1 and 4 without ellipsoid
updates and one chooses n+ = X nk at Step U4, then the cycle will terminate (see

Section 4) with nK/y < n¢ s oK.

k .
Observe that x € Ek for all k if x!' € E,, since X< is never cut off at Step
3 owing to (2.14), whereas yk+1 € Ek by construction, for all k.

The quadratic programming routine of [K3] will compute at most N+1 nonzero

+
multipliers x?. Hence at Step 6 one can choose a set Jk ! with at most N+2
elements. This number of stored subgradients may be reduced by using subgradient

aggregation ; see Section 7.

4 - CONVERGENCE

In this section we show that the algorithm minimizes f. Naturally, we assume
that the final accuracy tolerance €q is set to zero.

We start with the ellipsoid updates.

Lemma 4.1, If Algorithm 3.1 did not stop before the k-th iteration, then at Step
1

(4.1) T(£(x) E, E, -

Proof. If Ek = E,, the inclusion is obvious. Hence suppose that for some j < kK

we have E, T(f(xJ)) Ej at Step 1 and a new ellipsoid E, is constructed at Step
3. Then E, T(r(x) E; T(f()) B, HS B, (ef. (2.18). Since r(x)7T) g

. +
f(xJ), the desired conclusion follows by induction.

Since E, X¥ =+ @ by assumption, relation (4.1) implies that Ek X¥ » @,

F e T I Y . ! (o] -~ -
may use inequality (2.18 obtain

o

+
v

~

| 2 PO,
f1ence we

Lemma 4.2. If Algorithm 3.1 terminates at the k-th iteration, then xk € X¥*,
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From now on we suppose that the algorithm does not terminate.

Owing to Lemma 4.1, the case of an infinite number of ellipsoid updates may

be analyzed as in [G6].

Lemma 4.3. If Algorithm 3.1 executes Step 3 infinitely many times, then either k

stays bounded and xk € X*, or f(xk) + min £ as k + =,

Proof By construction, when Step 3 is entered with wk € [0,1) (see (3.1)), E,
satisfies Vol(E ) < e_z(N+1) Vo 1(E ) (see [T1]), an;)E becomes E until the
next update. Hence infinitely many updates lead to Vol(E ) + 0. Now, to derlve a
contradiction, suppose that there are infinitely many 1terat10ns with f(x )2z,
where T > f(x*) for some x*¥ € E, X*. Then Vol(T(f) E,) > 0 from the
cqntinuity of f, whereas (4.1) yields T(f) E, Ek' Thus 0 < Vol(T(f) E,) S
VOl(Ek) for all %k, a oontradlctlon with Vol(E ) + 0. Since {f(xk)} is
nonincreasing, we deduce that f(x ) v f(x*) if k » o, If Step 3 is executed

infinitely many times for some fixed k, the same arguments show that xk € X¥,

From now on we suppose that only a finite number of ellipsoid updates occur.
Then there exist kg 2 1 and an ellipsoid E = {x:|x~§cIK-§ 1} with center ;c and a
symmetric positive definite matrix A such that after the last return from Step 3

to Step 1 that occured at iteration k_, if any, Step 1 is entered with

E

- K _ —
= E, = = 3 Z .
(4.2) Ek X, xc and Ak A if k kE

Let Y > 0 denote the square root of the minimum eigenvalue of A, so that

°

(4.3) Y |x|§ |x|; for all x.

We may now show that the algorithm dannot cycle infinitely between Steps

1 and 4 when its ellipsoid stays constant.

Lemma 4.4, Under the preceding assumptions, Algorithm 3.1 executes Step 5 at

~ k -~
each iteration and there exists n > 0 such that n £ n for all k.
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Proof. In view of the algorithms rules, it suffices to show that there
exists # > 100n =~ such that if (4.2) holds, k 2 kp and n € (0,7) then
- - ~k k
Idk<n)lA S 1, where (d°(n), u"(n))

. 1 2 N+1
minimize n [d y + u  over all (d,u) € R

satisfying £,(x)) + <g”,d> su for j & J¥.
Since d = 0 and u = f(?&) a'fj(fc) for all j € JK are feasible above,
(4.4) In 1)y + v s £(x).
Us;ng the definition of fj and the Cauchy-Schwarz inequality gives
uk(n) = max {fj(;c) + <gj, gk(n)> : j€ Jk} 2
2 min (£(yY) + <gJ, Ec—yj> c 560 - ng(n)lmax lgjl.

Jsk

Hence there exist constants C, < f(ic) and C, > 0 such that

k Kk
(4.5) un)2¢C, -]d(n)]C, foralln>o0 andk 2 kg

because yJ € EJ = E if j> kE’ E is bounded, f is continuous, gJ € Bf(yJ) and 3f
is locally bounded. Combining (4.3) - (4.5), we get

- K -y X, -
f(xc) - C, 2]d (n)|A (5n |4 <n)jA - cz/v).c

—k - — ~
Therefore, if | d (n)] A > 1 then n/2 - C,/Y s f(xc) - C,, and the existence of n
is clear.

By the rules of Step 5,

xk = xk(L) if k(L) S k < k(L+1),

where for theoretical purposes we may let k(L+1) = += if the number L of serious

Lo i o K(L
steps stays bounded, i.e. if x* = K(L) oo o0 L and all k 2 k(L). First

we consider the case of unbounded L.
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Lemma Y4.5. Suppose that Algorithm 3.1 executes infinitely many serious steps.

" Then XX » X and X_ € X*.
e e

Proof. Let X = {k(L+1)-1 : L = 1,2,...}, so that at Step 5 f(xk+1) s f(xk) +
2 -—
| pﬁ 5 /¥ s ag >0 for k 2 k_, and m € (0,1) is
Kk

m v for all k € K. Since -v¥ :

fixed, whereas f(x¥) 2 £(x**') 2 min f for all k, passing to the limit with
k € K in the 1inequality f(xk) - f(xk+1) 2 - m vk yields Eg K 0 and
K k K

|P |Bk/n > 0. Letting k € K approach infinity in (2.18), we get f(xk) v+ min f.
k+1  — K ~

- xc'A = |d |A =

Ko K

0 implies x = X, Hence

k+1 - - -

By (4.2) and (2.92), Y |x - XJ S| x - Xc|A =y
k .

|pk| /n" for large k € K, so | pk| /nk R

Bk Bk .

f(xk) v f(;c) due to the continuity of f, and f(;c) = min f, as desired.

It remains to consider the case of infinitely many successive null steps.

xk(L)

K -
Lemma 4.6, Suppose that x = = x for some fixed L and all k 2 k(L). Then

X € X*¥ and x, & X*.
Proof, In view of Lemma 4.4, the algorithm's rules imply the existence of n > 0
and kK > max {k(L), kE} such that nk = n for all k 2 k ; otherwise, successive

k
increases of n wWith x > 1 at Step 4 would make it unbounded, a contradiction.

Let k 2 k be fixed, Since yX = x§'1 T - L

k-1 -
and f(yk) > f(x ) +m vk 1, we obtain from (2.6)

—k - K -
@, = f(x) - fly) -« gk, X, ~ yk>,
(4.6)
& kK k- -
- ooy +<g, d 1) >m Vk 1.

- - - T

Supﬁose the matrix n A is factorized as n A = A A » Where ﬁ is NxN and

nonsingular, and consider the space transformation

(4.7) X + % = Ax,

which maps Xk, X, YJ
AJ. A~T J k —k J Kk

- and q, = - %X j Ko%= A
g A 8 ay = ay+ < g¥, X, ~ x> forall j€J, p =A T pk and

._k 3 Ak
and d into ﬁk, %, ?J and d , respectively. Also let
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~k__k+<k k__xk>
qp_ap p,Xc .
= k AT o —k -« K K — -
2 = = -
Thus for k 2 k we have n Ak A" A and o >0 (k> kE), @ = a ¥ g, x x>

and, by (4.6),

-k K ~k-1 -
o TS, d >> mvk 1.

Hence one may use the various relations of Section 2 to deduce that for all

k 2 k Algorithm 3.1 is essentially equivalent to the method of [K2, Section 2.5]
3 A A=1 . .

applied to the convex function f(.) = f(A '.) in the space transformed via

k 2 Kk
(4.7). Then the results in [K2,Section 2.4 and 2.5] imply that WK - | p |B /2n
k

- - - kK -
+ a; + 0 (see (2.10)). Therefore, ka|B + 0 and ag + 0, since a: >0 and n = q
for all k > k, and (2.18) yields x € x*.X

It remains to show that ;c € X*. Since wX » 0 and Eg > 0 for large k, (2.9b)
and (2.10) imply that v s 0. Hence uk = f(xk) + vk » £(X). On the other hand,
by (2.4),

K K
(4.8) - u 2 fk(y +1) = f(y") + <8, (yk), yk+1 _ yk>

k . k+1 - K -
because k € J for all k. Since |y - xcl ' | p] B /n for large k, and
Kk k
| p IBk + 0, (4.3) implies that yk > ;c' Passing to the limit in (4.8), we get
- - . k - k = .
f(x) 2 f(xc), since u > f(x), y -~ X0 f is continuous and gf(.) is locally

bounded. Thus X € X* and f(x) 2 f(ic), so EC € X*; as desired.

We conclude from Lemmas 4.5 and 4.6 that the case of a finite number of
ellipsoid wupdates is rather unlikely, since then the center of the 1last
ellipsoid must be optimal.

Combining Lemmas 4.2 through 4.6, we deduce our principal result.

Theorem 4.7, Either the sequence {xk] generated by Algorithm 3.1 is finite and

, c o k .
its last element minimizes f, or {xk} is infinite and f(x ) ¢+ min f as k » =.

The key condition needed to ensure convergence is E, X¥ = @, Even if it

fails, we still have
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Theorem 4.8, If Algorithm 3.1 is applied to a general convex function f, which
does not necessarily attain its infimum on RN, then either of the following
holds :

(1) the sequence {xk} is finite and its last element xk minimizes f on
o
the set U E, ;
3= J
k 0
(ii) {x } is infinite and lim f(x ) S inf {f(x) : x € U E.} ;
k> k j=1 J
Ky o . .. . k
(1ii) {x } is infinite and lim f(x ) = -=,
k>

Proof. Extend Lemma 4.1 by showing that

E, E

K
(4.9) T(f(x )) j By -

naax

J=1

and use the proof of Lemma 4.3 with £ f(x) and an arbitrary x € U Ej to deduce
that either (i) or (ii) holds if Step 3 is executed infinitely often. In the
remaining case, suppose that {f(xk)} is bounded from below and obtain (ii) from
the proofs of Lemmas 4.5 and 4.6.

Note that relations (2.16) and (4.9) imply that

K k
f(x ) Smin {f(x) : x e U
J=1

¢ -k
E
J} + Ip lBk + ap:

which justifies the stopping criterion of Step 2 in the general case.

o

5 - ELLISPSOID UPDATING STRATEGIES

Proceeding as in [G6], one can establish an upper bound on the rate of
convergence in objective values in terms of the rate of volume reduction of
successive ellipsoids of the method. To obtain a faster volume reduction, the

following modification will use more ellipsoid cuts.

Suppose that at Step O we choose a fixed y € (-1/N,0]. Steps 2 and 3 are
replaced by
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& j K
S egor | g 'B *a; S e for some

Step 2' (Stopping criterion). If |pk| + a
B P K J

J € Jk, terminate ; otherwise, continue?

Step 3' (Ellipsoid updating). (i) Set the ellipsoid update indicator i

g = 0.
(ii) Compute the algebraic distances
kK _ _ —k, k K -k, J Sk
wp ap/[p lB and o aj/lg IB for j € J
k k
K k k . ek
from x to Hp and Hj, respectively (ef. (2.13) and (2.17)). Let j* maximize w;
Kk k
over j € Jk. If w; 2 Wixs set w = W, and H = Hg j otherwise, set u = wﬁ* and H =
K
Hix-
(iii) If w < w, go to (v) ; otherwise, continue.
N +
(iv) Let E,_ = {x € R : lx—xclA S 1} be the least volume ellipsoid containing

. — + +
Ek H. Set iz 1, replace X, and Ak by X, and A, and go to (ii).

(v) If ig
and go to Step 1.

+
= 0, go to Step 4 ; otherwise, choose n+ € (O,nu3, replace nk by n

The above modification uses "ordinary" cuts based on relations (2.17), which

provide the following analogue of (2.18)

k j -
(5.1) f(x ) Smin f + IgJ[B + a?
k

for the stopping criterion. Step 3'(ii) chooses the (possibly nonunique) deepest

cut if u > 0, or the least shallow cut if w S 0. The condition w 2 u» > - 1/N

ensures a significant volume reduction, since at Step 3'(iv) we have Vol(E+) =
q(w) Vol(Ek) with

(M2_yN-1)/2 N (1-p2)(N-1)72

alw) = yr= N+

(1-w),
qw) s qw) £ 7 := o N(w-1/N)/3 <

for N > 1 (see [T1], [G7]). On the other hand, w < » implies that
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K
(5.2) ﬁqucT €E, .,

where T* - Ek n ;ghk H? is an outer approximation to Ekf\T(f(xk)). If we had
w = -1/N and Tk = T(f(xk)), relation (5.2) would mean that the matrix A of E,
is a generalized "Hessian" of [G7]. (This terminology comes from the fact that
for a smooth convex f with a minimizer x* the classical Hessian at x* is
associated with the limit of the smallest ellipsoid containing (for the largest
ellipsoid contained in) [T(f(x*) + €2/2) - x*]/e as € + 0 ; see [G7] for
, Fo be close to Tk, and hence to T(f(xk)), we would like to
have a large value of | ﬂ in (5.2). Since such a value cannot, in general, be

details.) Wanting E

greater than 1/N (see [G7]), whereas y close to -1/N may result in exceedingly

many updates, in practice we use g = -1/2N,

The deepest aggregate (or surrogate) cut is defined if xz is cut off by at

I - Ak

least one half-space H? with a? > 0. This cut is given by the half-space H
Kk ~
containing jgbk HJ that is furthest from xg in the metric of I"A . i can be
found'by projecting x: on G\Hg. Thus we may find dg to K
1 2
“minimize 3 |d|A ,
(5.3) k
. —k J . k
subject to - o +<g,d> £ 0for jeJ,
Ak k k k 2 \
since H = {x : <—Ak dH’ X-xc> s - | dﬁ A }. Equivalently, we may find the
k

k
Lagrange multipliers \y j of (5.3) that

1 - -
( minimize 3 | I, A, Pl o+t a?,
{ jes kK  jeJ

k

l subject to Aj 20 for j€&€J,

and let

k k k Jj =k
(pr ) = I, Ay . (g8°,4)),

k=

. _ k
since then dH Bk pH and



20

N

~k
(5.4) H = {x ER : <p§, x-xg> < a,l.

0f course, finding the deepest aggregate cut involves additional work in

quadratic programming. Therefore, it is worthwhile to observe that the usual

aggregate cut may be close to the deepest one. For instance, ﬁk = Hg if vk =0,
Indeed, in this case subproblems (2.5) and (5.3) produce 4 = d;, pk = p; and

- k . . A
a; = gy* SO that relations (2.13) and (5.4) imply that H; = Hk. This suggests

that H; approximates 8% whenever |vk|is small relative to |gJ|B for j & J¥.
k

There exists an additional possibility for updating the ellipsoid after a
, k+1 k —K+1 k  —k+1 —k
serious step. When x # x at Step 7, we may compute aj y J E€EJ, ap = ap +
k
f(xk+1) - f(x ), increase k by 1 and, before going to Step 1, execute Steps 2'

and 3'.

So far we have restricted our discussion to single cuts. To obtain a greater
Kk
reduction in volume, at Step 3'(iv) we may choose a subset J: of J° such that
- k
wk 2 w for some j € Jy, and then let E, be the least volume ellipsoid containing

J
the set Sk = E N Nk HK. In practice the construction of E  may be too
k JeJH J +

complicated if J; has more than two elements (see [S3]) ; for two elements
explicit formulae are given in [G1], [E1]. In fact, it is not absolutely
necessary to use minimum volume -ellipsoids, and we may let E+ be any ellipsoid
containing Sk such that Vol(E+) < qw) Vol(Ek). Thisa'extra freedom may

facilitate the construction of B+.

It is straightforward to verify that all the modifications discussed in this

section are covered by the convergence analysis of Section 4.

We conclude that the algorithm can use a variety of techniques for updating

its ellipsoids. Naturally, the best strategy is open to question.
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6 - IMPLEMENTATION

®

In this section we discuss our implementation of the algorithm.

As in [G8], at the k-th iteration we use the factorization

B = LDLT

with L a lower triangular NxN matrix with unit diagonal and D = diag(dl,...,dN)
~ =~T

a diagonal matrix with positive diagonal. Let E = LDy so that Bk = Bk Bk’ We

do not store the subgradients gJ, but update the vectors

J

~ T i
(6.1) g =By, )

g = ok LT gl for j e J5.

Step 1t is implemented with the quadratic programming routine of [K3]. This

routine solves the following version of the dual subproblem (2.11)

1 ' .
minimize 5 | L, A, §J|2 N I U
2 gegk jegk d J
(6.2)
) K
subject to I lj =1, Aj 20 for jE&J.
jed

It also computes, as by-products, the quantities

k —k —k

(6.3) (6 1) = I A “ @3 ok
jeJ
kK 2 . | ki 2 k k _ k 2 k —k
| o7 B, B and n- v = - {|p] " + n ap} (ef. (2.9b)). Hence we can
. —k 2 ~K 2

calculate [d |, =]|B /(n*)? and

k

“k K, ~

(6.4) a == (/m9 B85 = - () w’ gk,

The algorithm terminates at Step 2' if

—k

(6.5) min {| p |+ ng|+ ay : J € Jk} < eg (1 + lf(xk)l),

where €q > 0 is the desired relative final accuracy in the objective value, i.e.

£(x¥ ) —min £ ¢ €g (1 + If(x )| ) at termination ; see (2.18) and (5.1).
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(This stopping criterion is less sensitive to problem scaling than that of
Algorithm 3.1.) Hence we compute the norms |EJ|, which are also needed by the

quadratic programming routine.
For simplicity, we use the single cuts described at Step 3' in Section 5.

The ellipsoid updating at Step 3'(iv) is trivial if N = 1. Hence suppose
. K . — .
that N > 1 and H, is used to cut E . As in [G8], we compute wg = _ag/|§k|,

K
w = min {(L)p11 EM},

(1+Nw) 7 (1) | 59,

t, =
6.6) / xp= X, Tt Lo g%,

; 8§ = N2 (1-w?) / (N2-1),

\ 0 = 2(1+Nw) /7 (N+1) (1+w),

where the use of the relative machine precision 2 ensures that the updated

1.
matrix B, = A, given by

- . k kT Ky 2
B, = 6 [B 6B, D (B,.p") /lpIBk]

T
can be factorized as B, =L D L, with L, lower triangular and D, diagonal with

positive diagonal. More specifically, we compute
¥ .k K
Y=0%p /|pB],

T T ~
so that B = L [6(D-0 YY')] L', and then find a diagonal matrix D = diag
(51,...,dN) and a unit lower triangular matrix L = (iij) such that D-g¢ YYT = L

.....T .
D L° by using the recurrence relations

.
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€

N-1 1-
(1) set tN+1'— N1 15g °

£

(ii)- for.j = N-1,...,1 set
. = t, + 0 Y2%/4d.
¢ J 7y’

d.=d.t.. /t
d; 3 i+

2

-0 Y

j / (dj t, . .)

B 3+1

and setting iij =Y Bj for j <1 (see [G3]). Then D_ = § D and the product L, =
(l;j) = LE can be computed from the recurrence relations (see [G2])

N
(i) set qy = Yy

(ii)- for j = N-1,...,1 set

= 'Y ,
G " 7
T 1+1
iy = iy 7 By 9 l
. ] for i = j+1,...,N.
J o 3 i
WG TNy hy

k
To update the quantities E? = f(xk) - fj(xc) we use the relations

k

o Ky _ o3 4 ke . =-1
f,(x,) fj(xc) = <g%, x,7x.> o

+ j .k
j o> = <&, B, (xc X )> = t, <g°,p >,

which follow from (6.1) and (6.6). Next, to update the transformed subgradients
(6.1), we note that ‘

Y T ~T T
D2 L, sj =DZL L gJ =D

+ NY

-J Yy T e
so that g = D7 L, SJ can be computed from the backward recurrence (see [G2])
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. _ =) o5 R
(i) set s = 0, gy dN gy i
(ii) for i = N, N-1, 2 set
_ Tosd
s =3+ Yy 8,
—j _ 3 3 ~
8j—q T 95 Biy * By, s,
where the quantities d, = (d+/d )Z Y, =Y. / d)é 8. = B (d+)g are computed
i iS00 Ty i it Pi i P

beforehand, using the stored values of dg

+. ¥
d and (di)2

The convergence analysis of Section 4 imposes only weak restrictions on the
choice of {n } Relation (5.2) with | o = %N suggests that it may be useful to
restrict the trial point findlng to the smaller ellipsoid | E, which, being an
inner approximation to T should be almost contained in T(f(x }). Hence our

k k+
strategy for selecting n 2aims for y 1 to

- .
minimize f (y), subject to y € Py E

k
or equivalently for Ek = yk+1 - xg to
(6.7) minimize ?k(xg+g), subject to |5iA Sr.s
k
where r_ € 60,1] is a trust region radius. We use the fixed value re = 1/2N
(corresponding to y = -1/2N), which seems to work better than re = 1, although

an adaptive choice of Pe at each iteration could be more efficient.

We relate subproblems (6.2) and (6.7) through the following choice of nk. At

K+1 k+1 5

+
Steps 3'(v) and 7 we set n and n (if x " xk) to the value of n =10

min
Since smaller values may lead to inaccuracies at quadratlc programming (cf.

(6.4)). At Step 4, if |d IA >1.2r, n* is increased to
K .

+ “k k
6.8 = .
(6.8) no=max {1.2 a7, /r,x}n,

K

. +

where x > 1. is a parameter. When n replaces nk in (6.2), the corresponding §+

—+ -
and d given by (6.3) and (6.4) satisfy |§+|g lﬁkl’ |d+lA = |5+|/n+ and
k
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l|d , 2 |Ek|A n/n" 2 min (1/1.2, 1.2/%) r .
K e

Ak
Hence eventually we get

i < 4 <
(6.9) min {1/1.2, 1.2/x} r_s|d |Ak st.2r,

which implies satisfaction of the trust region constraint of (6.7) with the
relative accuracy of 20% if y = 1.5. It might appear that, since nk is not

decreased after null steps with no ellipsoid updates, one could have IEK|A much

smaller than re at Step U4. Yet in our calculations the bound (6.9) was

(slightly) violated in negligibly few cases.

One could, of course, consider other ways of selecting nk, e.g. safeguarded
interpolation using parametric analysis of subproblem (6.2) with respect to nk-
We note that when the change of nk is small enough, our quadratic programming
routine [K3] can solve the new subproblem very quickly by exploiting the

information gathered so far.

We use the following subgradient selection strategy. At Step 0 we choose the
k+1
maximum number Mg 2 N+2 of stored subgradients. At Step 6 we initially set J

k+1 ~K
= Jk {k+1} and then, if necessary, drop from J an index J € J with the

+
k+1) - fj(xz), so that Jk ! has at most Mg elements.

largest value of f(x

It is worth adding that, in theory, the algorithm can be made invariant with

respect to the objective scaling. To this end, consider the following version.

At Step O we choose r_ € (0,1] and set n' = | B/ ro- At Step 2' we delete the
: + k+1

'1' in the stopping criterion (6.5). At Steps 3'(v) and 7 we set n and n (if

k K —
xk+1 + x ) equal to n, - At Step 4 nk is not changed if |dk|A £ 1.2 re
k

+
otherwise, n 1s calculated from (6.8). Moreover, suppose that the arbitrary

decisions of Steps 3'(ii) and 6, concerning the selection of cuts and
subgradients, are made according to some fixed rules that account for the
possible ties. Note that the proof of Lemma 4.4 can be extended to cover this

version.

The above-described version is scale invariant in the following sense.

Applying the algorithm to f, we get sequences {xk}, {Ek}, {Ak}’ {nk}, etc. Next,
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suppose we use the same parameters at Step 0 and apply the algorithm to sf,
where s > 0 is fixed, with the subgradienﬁ-mapping S8, to get sequences {xz},
{Ez}, {Ai}: {ng}, ete. Then x: = xk, dg = dk, AE = A and ”Z = 8 nk for all k
such that termination does not occur before iteration k. To save space, we omit
an inductive proof of this fact. (Some hints for the proof : multiply the
objective of (6.2) by s? and relations (6.3), (6.8), (2.4) and (2.19) by s,
obéerve that the division in (6.4) cancels s, and use the uniqueness of (Dk,ag)

and relations (2.13) and (2.17) for ellipsoid updates.)

7 - SUBGRADIENT AGGREGATION

The algorithm described so far will typically use N+2 past subgradients at
each iteration. We shall now show how the subgradient aggregation strategy of
[K2] can be used to trade-off storage and work per iteration for speed of

' convergence.

At Step 0 we choose the maximum number Mg 2 1 of stored "ordinary"
subgradients. The aggregate subgradient is a convex combination of "ordinary"
subgradients, which is generated recursively as follows. At Step 0 we define
p® = g' and f°(x) = f(y!) + <p°x-x'> for all x. At Step 1 we append to
subproblem (2.5) the aggregate constraint

k- k- -
(7.1) - ap Ty <p 1, a> < v,
k-1 k ~k=~1 k :
where % = f(x) - fp (xc), and use the Lagrange multiplier Ag of (7.1) to
define
k —k kK, § -k K, k=1 —k-1
sa ) = L.\, , + .

.k k, -k
As before, we define f (x) = f(x ) - oy + <pk,x-x§> to close the recursion. Then
k+1 .
at Step 6 we may let J contain k+1 as well as any other Mg-1 past indices,

e.g. indices j with the largest values of w?.

Reasoning as in [K2, Section 2.4], one may verify that the convergence

results of Section ¥ remain valid for the version with subgradient aggregation.
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8 - NUMERICAL EXAMPLES

!
We shall now report on computational testing of the algorithm using a double

precision Fortran code on an IBM PC/XT clone microcomputer with relative

aceuracy e = 2.2><10—16 (= 2.2E-16).

The parameters of the algorithm had the values m = 0.1, n, = 1E-5, x = 2, w
= -1/2N (cf. (5.2)) and ry = 1/2N (ef. (6.7)).

Table 8.1 summarizes results for several standard test problems taken from
the literature, which are reviewed below. The following notation is used. N is
the number of variables, Mg is the maximum number of stored past subgradients,
x*¥ is the known solution of a problem, x! is the standard starting point, V! =
Vol(E,), k is the iteration number at termination, Vk = VOl(Ek) is the volume of
the final ellipsoid, and me is the total number of ellipsoid updates. The
stopping criterion (6.5) was used‘with a value of €g chosen for each problem so
as to facilitate comparison with results reported in the literature. For each
run of the algorithm, an initial ellipsoid was specified by choosing positive
tolerances &, Such that |x;—x§|§ 6, and setting d, = N 62 for i = 1,...,N in the
initial matrix B, = diag (dl,...,dN). Typically, three runs with increasing di
(denoted by 5a, Gb and 60) are reported for each problem. ' ‘

Example 8.1 The Shor problem has N = 5,

- . )2 . o .
f(x) = max {bi ; (aij xj) : i 1,...,10},

n U

1

x* = (1.12434, 0.97945, 1.47770, 0.92023, 1.12429),

a R 1
i’ = |x3—x§|for all i, 8.7 = 2 for all i, di’c = 10 for all

i (see [S1, p.137] for the data aij and bi)'

1
x! = (0,0,0,0,1), & 1,b

5 5 5 5
f(x) = £ d_ x3+ I § c..x x,+ I e, x, +50max {F(x),0},
PECTRR S RSP RES AE T R J
5
F(x) = max {b;~ I aj; x i=1,...,10},
3=1 ’
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x* = (0.3, 0.3335, 0.4, 0.1285, 0.220), x' = (0,0,0,0,1), 62’

- |x
5§’b = 1 and 5?’0 = 10 for all i (see, e.g. [K2, p.350] for the problem data).

Example 8.3 The Rosen-Suzuki problem has N = 4,

f£(x)

x§+xg+2x§+xf—5xl-5x2'21X3+7x.,+F(X),

F(x)

1l

5 max {F,(x), F,(x), F,(x), 0O},

Fi(x) = x} + x3+x3+x2+x, -x, +x, -x, -8,

Fo(x) = x2 + 2 x2 + x2 + 2 x2 - X, = x, - 10,

Fa(x) = x{ + xf+x§+2x, -x, -x, -5,

3,c

3 and 83 =10

x* = (0,1,2,-1), x, = (0,0,0,0), 6’2 = (1 E-4,1,2,1), 6?’b

for all i.

n

Example 8.4 Lemarechal's MAXQUAD problem has N = 10,

L L
f(x) = max {<AX,x> - <b ,x> : L =1,...,5},

4

L

L <. X :
Aij = Aji = exp(i/j) cos (i.j) sin(L), 1 = j,
L . 1
Afy = ilsin(i) /10 + x IAijL

J=i
b; = exp(i/L) sin(i.L).
(This problem is difficult to quote : misprints abound in [K2, pp.346-347], [L2,
p.1511, [Z1, Example 7.2], ete.) In [L2, p.152] the optimum value f(X) = -
0.8414 is quoted for a point X which in fact has f(x) = - 0.8411. The best point
known to us is

x* = (-0.126257, -3,43783F-2, -6.85716E-3, 2.63606E-2, 6.72949E-2)

< L YD =

(-0.278400, 7.42187E-2, 0.138521, 8.40313E-2, 3.85804E-2)
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with £(x*) = -0.8U1408. We used x! = 0, &,"% = | x}, s

4
to d, = 1) and §;° = 2 for all 1.

i

i’b = 0.3162 (corresponding.

Example 8.5 This academic problem MXHILB with

N
£(x) = max { | T x, / (i+§-1)]: 1 = 1,...,N}, x* = 0,
3=1
corresponds to solving the equation Ax = b, where b = 0 and A is an NxN section
28 _ 5 for all i with N = 30

of the Hilbert matrix. We used x! = (1,...,1) and §

and N = 50.

(™

Example 8.6 Problem L1HILB with

N N
F(x) = ¢ | T % / (i43-1)], x* = 0,

j=1 i=1

is a more difficult version of MXHILB, since it has 2N linear pieces, whereas

6,
MXHILB has 2N. We used xi =1, 61 2 - 5 for i =1,...,N, N = 30, 50.

Example 8.7 Lemarechal's SHELL DUAL problem [L2, p.154] has a highly nonconvex
objective function f of 15 variables, with f(x¥*) = 32,3488 for

x*¥ = (0.3, 0.3335, 0.4, 0.4283, 0.224, 0, 0, 5.1741,
0, 3.0611, 11.8396, 0, 0, 0.1039, 0).
This problem seems to be very difficult for general-purpose descent methods (see

[L11). In order to tackle nonconvexity, we incorporated in the algorithm the

two-point 1line search of [K2, p.103] (with parameters t = 0.01, £ = 0.1, Y =

10). To this end, we computed the search direction dk = dk + xg - x from xk,
and the line search procedure found two stepsizes tt and t;, 0 s tt =Y t: s 1,

k k k
the next iterate xk+1 = xk + tE d" and the next trial point yk+1 = xk + ty d

which provided the next linearization f of f. Of course, the algorithm is not

k+1 _
guaranteed to minimize a nonconvex f. Nevertheless, for x; = 1E-4, i + 12, x1, =

60 and



30

§ = (0.3, 0.3335, 0.4, 0.4283, 0.224, 0.1, 0.1, 10,
0.1, 5, 15, 100, 0.1, 1, 0.1)

(£(x') = 2400, | x'-x¥ ' 0.66, V! = 7.3E+5), the algorithm did converge to an
approximate solution, although the usual stopping criterion (6.5) did not work
with e = 1E-4 and termination occurred due to exceeding the function evaluation
limit of 600. Table 8.2 illustrates the algorithm's progress, with NFEV denoting

the total number of function and subgradient evaluations.

Our results for problems 8.1-8.4 and 8.7 ‘may be compared with those in [S$1,
p.139], [L1], [Z1] and [K2, pp.346-348]. Of course, no conclusions should be
drawn from such limited computational experience, but the test results indicate

that the method is promising.

9 - CONCLUSIONS

We have shown how to incorporate an ellipsoid variable metric in a bundle
method for convex minimization. The method seems to be promising. We hope to

increase its efficiency by using more refined ellipsoid updates.
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Table 8.2. Problem SHELL DUAL

K £(x%) NFEV VK m,
70 32.6369 153 2.0E-2 582
78 32.5u482 178 5.7E-3 606
97 32.14408 237 2.3E-U 654
107 32.4045 268 9.8E-5 669
110 32.3929 277 7.4E-5 677
112 32.3813 283 6.UE-5 679
118 32.3748 306 3.7E-5 - 690
127 32.3648 345 8.1E-6 709
165 32.3548 496 5.9E-9 793

l 191 32.3538 600 8.0E-11 845
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