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ABSTRACT

Explicit third-order accurate schemes applicable to a one-dimensional linear test-
equation are first constructed. Among these are considered an extension of the ” Hancock-
van Leer” upwind predictor/corrector scheme, and a scheme based on the "method of
lines” in which the time-integration is performed by a Runge-Kutta method of order 3.
Both of these approaches have been used recently by other authors for more ambitious
calculations [1-3]. A comparison between these schemes is made by a detailed analysis of
the dissipation error and the phase error in terms of a parameter controlling the degree of
upwinding introduced in the spatial approximation. :

Extensions to several dimensions are then examined from a theoretical standpoint
(Fourier Analysis-Modified Equation) and by numerical experiments conducted (a) on
linear problems with variable coefficients ("Rotating Concentration-Cone), and (b) in a
nonlinear hyperbolic context (Supersonic Euler Flows). :

In general, we conclude that the method of lines seems to offer the simplest and
most efficient alternative to construct a third-order accurate scheme in a multidimensional
nonlinear hyperbolic context.



[ii]

RESUME

On utilise d’abord une équation test linéaire monodimensionnelle pour construire des
schémas explicites précis au troisiéme ordre. On considére notamment une extension du
schéma prédicteur/correcteur décentré de "Hancock-van Leer” ainsi qu’un schéma de type
“méthode des lignes” utilisant un intégrateur en temps de Runge-Kutta d’ordre 3. Ces
deux types de schéma ont été récemment utilisés par d’autres auteurs pour des calculs plus
ambitieux [1-3]. Une analyse comparative de ces schémas est faite en examinant dans le
détail Ierreur de dissipation et I’erreur de phase en fonction d’un paramétre qui controle
le degré de décentrage de I’approximation spatiale.

Des extensions au cas multidimensionnel sont ensuite examinées d’un point de vue
théorique (Analyse de Fourier-Equation Equivalente) et par des expériences numériques
portant sur des problémes (a) linéaires & coefficients variables ("Probléme de la tiche
tournante”), et (b) nonlinéaires (Equations d’Euler en régime supersonique).

La conclusion générale est que la méthode des lignes semble fournir ’alternative la
plus simple et la plus efficace pour construire un schéma précis au troisiéme ordre dans un
contexte hyperbolique nonlinéaire multidimensionnel.
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I. INTRODUCTION

For classical aeronautical applications (supersonic flow simulations), a variety
of second-order accurate methods are today available and efficiently utilized to solve
a wide class of problems. However, for solving more complex flows, such as those
encountered in the flight of a hypersonic vehicle, interest has recently gained for
robust methods, possibly based on upwind differencing, but also for more accurate
time-dependent solvers. In a similar context, Warming et al. [4] proposed a 3-step
method in which an artificial viscosity term had to be adjusted to meet a certain
stability criterion.

This report investigates some aspects of the construction and analysis of third-
order accurate numerical schemes applicable to complex hyperbolic problems.

In Chapter II, schemes applicable to a typical one-dimensional hyperbolic equa-
tion are constructed and studied in details.

In Chapter III, extensions to two dimensions are considered. In particular,
computations of nonlinear problems governed by the Euler Equations are made.

1. INTRODUCTION 1



II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION

In this Chapter, third-order schemes applicable to the one-dimensional convec-

tion equation
u;+cu, =0 (c>0) (1)

-are constructed, analyzed and compared by numerical experiments.

1. Construction

In this Section, we first recall a technique due to Fromm [5] to construct a third-
order scheme. from two second-order schemes whose phase errors are of opposite
signs. We then extend this technique to the construction of two other schemes by
optimally adjusting a parameter 8 controlling the degree of upwinding. Ultimately,
we alternately consider a more classical third-order scheme based on the method of
lines.

1.1. Fromm Method (FR)

We consider two well-known second-order approximation schemes to the wave
equation:

the Lax-Wendroff method (7] (LW):

cAt c2(At)?
uith=uf = = (uf — i) + 2—((;;))?(“?“ = 2uj +uj_y) (2)
the upwind method [7] (UW):
cAt c?(At)?
P =up - (B — dufy +uf ) + ((A ))2 (f —2ufy+uf,)  (3)

Both schemes are based on a Taylor’s series expansion of u(t + At) that includes the
second-order term and in which the derivatives are replaced by appropriate finite-
differences. In the Lax-Wendroff method central differences are used, while in the
upwind method backward differences instead.

II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 2



These methods have known modified equations {7}:

LW:
Up + cup = —c-(—é-gf-)—ﬁ(l S ) L c(A:) v(1—v¥)uzzrs + - (4)
Uw:
(Ax)3

Ug +cug = +c(—A€-:—)3(1 - ) (2‘— V)ugzz — v(l-v)? (2 ~ V)ugzzz ++- (5)

In these equations v is the Courant number:

cAt
= — 6
v=—— (6)

The LW method is stable for v < 1, while the UW method is stable for v < 2 [7].
Note that these conditions both correspond to the positivity of the coefficient of
—Uzzzz Which is the lowest-order dissipation term in the equation. This condition
is always a necessary condition of stability (stability of the low-frequency modes);
here, it is also sufficient.

It is apparent that both schemes are second-order accurate. Consequently, the
principal part of the error is proportional to the the third derivative u,..; it is a
phase error. In addition, for v < 1, the coefficients corresponding to both schemes
are of opposite signs. Thus, for such Courant numbers, the LW scheme has a pre-
dominently lagging phase error, while UW scheme has a predominently leading
phase error. This observation naturally leads one to attempt to eliminate the prin-
cipal part of the phase error by appropriately linearly combining the two schemes.
More precisely, one considers the following approximation scheme:

(1= H)(LW) + S(UW) | ™

in which 8 is adjustable (0 < f < 1), and defined as the "upwinding parameter”
since it serves to weight the central-differencing scheme, LW (8 = 0) and the fully-
upwind scheme, UW (8 = 1). Expliciting the difference-equation associated with
this scheme gives:

cAt
ujtl =ul — oAz (1 - B)(ufyy — uf_y) + B(3u] — 4uf_; +u}_5))
c?(a)?

: (8)
2(Az)? (1= B)(u}yy —2uf +ui_,) 4+ B(uf —2uf_, + u?_,))

+

11. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 3



Now if the condition (1 — 8)(v? — 1) + B(1 — v)(2 — v) = 0 is enforced, that is

v+1 9)

the second-order term in the truncation error is eliminated. The modified equation
associated with the corresponding scheme is:

(A

z
24

3
U +cuy = —¢ ) (2 - V)(l - Vz)uzzzz +oeee (10)

This scheme is due to Fromm [5]. It is clearly third-order accurate.

The stability and efficiency of Fromm’s scheme will be evaluated in Sections
2 and 3. Prior to this, we observe that if this construction successfully yields a
third-order accurate scheme, the method requires the evaluation of two second-
order schemes and its implementation in a multidimensional case may reveal costly.
For this reason, alternatively, other schemes will be constructed in the following
Subsections that also rely on an adjustable upwinding, this time introduced in a
more economical way.

1.2. A Predictor/Corrector Method (PC)

A second-order accurate scheme in both time and space can be achieved by a
predictor /corrector sequence provided the space differences employed in the correc-
tor step are at least second-order accurate. One possibility is to apply a centered
predictor step, which is economical to evaluate, followed by a corrector step in which
central and (2nd-order) backward differences are combined for a variable upwinding,
that is:s

Predictor:
. cAt
iy =uj — E(“?ﬂ —uj ) (11)
Corrector:
cAt . " - ~ i
uptl=uf - oag (1= Aij41 = @5-1) + B(3; — 4i-1 + G;-2)) (12)

Computing the modified equation of this scheme yields:

. A N2 3
U +euy = -c(—:-)—(l —v?—30)uzss — cEAgﬂ— (28(1 - v) = v®) vzzzz+--- (13)

II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 4



Several observations can be made from this equation: (1) for any B the scheme is at
least second-order accurate; (2) the principal parts of the phase errors corresponding
to § = 0 (central scheme) and § = 1 (fully upwind scheme) are of opposite signs;
(3) again, for an intermediate value of B, namely,

1—v?
B=— (14)

third-order accuracy is achieved; (4) finally, for # = 0, the coefficient of uz;z.
in the truncation error is positive, regardless the value of the Courant number v.
This implies the instability of the low-frequency modes. This is no surprise since
the scheme then solely combines explicit Euler steps based on central differences.
Although the precise stability limit of this scheme will be evaluated in Section 2, it
can yet be anticipated that even for a larger value of 8 (8 > 0), the scheme is too
severely restricted by stability to be efficient, despite the progress realized by the
predictor /corrector formulation. For this reason, we now turn to a more ingenious
construction of a predictor/corrector scheme.

1.3. A Generalization of the Hancock-van Leer Scheme (HVL)

The Hancock-van Leer scheme (8] is made to apply more generally to a conser-
vation law, say
ue+ (f(u)), =0 (15)

where the ”flux” f(u) is some (nonlinear) function of u whose Jacobian, A(u) = %-5,
in the case of a system (u, f € R™, m > 1), has real eigenvalues (hyperbolicity). It
is formulated as follows:

Predictor (centered and linearized):

At ,

-~ - n — . g
U =uj — - Aluj)u; (16)
ul  —ul_, .
where u.;- = —it—i=L is referred to as a "slope”.
Corrector:

(a) interpolation of predicted values to cell boundaries:

~ . Az,
UG-+ T~ 7Y .
1
. Az, (17)
u(]+l)_ = Uy + —z—uJ

II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 5



(b) update (second-order, conservative):

At
uitt=uf - (@504 - 25 y) (18)
where, for all i,
Piry = @ (rgy-ras)r) (19)

in which ®(u,v) is an appropriate numerical flux-function consistent with the flux
f(u) in the sense that
®(u,u) = f(u) (20)

for any' u in the domain of f. One possible choice for @ is given by []:

ﬂ@+fwy+1A(g%g>

2 2
This scheme is the result of a judicious construction:
() The form given to the integration step in the corrector is such that it realizes a
conservative upwind scheme thus capable of correctly capturing weak solutions.
(b) The predictor/corrector formulation produces a second-order time-integration
method easy to implement. . '
(c) The interpolation of cell-boundary-values results in a second-order accurate
scheme in space.
(d) Computational efficiency is achieved by the vectorizable linearization of the
predictor (in multidimensional applications), and the use of the same slopes {u;}
in the interpolations as in the predictor step.

®(u,v) = (u—-v) (21)

These are some of the reasons why the "HVL” scheme is a very attractive
explicit second-order upwind scheme. We now return to the simpler context of the
wave equation, with ¢ > 0, where the expression of the numerical flux trivially

reduces to: ‘
1
O(u,v) = ¢ -2}_ o+ Ec(u —v)

= cu (22)

= J(u)

One simple way to introduce an adjustable degree of upwinding consists in
only modifying the interpolation formula in the corrector steps and to leave all the
integration steps unchanged. There, u.;- can be replaced by a linear combination of
the forward and the backward differences of u, that is:

n  __an n n
ujH U u

8= (1A 4 (3)

II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 6



Thus for § = = u , and the original HVL scheme is obtained. Otherwise
and in the case of tﬂe wave equation, the extended HVL scheme can be defined, in
summary, by the following sequence:

Predictor:
- cAt
U, 5~ E(“?+1 - "'_;"—1) (24)
Corrector:
(a) interpolation:
n u? u” — u”
g = (1 — J+1 J f) j—1
5 =-f) =5+,
. ~ Az
u(H_;)_ = Uy + Tﬁ; (25)
A
U_ay+ = fj — Txﬁ; (unused if ¢ > 0)
(b) integration:
+1 _ cAt, . -
uith = - (G- —G-y)-) (26)

We evaluated the modified equation of this scheme and found:

Ut +cuy = — (Az)2 (1 + U v~ 3ﬂ)uzzz
(27)
(A-’B)a

(26(1 — 2v) + 2% — 1) gas + -+

We can observe that regardless the value of 8, the method is (at least) second-
order accurate in both time and space. It thus respects the judicious construction
by Hancock-van Leer. Moreover, letting

1+ 30 -2

. (28)

g =

third-order accuracy is achieved.

In conclusion, a third-order accurate explicit predictor/corrector scheme has
been constructed. Note that here the result is attained more economically since the
adjustment of the upwinding only affects the interpolation step and leaves the more
costly integration steps unchanged.

II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION : 7



Finally, for the sake of completeness, we consider in the next subsection the
construction of a fourth third-order scheme, this last one based on the method of
lines.

1.4. Method of Lines (RK3)

In the method of lines, the unknown is defined as the vector U = {u;} whose
components are approximations to the grid-values of u. One first selects an approx-
imation to the spatial derivative , here cu,. For example:

where again f is an adjustable coefficient.
Substituting this in the p.d.e. yields a set of ordinary differential equations:

U+ ¥(U)=0 (30)

which can be solved by a Runge-Kutta method. Since the aim of this study is to
construct third-order schemes, the Runge-Kutta 3 method (RK3) is employed:

( v® = pyn

g — g© _ %\II(UW))

Ly® _yo _ _Az_tq,(um) (31)
v® =y _ %\I}(U(z))

Unrtl — U(S)

\
Stﬁctly speaking, this method is third-order accurate for linear o.d.e.’s only, whereas
another formulation of the RK3 method exists that is third-order accurate in the

nonlinear case also; but the latter requires more computer storage and is more
complex to implement and is not considered here for these reasons.

In order to evaluate the modified equation of this integration scheme, we in-
troduce the characteristic polynomial of RK3:

2 3

2 2
=1 4+ = 32
9(2) +z+2+6 (32)

II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 8



The value of this polynomial is equal to the amplification factor of the RK3 method
when it is applied to the linear test equation: :

U= AU (33)

Then:
U = g(z)Um (34)

where z = AAt. ! In the case of a linear p.d.e.,say the wave equation, the above two
equations are still valid if A now stands for the ”approximation matrix” defined as

the matrix for which: _
' Y(U) =-AU (35)

Therefore we have:

Uttt Ut _gAAn -1,
At At

2
= (A+ ﬁ>\2+ éf—xa) u"

(36)

We now switch to a functional notation. A Taylor’s series expansion of ¥(u) gives:

Az? Az®
\If(u) =ug+ (1 - 3ﬂ)Tzuzzz + ﬂ—;‘uzzzz + O(Ax4) (37)
= —Au
yielding:
Am—e(d f-3plO pazt ot | o(Az*) (35)
N oz 6 9z° 4 92*
and consequently:
2 4
A =c (: 5 + (1 —3ﬂ)A: :: 7y +O(A‘”3))
(39)

3 0°
A3 =-¢? Py + 0(Az?)

1 Note that the exact solution ue(t) satisfies: u.((n+ 1)At) = e*u.(nAt); hence the local error
is proportional to the difference g(z) — e* and is of the order of z* = O(At*) which is characteristic

vl & nirG-ordezr method.

II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 9



_10_

Substituting these expressions into (36) and expanding the left-hand side in a time
series give:

At At? At? 4
u + — Uit + g Ut + —2—4—umt + O(At?) =
22 A 3

< (1 - 3ﬂ) Uzzz + B—Uzzzz + O(Az4)>

o At Az? 3 (#0)
+c > (uu + (1 - 3ﬂ) Uzzzz + O(AZ®)

3 At?

-3 e (uzu +O(Az ))

From this point the classical technique for deriving modified equations can be ap-
plied. We found:

Az? Az®  BALS
us +cugy = c(36 — I)Tumz —-c (ﬂT + 24

) Uzzzz +°°° (41)

where only fourth-order terms have been omitted.

As expected, we observe that the method is in general second-order accurate
and that it is for § = % that it becomes third-order accurate.

In the next section we analyze the stability and efficiency of the various third-
order methods constructed in this Section.

2. Stability and Efficiency

The stability of the various previously defined schemes was evaluated by Fourier
analysis. For this, one injects in the finite-difference equation a single Fourier mode,
say '

up = Cgpe'? (42)
where C is a constant, 8 is a frequency parameter and gy is the unknown amplifi-
cation factor corresponding to this particular mode. After some simplifications, we
found the following expressions for gg:

FR:

do=1—u ( : 3 — 4% 20
g=1—
\

(1 - pB)isind + 5 ) +v2(cosf — 1) (1 — B + Be™*)

(43)

II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 10
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PC:
v, . - 3—4e %0 e~
ga~1—u(1—§zs1nﬂ) ((1—ﬂ)zsm0+ﬂ 2 ) (44)
HVL:
g9=1—u@—e4%(1—gum0+l%£@”—1y+gu—e“%) (45)
For RK3, the substitution of (42) in (29) gives:
W = —Apu} . (46)
where .
¢ 3—4e 0 42
—_—g = — — B)ssind 47
Ao s ((1 B)isinb + B 2 ) (47)
Then,

90 = g(2s) (48)
where zg & XAt is proportional to v and the function g is defined by (32). Note
that for all four cases,

gr-0 =98 (49)

Consequently, when all possible Fourier modes are present in the solution, the am-
plification factor may be defined as:

def
ie 50
glv) = olen[oa'x,n] lge] (50)

and the stability criterion reduces to:
glv) <1 (51)

In practice, for a given Courant number v, the maximum was taken over a discrete
set of values of 8. This allowed us to obtain the function g(v),and thus to determine
the stability limit, /max. The plots of g(v) are given in Figure 1 and it follows that:

1 for FR,
) 0.57 for PC,
Ymax = 1 for HVL, (52)
1.62 for RK3.

We conclude from these numbers that HVL and RK3 are the most efficient of these
third-order schemes. In the next section these schemes are evaluated by numerical

. * L4
cXpeoriment.

I1. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 11
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3. Dissipation and Phase Error

For this hyperbolic (non-dissipative) model problem, the dissipative properties
of a numerical scheme can be evaluated by comparing the modulus of the amplifi-
cation factor |gg|, with unity. The relative phase error is appreciated by forming the

ratio ‘—g’— in which @ is the argument of the amplification factor, and analogously,

O, = Arg(uc(z,t + At)/u.(z,t)) = —18 (uc(z,t) = the exact solution). These pa-
rameters are plotted on Figures 2 and 3 for the different schemes as functions of
the frequency parameter § and for various values of the Courant number v.

Comparing the plots of the relative phase error corresponding to the LW and
UW schemes reveals that for a Courant number less than 1 and over more than 2/3
of the frequency-spectrum, the two schemes have opposed and practically symmet-
rical effects. As a result, weighting these schemes as realized by Fromm’s scheme
substantially reduces the phase error. In particular, this error is exactly anihilated
at v =1,

In the case of the other third-order schemes, much like for Fromm’s scheme, the
phase error is importantly diminished by the optimal adjustment of the upwinding,
in particular, and not surprisingly, at low frequencies. We note however that RK3 is
the most dissipative scheme. Finally, we remark that in the case of a one-dimensional
scalar equation the Fromm scheme and the HVL scheme are identical, as a simple
calculation that we omit here would show.

4. Numerical Experiments and Conclusions

- To illustrate the properties of the different schemes, the spatially periodic prob-
lem defined by (1) and the following initial condition, given over a period0<z <1
by

1 iflz-1< 3,
= = 53
vo(z) { 0 otherwise, : (53)

was solved numerically. The exact solution of this problem is obtained by propa-
gating at speed ¢ the initial periodic profile. Thus the computation allows us to
simulate the propagation of discontinuities in a linear context.

The solutions obtained by the application of the different numerical schemes
with v = %: are plotted on Figure 4 at ¢ = 1/c, that is after 1 time-period. The
€Xacs 50.G1i0n U, is incicated on the figure, 221d 2lsc *he value of the 12-norm of the

II. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 12
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error,
i

1 . 2\’
E= (N z(u;‘—ue(JAz,nAt)) ) (54)

The experiments were carried out with 100 subdivisions/spacial period (N = 100).

When applying either second-order scheme (LW or UW), rather important
oscillations appear near the discontinuities. These oscillations are noticeably di-
minished by the optimal adjustment of the upwinding which results in third-order
accuracy. One can observe that the LW-scheme has a leading phase error and the
UW-scheme a lagging phase error which confirms and illustrates the analysis of the
previous section.

The solutions produced by the various third-order schemes are very analogous;
however, as mentioned before, the phase error of the Fromm scheme or the HVL
scheme is equal to zero for v = %, and this results in a perfect symmetry of the
oscillations from both sides of the discontinuities.

In conclusion, since the accuracy of the different schemes was found very simi-
lar, in the following chapters where two-dimensional situations and nonlinear prob-
lems will be examined, only the HVL and RK3 methods will be considered since
they are the most efficient from the stability and the facility of implementation
standpoints. ~

1I. THIRD-ORDER SCHEMES IN ONE SPACE DIMENSION 13
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III. TWO-DIMENSIONAL EXTENSIONS

1. The HVL Scheme in Two Dimensions

In this section, the convection equation extended to two space dimensions
u; +avg +buy =0 (a,b>0) (55)
is utilized as linear test-equation.

The HVL scheme again consists of a centered predictor followed by a corrector
step in which firstly, interpolations are made to the cell-boundary-points before a
conservative flux-splitting integration step is applied. Adjustable upwinding is again
inserted in the interpolations, which introduces one parameter for each direction, 8
in £ and 4 in y. This gives:

Predictor:
At u”? —u u” —u®,
YT S J+1,k -1,k b 7, k+1 7,k—1 56
Uik = Yk~ g (a 2Azx + 2Ay ) (56)
Corrector:
(a) interpolation:
u” —u® u?, —u®
57 A 1 _ J+lrk J’k J’k J_lrk
~ . Az _,
Uiird)-k = Gik + —-Uz)jk
. A .
&(J-_,:L)-y,k =Ujp — 71::7,; ik (unused if a > 0)

(57)

Ulpry —USk  Urg Uik gy
@ V) = (1 — J,k+1 s 2 2

~ ~ Ay _

Uj,k+d)- = Gik + - Ty) ik

z S dif b>0
Uj(k-1)r = Uik~ Ty) .k (unused if b > 0)

II1. TWO-DIMENSIONAL EXTENSIONS 14
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(b) integration:

Upsp1y— o — Ui 1y- Uy (ppdy- — Ui (p_L)-
u?,}tl=u;-',k—At (a (G+3) ’kA:z: U-3)7k 4y Jilk+3) Ay llab ) (58)

We evaluated the modified equation using brute-force Taylor’s series. The calcula-
tion is straightforward but rather tedious. Only the result is presented here:

+AUzrzz + Asuzzzy + A2uzzyy + Aluzyyy + Aouu!lyy (59)
+ fourth — order terms '

where:
( a.3 2° 012 3ﬂ -1 2
P= -é—At - TAtA:z:+ 6 aAz
b
Q= Lat(ant - 2%
{2 N (60)
- ® e
R 2 At(bAt 5
(° = -6—'At - TAtAy+ 6 bAy
( aBAz®  a?AtAz? a3AL3
A4 = aPAt — | 1 + 6 - 24
abAtAz®  a3bAtd
As = (aQ + bP)AL + 6 -
212 A 33 '
J Az = (aR + bQ) At — 3—94—“— (61)
abAtAy?  ab3AL®
A, = (aS + bR)At + 6 -
byAy®  BEAtAYE  B3AL®
= bSAt — -
| Ao At 2 + 6 24
If one lets .
V m—— .GA?-
T Az
bAL (62)
H= A—y

then P is annihilated by the same adjustment of the parameter of upwinding along
the x-direction, that is for 3 satisfying (28). Similarly, S vanishes when 1 is given by

111. TWO-DIMENSIONAL EXTENSIONS 15
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the same formula with v replaced by u. However, this is not sufficient to eliminate
all second-order terms, since the coefficients of the cross-derivatives, Q and R, are
nonzero in general, unless the following condition is met

1
=y == 63
v=p=g (63)
which requires that the mesh be such that
Az Ay
raal (64)

and that At be appropriately set. If these requirements can be satisfied for the
linear constant-coefficient equation, they cannot however be met if the coefficients
have an explicit dependence on z, y or t even in a linear context (p.d.e. linear in u).
Hence, the direct two-dimensional extension of the HVL scheme cannot be made

third-order accurate in the case of a p.d.e. with variable coefficients,

a = a(z,y,t), and/or b = b(z, y,t).

An interesting remark can be made from (59-61). All second-order terms in At,
Az or Ay contribute to the dispersive error. Third-order terms contribute to the
dissipation error. For a general eigenmode,

u(z) = Cet(wr1z+way) (65)
these terms sum up to {i(3)u(z) where:
ﬁ,(3) = w14A4 + w13w2A3 + w12w22A2 + w1w23A1 + w24Ao (66)

Now suppose that Az and Ay are held fixed, while At is left free but sufficiently
small. Hence the behavior is determined by the values for At = 0. These are:

381

P = 5 aAz?
Q=R=0 (67)
3'7—1 2
§=—"7
6 PAY
( 3
A4=_aﬂA:c <0
4
J Az = A, = A = (68)
A .3
‘Ao=—bﬂ":y <0

1I1. TWO-DIMENSIONAL EXTENSIONS 16
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Also: '
(8 BalAz?
= <
ant e 7 S0
d BabAz?
= <
an s g S0
dAt
d ~abAy?
= <
aa g =0
F) vb Ay
= <
| 5a: 0 5 <0

Consequently, for At = 0, A4, A3, A2, A; and Ap are negative and so is /i(3); as a
result, the eigenmode is attenuated as ¢ increases (dissipation). As At increases, the
coefficients A;’s increase algebraically and so does ji(3) that first remains negative

but diminishes in absolute value. Thus dissipation is reduced by increasing At.

2. Method of Lines (RK3)

'The method of lines is extended to the multi-dimensional case in a straight-
forward fashion. Each derivative is differenced as in one dimension to form a flux
function ¥. For example, for the the 2-D convection equation, (55), abandoning here
the assumption that a,b > 0, third-order accuracy is achieved with 8 = % which
gives:

1/ wjt1,6—Uj—1k | ,Ujk+1 — Ujk—1
v, U) == J ’ ] ’ b 2y s
i#(U) 3 (a 2Az + 2Ay

2 (a+ Bujk = i1k + Yook oo —3Uik + Uik — Ujgak

2Azx 2Ax

*3

+ bt 3ujk — 4ujk—1+ Ujk—2 e —3ujk + 4ujk+1 — "'J',k+2)

2Ay 2Ay ,
(70)
in which .
a+=a";|a" b+=b';,bl
(71)
a__a—lal b___b—-lbl
T2 T2
so that
a=at +a7, b=b+b" (72)

1II. TWO-DIMENSIONAL EXTENSIONS 17
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with
at, bt >0, a,b0 <0 (73)

(If a and b were Jacobian matrices instead of being scalars, this would realize a

» Flux-Splitting”; here, it simply selects the appropriate direction for upwinding).

Equation (29) being replaced by this definition, the equations of Section 1.4,
from (30) to (36) are still applicable. In particular, in the linear case with constant
coefficients or not, the method is third-order accurate in both time and space.

3. Dissipation and Phase Error

In two dimensions, a single eigenmode is defined by two frequency parameters
w; and w2, or equivalently by the following "wave-number vector”:

= (w1Az,waAY) (74)

The eigenvalue of the numerical scheme associated with this mode is denoted by
I— o since it also depends on the ”Courant number vector”

3

7= (vu) (75)

L 73
l\l,

Consequently, in addition to the usual concept of dissipation error and phase error,
appears in several dimensions, here two, a new type of error: numerical anisotropy
which can be observed in the fact that in general 92 o is sensitive to the direction

of the velocity vector (a,b), or equivalently to the vector 7.

To evaluate the properties of the varicus methods, we express the vector 7’ as

follows, |
V = ||7|l/(cos a,sin a) (77)

in which a is the advection direction. To simplify the analysis, the response of the
scheme is only examined in the case where the wave-numer vector is parallel to the
advection direction, that is when:

® = || €'|l(cos e, sin a) (78)

III. TWO-DIMENSIONAL EXTENSIONS 18
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In the case of a square mesh, Az = Ay = h, the wavelength A is defined by:

ydet 27 _ 2mh (79)

It 1=

The properties of the HVL and RK3 schemes are compared on Figures 5 and 6 that
provide a polar representation of the modulus of the amplification factor, Ig'_c, .17,]

and the relative phase error, -g:— (B = —(vKz +';ucy)), for several values of the
parameter .

We observe that both schemes are more accurate for medium and long wave-
lengths and relatively more anisotropic for short wavelengths (high frequencies).
For both schemes, the best accuracy is achieved when o = %.

In general, it appears from the plots of the amplification factor and of the
relative phase error, that preferrential directions exist in the propagation of the
numerical solution. In particular, the stability limit is expressed differently in two
dimensions, since it is given by a limit curve in the (v, z)-plane. This curve passes
through the points (v, 4) = (Vmaz,0) and (0,Vmaz) in which ¥ma. is given by (52)
(one-dimensional limit), but also by the point v = p = v}, ,, Where

y _ f0.68 for HVL,
Ymaz = {1.22 for RK3. (80)
The condition
171 < Ve (81)

gives a sufficient stability condition.

Finally, we note that for RK3, when || 7|| increases, the dispersion error de-
creases, but the dissipation error increases.

4. Numerical Experiments on a Linear Variable-Coefficient Equation

As a first element of numerical comparison in two dimensions, we consider the
following linear, variable-coefficient test problem:

ut+?(3ay)-gradu=0 over {1 =] — %,%[X]— %,%[’
u(z,y,0) = uo(z,v) over (1, (82)
u(z,y,t) =0 along 811, :

III. TWO-DIMENSIONAL EXTENSIONS 19
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Here the convection speed is independent of u which results in a linear problem,
but does depend explicitly on the cartesian coordinates z and y:

C = (-y,2) (83)

Two test problems will be examined that differ from the imposed initial solution
uo:

(a) Rotating Cosine-Hill:

1 £ 22 L 02
_J (1 +cosmg)(1+cosmn) if€2+92<1,
(P1) to(2,9) {0 ~ otherwise, (84)

in which ¢ = (z — zo)/0, n = (y — yo)/o with zo = yo = T% and o = Tzd’ and

(b) Rotating Concentration-Cone:

(P2) uO(xa y) = II’}S}X (0, 1- 5\/(3: + i')z + yZ) (85)

In both cases, the exact solution of the problem at time ¢ is obtained by rotating
about the origin the initial solution of the angle § = ¢. In problem (P1) the ini-
tial solution is of class C!(f2), whereas in problem (P2) uo has discontinuous first
derivatives along the boundary of its support. -

The computations were performed using a 30x 30 uniform mesh and At = ;T’B.
The numerical solutions corresponding to the initial solutions of (P1) and (P2)
are indicated in Figures 7 and 8 at a time ¢ corresponding to one revolution of
the exact solution. To give a global idea of the accuracy, the maximum and the
minimum values of the numerical solutions are indicated on the side of the plots
together with the "average error”,

. . 1
N 2
1
E= |55 > (ule — ue(jAz, kAy,nAt))’ (86)
J,k=1

The superior accuracy of the RK3 scheme is evident. The HVL scheme is overly
dissipative, the dissipation acting primarily along streamlines. and being more im-
portant near the origin for a reason explained at the end of Section 1: in this region,
the velocity and thus the Courant numbers are smaller , hence, At is effectively felt
as "small”.

Finally, we observe as expected, larger errors in the case of (P2) in which the
s 3 g
exact solution is not smooth.

1II. TWO-DIMENSIONAL EXTENSIONS 20
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5. Computation of Two-Dimensional Euler Flows

To illustrate the behaviour of the numerical schemes in the nonlinear case, we
solve the equations of gasdynamics for an inviscid, non-heat conducting fluid: the
Euler equations. For completeness, we recall them here briefly. In conservative form,
they are:

U AF(U) 8G(U)
ol = 87
3t "oz T oy 0 (87)
in which
p m n
m | m2?/p+p _ mn
U= n F = mn G = n?/p+p (88)
e/ (e+p)m/p (e +p)n/p

Here, U is the vector of conservative variables, F and G are the flux vectors in the z
and y directions, m = pu and n = pv are the momentum components. The primitive
variables are the density p, the velocity components v and v and the pressure p. For
a polyatomic gas, the total energy per unit volume e is expressed in terms of these
variables: ‘

p - 1m2+n?
~y-=1 2 p

e= (89)

where v is the ratio of specific heats (4 = 1.4 for air).

It is well known that the solutions of nonlinear problems by higher-order numer-
ical schemes usually suffer from dispersive errors, visible by the presence of ”ripples”
in the plots of the unknowns, particularly near steep gradients. For this reason, to
attempt to achieve the positivity of the scheme and to reduce the amplitude of the
oscillations, flux-correctors or limiters were introduced [9,10].

First, the one-dimensional shock-tube problem used by Sod [11] to compare
numerous popular numerical methods was solved. We chose a case in which an
initial discontinuity breaks into a shock wave followed by a contact discontinuity
and a rarefaction wave. The initial condition is given by:

p=10, m=00, e=25 forOSzS% (90)
p=0.125, m=00, e=025 for  <z<1
Calculations were made using a mesh of 101 points. The Courant number was set
equal to 0.8. The numerical solution (pressure, velocity, mach number and density)
is compared with the exact solution at time ¢ = 0.16, on Figures 9 and 10 for the

1II. TWO-DIMENSIONAL EXTENSIONS 21
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HVL scheme and the RK3 method respectively. Note that since we are dealing with
a vector equation and not a scalar one, it is not obvious which upwinding parameter
B is optimum for the HVL scheme. We used successively g = % and 8 = -:1; However,

setting § = 1 the RK3 method is third-order accurate.

We can observe that the HVL correctly captures the different singularities
present in the solution. Also, by letting 8 = % a more accurate solution is obtained,
but the interaction of the choice of this parameter with the limiters is not yet known.

Slightly sharper discontinuities are obtained by the RK3 method. The solution
is essentially monotonous with 8 = -;- and very small oscillations appear with 8 = %,
but the shock is perhaps steeper.

Both methods provide fairly accurate solutions to the shock-tube problem.

The second test problem is two-dimensional. It corresponds to the simulation
of the interaction of an incident shock wave with a fixed obstacle as in [12-13] here
a very simplified space shuttle profile. A finite-element formulation was used with
a discretisation of the domain shown on Figure 11. The mesh is fixed in time and
contains less than 1200 points. It is therefore very coarse. Letting the subscripts
1 and 2 correspond to the regions before and after the discontinuity, the initial
condition is defined by:

p1 = 3.333 p2 =1.0
m; = 2.3381 my = 0.0
n; = 0.0 Ng = 0.0 (91)
e; = 2.8523 ez = 0.2857 '
\ M) = 1.197 \ M, =0.0

where M = /u?+v?/,/2 is the Mach number. These conditions represent a
discontinuity that propagates at a speed equal to 1.

The calculation is made using the RK3 method. The resulting Mach contour
lines are shown on Figure 12 at different times. We can observe the effects of the
propagation of shock along the body. In particular three shocks can be distinguished:
a detached shock ahead of the round nose, a shock emanating from the cabin and
the incident shock. Once the incident shock is at the rear of the ”vehicle” complex
unsteady phenomena occur that the present method cannot evaluate because in
particular to the inadequacy of the mesh employed here.

Nevertheless, we conclude in general that the method is sufficiently accurate
to capture some of the interesting physical features of the flow.
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IV. CONCIUSION

In this report we have constructed various schemes applicable to the solution of
hyperbolic equations and conducted a theoretical systematic and comparative study
of these schemes. In particular, by optimally adjusting the degree of upwinding in
the spatial approximation, we were able in certain cases to achieve third-order

accuracy.

In general, we conclude that the method of lines seems to provide the sim-
plest and most efficient alternative to construct a third-order accurate method in a

nontrivial situation.
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courbe d'amplification
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courbe de rapport de phase

Methode des lignes:
Approxim. en espace d'ordre 3
Approxim. en temps RK3

¢/ e
=3 —h
9 il
e}
o o
3
Q.
o
Re)
o o
o —
7] ﬁ,'
® wm
—
=t
o

060

G20

1 1 4 B

0.50 1.00 1.50 2.00 2.50 3.00

00°0

]

" Figure 3. Concluded (d) RK3



08°0 060 00°L Ol

‘0

14

u(x.t)

-38-

Lax~-Wendroff en regine periodique
condition initiale: vague carree

CFL=0.5000

date=4i/c (une periode)

Nombre de points=100

Erreur= 0.144996932
——-580lution exacte
...80lution approchee

i T

S, x

01°0— 000 Ol°'0 020 0£0 O¥'0 _0S0 09°0 0.

A~

&

0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00

Figure 4. Square-Wave Propagation (a) Lax-Wendroff



——

0L°0— 000 Ci'0 020 020 OO0 0S°'0 09°0 OL°0 08°0 060 00°fI Oi°'l

u(x,t)

_3 9._

Upwind method en regime periodique

condition initiale: vagua carree

]
)
i

;

CFL=0.5000
date=4/c

(une periode)

Nombre de points=400

Erreur= 0

. 144897608

___Bolution exacte
..80lution approches

|
i

/|

por I

4,

A

Figure 4. Cont'd (b) Upwind Method

I |
. R
3 fas* 1 1 2 1 : K
0.10 0.20 0.30 0.40 0.50 0.80 0.7G. O 1390 ~1.00

o

$
L I 1
i
L
i
i
¥

-



-4 0_

Bata-schema de FROMM : regime periodique
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Figure 4. Concluded (f) RK3
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courbe d'amplification
BETA-SCHEMA HVL 2D:
Schema demi-decentre

CFL= 0.5000
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Figure 5. Dissipation Error (a) HVL
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courbe d'amplification
Methode des lignes 2D:
Approxim. en espace d'ordre 3
Approxim. en temps RK3
CFL= 0.5000 '
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Polar representation of |gl

Figure 5. Concluded (b) RK3
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courbe de rapport de ‘phase
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Figure 6. Phase Error (a) HVL
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courbe de rapport de phase
Methode des lignes 20:
Approxim. en espace d'ordre 3
Approxim. en temps RK3
CFL= 0.5000
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Figure 6. Concluded (b) RK3
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HANCOCK VAN LEER
Schema i/2decentre

Tache tournante non conique
iteration 200
Nombre de points= 961
maximum = 0.56868794 minimum = -0.007798B66
Erreur= 0.06284202
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Figure 7. Problem (Pl) (a) HVL
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Methode des Lignes en 2-D
Approxim. en x et y:ordre 3
Approxim. en t :RK3

Tache tournante non conigue

iteration 200
Nombre de points= 861
maximum = 0.83771748 minimum = -0.02352978
Erreur= 0.02445482 »
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X
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Figure 7. Cont'd (b) RK3
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HANCOCK VAN LEER
Schema 1/2decentre

Tache tournante conique
iteration 200
Nombre de points= 964
maximum = 0.52949927
Erreur= 0.05782345

minimum =

-0.01007768
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Figure 8. Problem (P2) (a) HVL
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Methode des
Approxim.
Approxim.
Tache tourn
iteration 200
Nombre de points= 961

Lignes en 2-D

en x et y:ordre 3
en t :AK3

ante conique

maximum = 0.75764012 minimum = -0.01867521
Erreur= 0.0200462
-
X ;
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Figure 8.

Cont'd (b) RK3
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Shock-Tube Problem. HVL (a)fb =1/2
(CFL=0.8) '
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Figure 10. Shock~Tube Problem. RK3 -
(CFL=0.8)
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Figure 11. Finite-Element Mesh for 2-D Euler Computation
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