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Abstract : We present two algorithms in order to decide on the equivalence of simple
grammars [Korenjak-Hopcroft] and of stateless deterministic pushdown automata with acceptance
on pushdown letters [Oyamaguchi-Honda]. These two algorithms are of complexities polynomial
in time and space in the valuation and the description length of the compared grainmars, and
exponential if we only consider the last parameter.

Comrment améliorer des algorithmes
de branchement décidant de
l'équivalence de grammaires

Résumé : on présente deux algorithmes pour décider de I'équivalence des grammaires simples
[Korenjak-Hopcroft] et des automates a pile déterministes sans €tat avec acceptation sur lettres de
pile [Oyamaguchi-Honda]. Ces deux algorithmes sont de complexités, en temps et en espace,
polynomiales selon la valuation et la longueur de description des grammaires (ou automates)
comparées, et exponentielle si 'on ne tient compte que du demier parametre.
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1. Introduction

The problem of equivalence for two classes C and C' (for one class if C = C') of

context-free grammars (respectively of pushdown automata) is: can we decide for any

couple (G,G') of CxC', whether the language generated (respectively recognized) by
G starting from its axiom is equal to the one generated by G'? The equivalence is
undecidable for the context-free class. For the last twenty years [Gi-Gr 66] , the problem
has been gnsolved for the class of deterministic pushdown automata (in short, dpda).
On the other hand, there is a lot of algorithms, the so-called equivalence, to decide
on the equality of deterministic context-free languages subclasses. We distinguish
two families of equivalence algorithms. A first one is the family of the so-called Valiant
algorithms (cf [va 74], [Va-Pa 75],[Oy-Ho 78], [Oy-Ho-In 80]). To compare any couple of
automata, these algorithms build a third automaton which simulates the joint action df
the other two and, for instance, will not accept no word if and only if the languages
accepted by the first two are equal. The other family of equivalence aigorithms is the
one of the so called branching or K-H algorithms (among them [Ko-Ho 66], [OI-Pn 77],
[Ha-Ha-Ye 79], [Co 83a], [To 84]). For any couple of grammars (or automata) to be
compared, these algorithms build a finite tree whose root is the pair of axioms and
each label is a pair of non-terminal letters. Although the method of branching
algorithm is direct and isolate the nature of the considered equivalence, Valiant's
method is used more frequently.

For a context-free grammar G (or a pushdown automaton), let ng denote the
description length of G and Q.G its valuation, namely the smallest number such that for any
non-terminal letter A (or in the case of an automaton, for any couple (A,q), A being a
pushdown letter and q a state) generating a non-empty language L, there exists in L a
word of length less than or equal to QG. The time and space complexity of an equivalence
algorithm is at least exponential with respect to ng and QG (G =G, VG, for (G,,G,) to be
considered) and generally a double exponential with respect to ng only (generally for the
classes to be compared, the valuation depends exponentially on the description length).
It is such a result we would like to reconsider.

We present two branching algorithms. The first one is an improvement on the K-H

algorithm [Ko-Ho 66], that is the algorithm which decides on the simple grammars
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equivalence with complexity polynomial in time and space as regard to ng and ., and

not exponential. The second one is an exter}sion of the first one and decides on the
stateless dpda equivalence with acceptance on pushdown letters. Its complexity (as
regard on ng and QG) is also polynomial in time and space and not exponential [Oy-Ho 78].
Depending only on the description length, the complexities of tlhese algorithms are only
exponential instead of double exponential. Apart from the question of complexity, it is
already surprising to be able to solve the second problem with a branching. algorithm
(the appropriate equivalence is not a congruence). These two algorithms are the issue of
a general method which resumes the work of [Ha-Ha-Ye 79] [Co 81 a,b] tCa 86] and will be
presented latter on.

This article does not require any barticular knowledge. The second paragraph sums
up briefly the notions of languages, trees, Thue congruence and context-free grammars.
The third paragraph is concerned with the simple grammars equivalence. The paragraph
4 provides an algorithm of equivalence for simple grammars together with examples.
The paragraph 5 proves the validity of the algorithm and evaluates its complexity. The
paragraphs 6, 7, 8 deal with the equivalence of stateless dpda in the same way as

paragraphs 3, 4, 5.



2. Thue congruence and context-free grammar

Let = be the set of finite words formed by concatenation from an alphabet,

finite and nonempty set of symbols or letters, Z. The empty word is denoted by ¢ and

the symbol for concatenation is the dot (which can be omitted). Let IN (resp. IN,) be the

set of non negative integers (resp. and non nul). We define [0] =@ and Vie IN,,[] =

{1, ...,i} Forie N andue ', we denote by |u| the length (total number of occurences

of letters) of word u, by u(i) the it" letter of u, by uli the prefix or left factor of u with
length min(|ul,i) and by u \i the suffix of u from its ith letter with u(i)=u\i=¢ for i ¢ [|u|]. For
anyue ¥ andie {O}fjul], ul(-i) = u|(|ul-) is the left factor of u obtained by omitting the
last i letters of u. We define a partial pre-order on X', denoted by <gg and called strict
lett factor, as follows : Vu,yve X, u <ggVifuzvandVie [Ju]], u(i)=v(i). From <; a total
pre-order on X, we define the total pre-orders <, and <par ON ¥, respectively called
lexicographic pre-order and parallel pre-order, as follows : V u,v e Z*, U <oy Vif
U <pq v Or if there exists i e [min(jul,|v])] such that u|(i-1) = v|(i-1) and u(i) <5 v(i) ; and u
<par V if (Jul < |v]) or (ju} = |v|] and u <., V). A language over X is a subset of Z We say

that a language L is a prefix language when the relation <4 restricted to L is empty.
FG(L) is the set of left factors of words of L. For any set E, we denote by #E the
cardinality of E and by P(E) (resp. P,(E)) the set of subsets (resp. finite subsets) of E.

For any binary relation R, we define Dom(R) = {x / 3y (x,y) € R} the domain of
R and Im(R) = R(Dom(R)) the range of R with R(A) = {y / (x,y) € R and x e A} the
image of the set A by the relation R ; R = {(y,x) / (x,y) € R} is the reverse relation of R.

1z is the identity relation on E. Foranyie N, , R'={(x,y) / (x,z) € R and (zy) € R} the |

times composed relation of R with R% =1 ; R = U._ Rithe reflexive and transitive

closure of R.

Atree T over a set E is a partial function of IN, into E such that the domain



Dom(T) of the graph of T, the set of nodes of T, is closed under prefix (if uv e Dom(T)
then u e Dom(T)) and the "left brothers" of a node exist (for any i e N, , if uie Dom(T)
then V j e [i], uj € Dom(T)). The range Im(T) of the graph of T is the set of labels of T.
We say that a tree is finite if its domain is finite. We denote by IITll = #Dom(T) the size of

T and d(T) = max{|u]/ ue Dom(T)} the depth of T. FI(T) = {ue Dom(T)/ u.1e Dom(T)} is

the set of terminal nodes or leaves of T. We denote by T\u the subtree of T at node u,
that is the tree with domain Dom(T\u) = {v/. uve Dom(T)} and such that for any v.e
Dom(Tw), (Tw)(v) = T(uv).

A semi-Thue system over I is a binary relation R on £". R is closed under
concatenation if R is closed under left and right concatenation, that is for any (u,v)eR

and we X', we have (wu,wvje R and (uw,vw)e R. R is a congruence if R is an

3
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equivalence relation closed under concatenation. We set ¢z = ¢ U (=)' —=

(-%-)" the derivation operation according to R and «%- = (¢5~)"the smallest
congruence containing R and so-called the Thue congruence generated by R. For
any nelN, we define ~§= = (-5=)" and «5- = («x=)". A word u of ¥’ is irraducible

according to R if —g=({u}) is empty. R is nostherian if no word of X" has an infinite

derivation; this implies that any word derives to an irreducible word. And R is
confluent if it satisfies the following property : Vuvwe X /w-tsuandw - v,
IJweX /u % W and v —%— w'. R is canonical if R is noetherian and confluent, i.e.
any word u of X' derives (according to R) to one and only one irreducible word,
denoted by ulR and called normal form of u according to R.

A context-free grammar over = with axiom S is a finite relation G in Nx(ZUN)’
with S € N = Dom(G) a set of symbols disjoint of . An element of N (resp. %) is called

a non-terminal letter (resp. terminal letter) of G. A word of N” (resp. Z') is called a

non-terminal (resp. terminal) of G. We denote by IIGll = #Dom(G) the size of G, |G|

=max {|o)/ ae Im(G)} the length of G and L, ={afi)e Z/ ae Im(G) and ie[|a|]} the set of

terminal letters used by G. G being a semi-Thue system over (SUN)", we define for any



Ue (SUN), L(G,U) = {ueZ/ U =% u} the language of terminals which derive from U

according to G. We say that a language L over X is a contexi-free language if

there is a context-free grammar G over £ with axiom S such that L = L(G,S). We
define the mapping 1 which with any Ue (ZUN)" associates the smallest length t4(U) of
the words of L(G,U) if that language is nonempty and otherwise t,(U) = o-. This
convention makes 1, & homomorphism ( (SUN)’,.) to (NU{e=},+) 1V UV e (ZUN),
To(UV) = 1,(U) + t5(V). We use the notation N, = {Ae N/ L(G,A) # @} and N, = N-N,. N,
and 15 on N are calculable in O(#G:.|G|). The valuation QG of G is max {t4(A)/ Ae Ny}

a-nd we note L <|G[®H. We define a total pre-order <y on N, increasing with 1, and
Val an- application of N, into 3" which with any Ae N, associates Val(A) a word of
L(G,A) of minimal length : [Val(A)| = t5(A). We can define such an application Val in

O(#G.|G|+IGll.e,). We say that G is in Greibach Normal Form, in short GNF, when

Im(G) c =.N". G is reduced (resp. e-free; prefix) if for any A e N, L(G,A) D i.e. Ny =

@ (resp. e L(G,A); L(G,A) is prefix). We denote by E 3 = (5 >g)* the left derivation
according to G with —5—g the relation on (ZUN)” defined as follows : V U,V & (ZUN)’,
U-—g2gVifandonlyif3ue T, 3(Ae G such that U=uAU' and V=uaU'. For any

Ue (ZUN) andu e T, we define Rg(U,u) ={V} if U=uV andelse

Ra(Uu) = (Ve (EUN)/ U =g VU —5=g uV with v <pgu and U'(1)eN} .
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3. Equivalence for the family of simple grammars

A simple grammar G is a context-free grammar in GNF such that : for any non-terminal
letter A and terminal letter a, if (A,a®),(A,aP) € G then o=p (i.e. #R5(A,a) < 1; so, a simple
grammar is a LL(1) grammar in GNF). A simple language is a language generated by a simple
grammar (from its axiom). It is also a language no reduced to the empty word and recognized by a
stateless dpda with acceptance on pushdown letters..

The equivalence problem for the class of simple grammars is that of deciding whether
L(G,,5,)=L(G,,S,), for any two simple grammars G, and G, with 'respecﬁvé éX-ii;ms S, and Sz.
This problem is inter-reducible decide whether L(G,a)=L(G,a"), for any simple grammar G and
for any o,0' € (Dom(G))”. In fact, for the only if part, we can, provided a possible renaming,
assume that Dom(G,) and Dom(G,) are disjoints and then we take G = G,uG, with =S, and
oc'=82.. For the if part, excluding the trivial case where o or o' is the empty word, we take G, =
GU{(S,,aB)/ ae X and BeRy(a,a)} and G, = GU{(S,,aP)/ ac £ and BeRg(ow',a)} with §,,S,
¢ Dom(G).

We define the equivalence relation =g for any grammar G over Z, by :

Vv U,V e CuDom(G))*, U =4 V iff L(G,U)=L(G,V). It is a congruence on (ZuDom(G))”.
Furthermore, the equivalence problem for the family of simple grammars corresponds to the
decidability of = restricted to (Dom(G))", for any simple grammar G.

For any grammar G, we know how to determine N,={Ae Dom(G)/ Tg(A)<eo}, how to
compute T; on N; and how to build G = {(A,a)e G/ 15(x)<=} in O(#G.|G|). Moreover,
Dom(G)=N, and V &, € (Dom(G))", we have (=5 PB) & (e N;" and a=gB) or
@B e N,"). | |
For any simple grammar G, G is a reduced simple grammar. We are going to restrict the study of
=5 on (Dom(G))* to the reduced simple grammars.

From now on, G is a reduced and simple grammar over Z and N=Dom(G).

G being in GNF, we have V v e N*, Vu e I, Rs(o,u) = {BeN"/ a 5= up }
G being e-free, we have Rg(o,u) = U, x Rg(e'.o\2,u\2) where X =Rg(ou(1),u(1))}

Since we have V Ae N, V ae X, #R;(A,2) < 1, we obtain V ae N, Vue I¥, #R(au) < 1

Therefore, for any @ € N*, L(G,&) is prefix so G is a prefix grammar. In addition, G being
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reduced, we have forooe N*andue &', Rg(on,u) = @ & ue FGI(G,n)) and in that case,

{v/uv e L(G,0)} = L(G,a) where {o'}=R4(c,u). Then, for any o, € N*, o =g P iff for each a
€ X, Rg(a,a) =D & Rg(B,a) # D) and o' =; B’ where {a'}=R(ct,a) and {B'}=R5(B,a).

This is the most natural way to work with an equivalence : to carry over the analysis of the
equivalence of one pair to the pairs obtained by (left) direct derivation or precisely, with the
mapping [Ha 78], denoted by T, and called left parallel transformation, of N*xN* into

P{N*xN"), defined as follows :

Definition 3.1 :

{(e.©)} if a=P=¢
VoBe N, Ty(oB)= @if for{o,p}={a,B}, Tae L/Rg@',a) = B #Ry(B2)
{(a,B') /T acX, {a'}=Rg(aa), {B'}=R;(B.2)} else

The previous property, called validity of T, is equivalent to :

VoBe N, asgB & @=T,(op)c=g
The following step consists in applying again the transformation T , to the set of pairs obtained by
T, and so on. We extend T, on P(N"xN") by : V E finite © N*xN", T,(E) =@ if I (a,B) e‘ E
such that T,(o,B)=@, else T,(E) = U (@p)eE T A, ). For any integer n, we denote by T AT the
application composing T A 1 times. We shall write T An(oc,B) instead of T An({(oc,B)}). The study of

the equivalence of a pair in applying iteratively T A corresponds to :

Proposition 3.1 :
Let G be a reduced and simple grammar over £ and o, € (Dom(G))*

The following properties are equivalent :
a) a=5P ie L(G,o) = L(G,B)
b) Vue I¥, Rglou) 2 B & Ry(Bu) =D
¢) Vn20,T,Na.p) =3

Proof : a) = b) since G is reduced

b) = 2a) since G is simnle, hence in

48 SLIIpAL, X

To show that b) < ¢), we shall prove by induction on n € IN the following lemma
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lemma 3.1 :

VneN ,VaBe N,

T,Mep) # D & (VueX'/ lulsn, Rg(o,u)=d < R(B,u)=0)

and in that case,

Ta(e,B) ={(a',BY {&'}=Rg(a,u), {B'}=Rg(B.u), ue £} L {(e.e)/ T5(@)<n}

that completes the proof of the proposition 3.1 ]

Thus, for any a.,p € N*, a ;B © dInz1 / T,™a.,B) = 9. This provides a.v Semi-decisidn
procedure of the inequivalence. For any &, € N, we define Divg(a,B) the smallest integer n such
that T,®(a,B) = @ if o =5 P and if o =5 B then Divg(a,B) = . Divg is called the left
dli&en‘gémce operator. One way to ensure termination is to determine a bound ba,[s of Divg(a,B)
depending on the description length of G and on |a] and |B]. As a result, we could have o =¢ 8 <
T Aba,B (,B) # @. The decision algorithm stated in the following paragraph, allows the
determination of such a bound, which is minimal.

To decide on the equivalence, a first method consists in stopping the transformation of one pair
if it is reflexive or has (or its symmetry) already been transformed. This method, although valid, is
insufficient to obtain a break in the development. It suffices to consider the following example :

Example: |1 G A —>a+DbAA

B —»a+bBB

We represent the successive transformations applied from the pair (A,B) by a tree :

(A,B)
a/ \b
(e,8) (AA,BB)
a/ \b
(A,B) (A3,B?)

The transformation T, being insufficient, we introduce a new transformation, denoted
generally by Ty and called cutting transformation, which is also an application of N*xN” into

P«(N *xN*). Then, we define an algorithm, called branching algorithm, which for any (o) €
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N*XN* builds through transformations T, and T a tree T, 5 with root (a.,B), called equivalence
tree. A pair is fimal if it is reflexive or has (or its symmetry) already been transformed in the tree.
A pair is non-transformable if its transformation (by T, or Ty) gives the empty set. We stop the
building of the tree as soon as a non-transformable pair appears or if all the labels of the leaves of
the tree are final pairs. We say that the algorithm is valid if for any pair (a,[3) of non-terminals, we
have o & B if, and only if, the building of TG.B blocks on a non-transformable pair. Moreover, if
the algorithm is with a finite termination (always terminates) i.e. V a,p € N*, Ta,ﬂ is finite, then
the algorithm is a decision algorithm of =g on N*. In this case, such an algorithm is an
equivalence algmrithm for =5. We note that no constraint has been imposed on the order in
which the pairs of the tree are developped. Furthermore, the choice of using T A Or T to transform -
a pair is free. In order to get a valid algorithm with finite termination, it suffices that Ty satisfy the
two conditions, which T, satisfies :

» the validity condition : V(o) € Dom(Tg), a=;B & O =#Ty,p) < =q

* the monotony condition :  V (a,8) € Dom(Tg) / Ty(a,p) # @ if o . B then

3 (&'p) e Ty(a.B) / Divg(er',p') < Divg(e,B)

Before defining the transformation Ty, we must establish the link between the congruence =g
on N* and ¢4~ the smallest congruence on N* containing a binary relation R on N*. Why ?
Deciding = on N amounts to exhibiting a finite system generating =, that is to prove the
existence of a finite relation R on N* such that == -1 And also, optimizing the branching
algorithm corresponds to extracting a minimal (for the inclusion) generating system of =g I These
results have their origine in [Co 83 a,b).

To prove that a binary relation S on N* is included in =, it suffices to prove that S is closed
by the transformation T,, thatis @ = T A(S) € S. In fact, if @ # T,(S) < S then by induction
onne N, wehave Vne N, @#T,"(S) cS hence, by proposition 1, S < =5. In order to obtain
an equivalence relation, we have a more general condition, as follows : @ # T A8 < <——’§—-> In this

case, we say that S is self-proving [Co 83 a,bl.

Proposition 32 :
Let R be a binary relation on N*
P—:—-’ isclosedby T, <> R is self-proving
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Proof :  If <% is closed under T, then @ # T,(«3) c <&~
in particular @# T ,(R) < «%— je. Ris self-proving
Conversely, if R is self-proving : @ # T ,(R) C <5
then by lemma 3.2 below, we have

Q#TA(*—*F’)CJS—*:@-%% where S=RUE>

ie. «+Risclosedby T 4 transformation [

Lemma 3.2:
Let R be a binary relation on N* satisfying T,(R) # @
Then @ # T, (<%-) c «%= with S=RUT,R)

Proof : Let us show by inductionon ne IN, for T,(R) # @ and § = RU T,(R), that
B 2 Ty(5) 5
« for n=0, we have @ = T, (1*) = TA(« 7)) Sy € <5
* for n=1, let (0,,) € «5. By symmetry, we may suppose &~z B
ie. IApe N, 3 (0,Bp) € R/ =g and B =ABgu
if A#€ then @=T,(a,B) c 5
if =g then T,(R)# @ = T,(a.B)# D and T,(e,B) c <5

thus, @ # T,(¢53) C ¢52 C 5

+ suppose that the property is true for all integer between 1andn 2 1 and consider

(o,B) € «®— with m=n+1
so Iye N/ (o) € «z= and (y,B) € «R=
by induction hypothesis, T,(,y) and T, (y,[3) are nonempty and included in -
fromlemma3.1,Vae I, Rg(a) =@ < R(1,2)# 3 & Rg(B.a)# 0
then T,(o,B)# @ and -

T(0B) = (0B {o}=Rg(a) , {B')=Rg(Ba), a € I} U {(e.e if o=e}

hence V (o',p') € Tp(a,B), (a',B) e -
thus @ # T, (¢52) C <5

this completes the induction and also the proof of lemma 3.2 3

Note that a self-proving relation is included in =;. Moreover, for a finite relation R, ‘—%—> is
semi-decidable, hence it is semi-decidable whether a finite relation is self-proving. Therefore, if =4

is finitely generated then =g is decidable. This is the application of the theorem 5.8.1 in [Co 83 b] to

the simple grammars.
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Theorem 1 :
Let G be a simple grammar over Z and N = Dom(G)
If there exists a finite binary relation R on N*/ =5 = «<f=>on N"
. then =g is decidable on N*

Proof :  If3 R< N"xN"/R is finite and =5 N ( N*XN" ) = <= n (N"xN")

then V a,Be N, a=g B < 3 R, ; finite and self-proving / (o..B) € Ry

In fact, by validity of T, = is closed by T, so 4—’-;—4 is closed by T, and by proposition 3.2,
Ra.B = R U {(e,B)} is finite and self-proving. The converse comes from the fact a self-proving

relation can only contain equivalent pairs.

To decide on the equivalence of two non-terminals o and [3, we activate simultaneously two
algorithms. The first one is the semi-decision algorithm of the inequivalence, that is for its n
activation, it tests if T An(a,B) = @ and in the affirmative, we have o = B. The second one is the
semi-decision algorithm of =4, using two others algorithms.One, called Range, gives for an integer
i, a finite binary relation Range(i) on N* such that {Range(i)/ic [N )= Pf(N*xN*). The other one,
called Selfproof, is a semi-decision algorithm that a finite binary relation on N* is self-proving. Let
f the bijection of N?on IN defined by f(i,j) = (i+j)(i+j+1)/2 + j. For its n® activation, the
semi-decision algorithm of =g tests for (i,j) = f"}(n) if Range(i) contains the pair (c,f) and is
self-proving, with the procedure Selfproof, after j "computing steps"; in the positive case, we have
a =g B :

The formal description of the algorithm is given in [Ca 85] . 0

Conversely, the branching algorithm that we mention later, enables us to determine a finite system
- generating the equivalence. For that, we define the cutting transfomr;ation Tg such that :
v (,3) € Dom(Tp), ifo=q B then @ = Ty(a,P) =4
and (o,B)e «<f— for R =Ty(o,B) =D
Henceforth the cut pairs (transformed By Tg) will be excluded from the generating system. This
property valids Ty but is not enough for Ty to be monotonous. First of all, let us show some

properties of the Divg operator.

Lemma 3.3 :

, e N/ y=; 8
a ,B) < Divg(oy,B8) < Divg(e,B) + T5(y) = Divg(yo,88)
b) min(Divg(a,B),Divg(B,y)) < Divg(o.,y)
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i) Let us prove Divg(c,B) < Divg(ory,pd)
either ory=g B3 i.e. Divg(ay,8) == hence the inequality
or ay &, 8. Let n = Divg(ay,0) 2 1
from lemma 3.1 and by the symmetry between o and B, it suffices to assume that
Jue I*/Rgloyw) # @ = R (B3.u)
Then, we have the following two cases :
* either Rg(a,u) # @
but Rs(BS,u) =@ so Rg(B,u) =9
hence Divg(a,B) <lul=n = Divg(ay,3d)
+ or Rg(o,u) =@
then 3u,u" e £ /u'u" =u and {e} = Rg(a,u') thus Rg(yu") #9
but Y=5 8 and Gisreduced,so Rg@u) =3
since Rg(Bd,u'u") = @, we obtain Rg(B.u') # {€}
. if Rg(B,u") =@ then Divg(c,p) <<l = Divg(oy,0)
-if Rg(B.u) # B. Let {f} = Rg(B,u). P'#€ and Gis e-free so
Jae L/Ry(B.u'a) # @; but Ry(a,u'a) =Rg(€,a) =0
thus Divg(e,B) < lu'l + 1 £ lul = Divg(ay, o)
this proves i)

ii) The others inequalities are shown in the same way (we must take account that G is prefix); this
completes the proof of lemma 3.3 [~

Remark : lemma 3.3 a) implies that = is simplifiable :
if oo =5 AB or oA =g BA then a=gP

From the properties of Divg, we deduce that for any (o) belonging to the smallest congruence

generated by R, there exists a pair of R which the divergence is less or equal to the one of (a,B).

Proposition 3.3 :
Let R be a nonempty binary relation on N*
Y (o,B) € *—’:—*, 3 (0g.B0) € R/ Divg(o,Bp) < Divg(a,B)

Proof : by induction on the length of the derivation and by using lemma 3.3 3

If Ty, satisfies the previous property, Ty is valid but non-monotonous : we obtain a large inequality
which cannot be strict (just take the identity for Tg). However, the cutting operation Ty has been
introduced in order to obtain a branching algorithm with finite termination. But, Ty must be defined

as "to decrease" the pairs of the tree. In addition, Ty must satisfy the following condition :
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3 ug application of N"xN* into N such that
V {a,B) € Dom(Ty), V (o',f) € Ty(e,B) , mg(a',B) < pg(e,B)
This additional condition suffices to validate any branching algorithm if it always terminate.

Proposition 3.4 :

If Ty satisfies the following properties for all pairs (o,) € Dom(Ty) :

asgfB = @=ThB) o=,

(a.B) € <5 if R=Ty(e.P)# D

v (o',B) € Tg(a,B), pgla',B) < pgle,B) for pg application

" of N*xN"into N , depending only on G
then any branching algorithm with a finite termination is valid, and therefore is an equivalence
algorithm for =4. Furthermore, for any {(a,B) of =4 and for T,,p the finite tree obtained from
(o,B) with a branching algorithm, the set Ry of labels of To.p having been transformed by T,
is a finite and self-proving system and (o.,B) € «+5—>

Proof : Leto,p € N* and Ta,B be a finite tree obtained from a branching algorithm (development by
T, and Ty, and halting condition)
* if a=g P then V ue Dom( Ta,B)’ Ty p (W) € =¢ (by induction on lul > 0)
so, every leaf of T, p is not a non-transformable pair '
» conversely, if every leaf of Ta'ﬁ is not a non-transformable pair then every leaf is reflexive or is
(or its symmetry) an internal label of To.p-
Let R, s be the set of labels of T(x,ﬂ having been transformed by T,

S,,p be the set of the non-refiexive ieaves of Top

0 TA(R, ) 10

then V ue Dom( Ta,ﬁ)’ Ta,ﬁ(u) € *—3—> with Q= R(x,B U Sa,B

(by induction on d(Ty ) 2 0 with u e Dom(T (;'B))
moreover, V@€ S, 5 - (R, (Ra,B)'l)’ 3SR,V S, g such that
De 5 et V¥e S, ps(F) <pg@® (1)
in fact, for ® e Sa,B - (Ra,ﬁ U (Ra’B)'l), there exists one and only one internal node u
of T, suchthat Ty (u) € {@,0'}
let V= {ve Dom(T, g\u)-{e}/ T, g(uv) € Ry g Sp g U (Sep) " and
VW, u<pg W <pg UV, Tog(W) & Ry 5 U S, gL (Spp)")
then S={T,g(v)/ve V} CR,gUS,3U(S, 0" and e <=
in addition, the pairs of S are obtained only by Ty from Ta'B(u)
thus, by decreasing with pg of Ty, we have
VW¥eS, ug(¥) <ug(®) hence (I)

Ta,B being finite, Sg.p 1s finite.

From (I), we deduce that V ue Dom(T,, p) , Ta'ﬂ(u) € «t>
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In particular, (0,B) € <7 and T,(R, g} < <5~
but TAR, g) #@D so R, g is self-provi;lg, hence o = B
this completes the proof of the proposition 3.4 3
Now we define the transformation Ty

Definition 3.2 :
Forany A,B e Nand o, e N*, we define Tg(Ac, BB) to be

(TaBBAG)) Tf A <y B
@ if B<yA, RgAVa(B)=0
or (Y}=Rg(A,Val(B)) and to()#16(A)-T6(B)
{(A,BY),(yo,B)} if B <y A, {v}=Rg(A,Val(B))
and T4 (V)=15(A)-15(B)

Thus, for any o, € N.N*, we have
a=g B = @=Ty{a,p) o=y (= is simplifiable for the concatenation)
(o.B)e <= if R=Tglo,p)=Q

vV (o',B) € Tg(a,P), pg(ar',BY) < pgle,p) with pg(A,p) = max(tg(R),t5(1)) forany A,pe N*

Remarks : « if a(l) = B(1) then Tgz(x,B) = {(o(1),0(1)),(c\2,\2)} which amounts to delete
the first common letter,
+ the decreasing property of Ty according to i implies that we must split only

couples of words in length at least equal to two

From the proposition 3.4, we only have to consider the problem of termination. We have to define
an order and conditions on the choice of T and Ty, to transform the pairs in order that the algorithm
always terminates.

It suffices for Ty to be prior to T, : we cut one pair if possible.or transform it by T,. In this case,
for any (o,f3), Tﬂt,ﬁ is finite because, for ot =¢ [ and the set Ra.B of pairs having been transformed by
Tp Ryp is included in {(A,pt) € NXN* U N*XN / 15(A) = 15(1)} which is finite. No condition is
necessary on the order of development of the tree. From the proposition 3.4, we obtain an equivalence
algorithm for = and furthermore R = =5 N (NxN¥) is a finite (the words of an equivalent pair are
equal in valuation) generating system of =5 on N* = % In fact, for any (c B) € =g, there

exists, from the proposition 3.4, Rup & R/ (,B) € <% and so =5 C «%—. Conversely, R =
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implies <5 C =5 hence the equality.
Now, let us define a minimal (for the inclusion) generating systems of =5 on N* and deduce an
improvement (in complexity) of the equivalence algorithm for =.
We have just seen that =5 N (NXN*) is a generating system of =¢. To obtain a generating system of
= minimal for the inclusion, it suffices to extract from =; N (NxXN*) a functional system R maximal
for the inclusion, but such that R does not possess symmetrical pair (then reflexive) or pair obtained by

transitive closure of the others.

Theorem 2 : : ,
Let R be a maximal subset of =5 N (NXN™) such that
| ) V(A e R o) <yA
b) Ris functional : if (A,a), (A,0") € R then o= o
Then #R <[GlH
R is a canonical system
R génerates =g over N*, thatis =g = <5~
Proof :

i) R being included in NXN* and being functional, #R < #N = |Gl
but V (A,0) € R, (1) <y A so we have #R <Gl

i) Let us show that R is a canonical system
let us note that R is directed by increasing length ! However,
VAeR Vie [|la]], s <A (D)
in fact, by definition a(1) <y A
moreover, Vi e [lal-1], T5(a(i+1)) £ 15(0]2) < T5(0) = T5(A)
hence (1) is valid and R is noetherian
but R is functional, so it is confluent. Thus, R is a canonical system

iii) Let us show that Ris a geﬁeraﬁng system of =
by definition, R c =5 so & c =g
conversely, let («,) € =; and prove that (o) € o
R © =5 and R is canonical, therefore (alR,BIR) € =4
suppose that adR # BR.
but T5(adR) =T5(BIR) then odR and BLR are distinguishable, that is
Jie [min(adRLIBIRNY (@dR)E) # BIR)E) and (adR)IG-1) = (BLR)IGE-1)
G being reduced, we obtain (RN =5 (BRN with (adR)() = (BIR)()
by a symmetrical argument, we can suppose BIR)({) <y (odR)(@)
by definition and validity of the transformation Ty, we get
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Jye N/ (adR@.BIR@D.Y € =¢
hence a contradiction by maximality of R
so alR =PBLIR therefore (ap) € <5
thus R is a generating system of =g and the theorem 2 is proved [

The importance of such a result : = is decidable because it is finitely generated. In addition, =¢
has canonical generating systems which have less elements than the total number of non-terminal
letters of the grammar !

We will check that the relations of theorem 2 are generating systems of =5 which are minimals

for the inclusion. From the proof of the theorem, we obtain :

Corollary :
If R is a functional subset of NxXN* such that

V(A e R, al) <y A and 15(A) = T5(a)
Then #R <Gl and R is canonical

The purpose of calculating the normal form of a word with such a relation R is to have no more
letters of Dom(R) : V o € N¥, odR € (N-Dom(R))*. The more elements R possesses (at worst
IGI-1), the fewer letters for .l R will be left possible. Also, to improve the previous equivalence
algoﬁthm, we build the equi/xg,alenc@ tree by reducing any pair (A1) before transforming it, that is
by calm;lating (MR, pLR) for R the set of pairs (directed as in the corollary) transformed by T, in
the current tree. This permits to minimize the total number of pairs transformed by T, (hence the
priority of Ty on T, ) but also to limit the halting condition of one pair to the reflexives pairs (we do
not test any longer if one pair has been already transformed). However, for such a modification to
be valid, it is necessary for any pair transformed by T, to have words of the same valuation. If the
words of one pair have different valuations then the pair is not equivalent and, by validify of the
transformations, the root pair too. As a result, we block the building of the tree if the words of one
pair to be transformed have diffgrent valuation.

We can now férmally define this equivalence algorithm. We will valid this algorithm and in
particular: gffow for every (a,B) € = that the Set Ra.B of labels (directed as in the corollary) of
Ta,B transformed l;y T, is self-proving. We will deduce that {(A,alR) (A,0) € R} for
R=URgps and (a,B) € =5 is a (reduced) canonical system generating =g and minimal for the

inclusion. We will evaluate the complexity of the algorithm. Of course, we do not show that this
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complexity is optimal but from this algorithm, we establish a bound for Divg depending on G,

bound which is minimal.
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4. Equivalence algorithm for the simple grammars

We use the previous notations. We define an algorithm to decide that (a,B) € =g, for ope
N*, by building in lexicographic order (we could choose the parallel order) a tree Treeg(o.,B) in
N*XN". The answer of decision is indicated by Respg(e,B) € {"yes","no"

(Treeg(a,B),Respg(ar,B)) = Const({(€,(c,B))} .€.8) where Const is an application which for
T, u, R [indicating respectively the current tree, node of tree and reduction system] associates

Const(T,u,R) defined as follows :

Remarks : the assignment is represented by the symbol «—
the procedure Stop aborts the execution

BEGIN
1. If the words of the current label differs in valuation then we stop

(A1) < T(u)
If t;(\) # 15(w) Then Stop(T,"no") Endif

2. We compute the pair of the normal forms of the label according to the current reduction system.
Then, we cancel the longest identical left factor of the words. At last, the obtained pair is added to
the tree if it is different from the label (which is more comprehensible).

If A#=p Then (X,1) « AIRUIR) Else (A1) « (A,u) Endif
IfA % Then (X.1) ¢« (A"p") for M'=yA", W' =yp", A"(1) #p"(1) Endif
If (\',u)# ) Then
Dom(T) « Dom(T) U {u.1} ; T(u.1) « ')
ueul;(Au « QLU
Endif

3. If the current label is reflexive then its node is a leaf and we go to the following node (by
lexicographic order) if there is one. '

If A=p Then

A « {ve Dom(T)/u <jey v} |

If A= Then Stop(T,"yes") Else Const(T,ming, -A,R) Endif
Endif
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4. If words of the current label are not letters then we apply a Ty transformation or if nota T A
transformation. If the transformation fails then we stop or if not we continue with the daughter pair
the more on the left.

If min(ALjt)) > 1 Then -4 « Tg(A.p1) Else
A T,
If (1) <xM1) Then (\'p') « A\u) Else (Mp) « () Endif
R {(rH{AW)LSUM W) 7 (1.8) € RY U {(Mw)}

Endif

If A=@ Then Stop(T,'no") Else
Dom(T) < Dom(T) U {ui/ie [#A]}
{T(ui) /i e [#A]} « A * of free disposition but such as in the case of a
Ty , T(u.1) is the pair (A,BY) or (AY,B) with (A,B) = (A(1),p(1)) *
Const(T,u.1,R)

Endif

END

We are going to show that this algorithm is always with a finite termination and that for all o,B
e N a = B iff Resps(a,B) = "yes" (and thus o Zp e Respg(a,B) = "no"). Let's give a few
examples. We represent T A+ Lg and reduction operations (computation of the normal forms and
cancelation of the longest identical left factor) respectively by a bar, a double bar and an arrow. We

denote by R (at,B) the final reduced system obtained from the root pair (o).

Example 1 : we use an example of Korenjak and Hopcroft; let G be the following grammar :

S, —  aAC S, — aDE
A — aB + bAB D — a + bDF
G B - b ) E -  bG
C - a F — b
G -

We define < increasing with T and for the letters of the same valuation in alphabetic order : B,C,
D,F, G, AE, S,,S,.
The algorithm applied to (5,S,) generates the following tree :
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(51,89
a |
(AC,DE)
/" \a
(A,DB) (BC.E)
a / \'b | b
(B,B) (AB,DFB) (C,G)
‘ d | a
(BB,FB) (e¢)
/! W\ b
(B,F) (B,B)
b |
(g,€)

50 Respg(S),S,) = "yes" and Ry(S1,S,) = {(S,,S,) , (A,DB), (F,B), (E,BC) , (G,C)}
Example 2 : let the following simple and reduced grammar

G S — a + bSTTTS then T5(8) = 1
T -— aS + bTTTST *cG(T)=2

Tree(ST,TS) = (ST, TS)
/I \ a
(SS,T) (T,SS)
a/ \b d
(S,S)  (ST3SZT3ST) (S82,82)
d
(8%,5%

hence Repy(ST,TS) = "yes" and R4(ST,TS) = {(T,SS)}

It is interesting to compare this tree with the one we could obtain with the K-H algorithm (or the
one of [Wo 73]).- When examples are presented to illustrate the functionning of a branching
algorithm, these examples, like the previous ones, deal only with the case when the root pair is
equivalent. In that case, the difficulty is to obtain a finite tree. In the other case, the difficulty is to
obtain the failing in the tree, that is to say when we come to a testable inequivalent pair

(non-transformable pair or pair with words of different valuation).
Example 3 : A — a + bACB + ¢cBCAB
G B — a + bBCA + cADB
C —» aB

D — aC
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Trees(A,B) = (A,B)
a/ [ b \c
(e,e) (ACB,BCA) (BCAB,ADB)
l 1
(ACA,ACA) (CAADA)
i \\ aa
(CBD) (AA,BA)
l
(CAD)
fa
(BALC)
d
- (AAC) %
hence Resp,(A,B) = "no" and L(G,A) # L(G,B)

5. Validity and complexity of the algorithm

We must prove that the algorithm is well defined, with a finite termination, and must end with

a"yes" only for the equivalent pairs.

Proposition 5.1 :
Let o, € N*. Treeg(a,B) exists and is a finite tree in N*xN*
Proof : Consider the eventually infinite sequence (T;,u;,R,);., of the successive calling parameters

of the recursive procedure Const with T, = {(e,(a,3))}, Y=¢ and Ry=0
Let R = {Re PNXIN*) /R is functionnal and V (A,o) e R, a(1) <y A and t15(@) = T4(A)}
From the corollary of the theorem 2, every relation of R is canonical. For R € R and (AW e
NXN*/ (15(A) = T (), u(1) < A1), AR =X and udR = it ) then
{(yl{(l,u)},ﬁi{(k,u)}) /(v,8) € R}U {(A,1)} exists and belongs to R
so,-by inductiononie N, if R, exists then R,e R
thus, after some checking, Tree4(o,B) exists

Let us show that Treeg(o,B) is finite ie. the sequence (T;,u;,R,),., is finite
assume that the sequence (T,u,R);5 is infinite
but V (A1) & TgA), Bg(M' 1) < Ha(hp) with pg(y,) = max(Tg(Y),7(3)) then
VielN,3j>i,3ue Dom(Tj)-Dom(Ti) / Tj(u) has been transformed by T A
thus, Vie N, dj> i/#Ri <#Rj
butVie N,R,e R so #R; <[GIH hence a contradiction N
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Proposition 5.2 -

Let o,pe N*

=g B & Respg(a,p) ="yes"
Proof :

) If a=5P then by induction on |uj =0 foru e Dom(Treeg(c,B)), Treeg(a,B)(u) € =g
therefore Respg(,B) = "yes"

ii) Let o, € N/ Respg(0,B) = "yes" and show that a =; B
s, all the leaves of Treeg(a,B) have reflexive labels
letR be the set of labels of Treeg(a,B) having been transformed by T,
let (T;,u;,R,);5q be the finite sequence of the successive calling parameters of the recursive
procedure Const with Ty = {(g,(0,p))}, up=€ and Ry = @
then, by induction on the index i of the sequence, R, 4—%—*
thus, by induction on d(Treeg(c,B)\u) 2 0, for u € Dom(Treeg(o,B)),
Treeg(a,P)(u) € «F—
in particular, (a,B) € <% and @ # T,(R) C <%~ ie. Ris self-proving
so R« =4 , thus ‘-—}'%—*CEG , hence o =g fB 0

Remark : let Rg(0uB) = {(A.1) / (1) <y A(1) and (A1) or (,A) is 1abel of Treeg(ct,B)
having been transformed by T, }
let R'= {(A,1) € R5(e,B) / (,) € =5 } which is canonical (but not functionnal)
then R = {(A,udR")/ (A1) € R'} is a generating system of =g, canonical and
minimal for the inclusion

We just have to evaluate the algorithm complexity in function of characteristics of the G simple

grammar and (o) pair to be compared.

. The maximum labels of Trees(,f3) being transformed by T, is no more than |G|l and it is
similar for the pairs transformed by Ty. So, the size of the equivalence tree [Treeg(cr,p)ll is in
oz, IGl

. Adding one pair to the system of reduction R is in O(QG.IIGIF)

. The maximal valuation of one pair of the tree Treey(at,f3) is max(’cG(a),'tG( B),eG) with e =

max {rc(a) [ae Im(G)} < Q.G.IGI. So, the computation for the set of the labels of the tree about

the test on the equality of valuations, on the computation of normal forms and on the erasing of the

common left factor with the equality test is in O(max(‘cG(oc),tG(B),Q.G.IGI). #2 ;. IGl), which is
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greater to the one of T, and Ty transformations.
- #G <IGl#Z; so the determination of Val is in O(G|.#Z Gl + IGIR )
. the complexity of the algorithm is in O(Q,GIIGH2 + max(’cG(a),rG(B),Q,G.IGl). #Z, IGl)

Because Q,G is in O(lGlﬂGn), we obtain finally

Theorem

The equivalence problem for the class of simple grammars is decidable and it exists
a decision algorithm of polynomial complexity depending on the description length
and valuation of the compared grammars, and of exponential complexity

depending on the description length of the compared grammars

Remark : This theorem is also satisfied by the algorithm defined in paragraph 3 (no reduction and
also a stop on the already transformed pairs).

From this algorithm (in §4), we have determine [Ca 85] a minimal bound of Divg(a,B) in
O(Q.G.IGI.HG" + min(t5(),T5(B)). To compare this bound to the ones already known, we must
restrict in case |G| < 3, jof = [B| = 1 and 15(e0) = 15(B) for which we have Divg(o,B) < 2.8,,.IGI
instead of L JGIEDE) in (Ko-Ho 661, L, IGIPR+D in (wo 73], Z.QGJIGIP in [Bu 73).

Thus, to work with a simple grammar, previously we could put it in canonical form [Co 74],
[Co-Vu 76] by extracting a generating system of its equivalence and the cost of this "normalization”
is polynomial according to the length of description and to the valuation of the grammar. Then, the
decision of the equivalence of two words U and V is in O(min(t5(U),t5(V))).

This decreasing of complexity in deciding for the equivalence of simple grammars has no
interest in itself, only if in doubt of the complexity of others existing branching algorithms, and to
prove the efficiency of this current method. Now, we are going to apply this method to the

equivalence problem for the stateless dpda with acceptance on pushdown letters.
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6. Equivalence for stateless dpda'famiy

A stateless dpda (dpda for "deterministic pushdown automaton™") over the alphabet X is a
quadruple M = <N,5,&,N,> where
. N is a finite alphabet, disjoint of Z and called pushdown alphabet
. 8 is a function of Nx(Zu{e}) into N”, called transition function, such that
Dom(3) is finite and for any AeN, if (A,a) € Dom(3) with ac X then (A,e)e Dom(5)
.o N is the initial pushdown word

Ny © N is a subset of the pushdown alphabet, and called set of acceptation letters

We associate for each stateless dpda M, the grammar Gy = {(A,ad3(A,2)) / (A,a) € Dom(d)}.
The language recognized by M on empty pushdown is L(G,,,). Then, the family of languages
over X recognized by the stateless dpda on empty pushdown is identical to the family of simple
languages over Z, plus the language reduced to the empty word. The language recognized by M on
acceptation letters is L(Gyy,Ny) with for any context-free grammar G over £, U € (ZwDom(G))*
and M < Dom(G), L(G,UM) = {ueX*/U —-E—* uf et B(1)e M}. The equivalence problem fdr the
class of stateless dpda is the decidability of the equality in their languages recognized on acceptation
letters. We define G [resp. Gy the family of context-free grammars G over T such that G = Ggu
G, with

. Dom(Gg) N Dom(G,) = @
Im(Gg) < Z.(Dom(G))" and VA e Dom(Gg), V ae Z, #Rg(A) <1
Im(G,) < (Dom(G))" and V A e Dom(G,), #G ({A}) = 1

[resp. G, is reduced to only one pair which its right word is the empty word]

The equivalence problem for the stateless dpda is to know whether we can decide about the
equality L(G,0,M) = L(G,a',M) for any G € G, M c Dom(G) and o' € (Dom(G))". In fact,
for two stateless dpda over Z, M'= <N',§'B",Q'> and M" = <N",8",§",Q">, we can assume
(for a possible renaming) that N' A N" = 3 and to take G = G, U Gyn € 6, M=Q U Q", o = B
and o' = B". Conversely, for G € 6, M < Dom(G) and o,0' € (Dom(G))*, we associate the two

stateless dpda M; = <Dom(G),8,0,M> and M, = <Dom(G),5,0',M> with § the transition
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function defined by : V A € Dom(G), V ae L U {€}, 8(Aa) = a if (A,ac) e Ganda e
(Dom(G))". |

We conclude that the equivalence problem for the stateless dpda is inter-reducible to the one of
knowing if for any G € Gy and o0’ € (Dom(G))*, we can decide that L(G,a,{E}) =
L(G,o',{E}) where (E,¢) is the pair of G. Effectively, we just have to show :

Proposition 6.1 :
VGe G,VMcDom(G),3Gye Gy such that V o e (Dom(G))*
3 ag € (Dom(Gp))* / L(G,e,M) = L(Go,a,{E}) for (E.€) € G,

Proof : Let Ge G and M c Dom(G)
Dom(Gg) N Dom(G,) = @
o G=GguUG, / Im(Gg)cZDom(G))" ; Im(G,) = (Dom(G))*
V' A e Dom(Gyg), #R5(Aa)<1;V Ae Dom(G,), #G ({A}) =1
We denote by E a new element (E ¢ = U Dom(G))

We define a[a/A] the word obtained by replacing, in the word o, each letter A by the word o'
€ sia=¢
a[a/A] = a(1).(a\2[a/A]) if ez a(l)#A
o'.(\2[a/A]) ifa(l) = A

The building of G, from G and M and the determination of 0, from G, M and o € (Dom(G))*
are realized by the following steps :

a) to label the acceptation letters
let N, ={Ae Dom(G)/ee L(G,AM)} so Mc N, €M U Dom(G,)
and define G; = {(A,B[EB/Blg_y,)/ (A,B) € G} and o, = a[EB/Blg.n

b) to delete the erasing letters
let N, = {A € Dom(G)/ ¢ € L(G,A)}
then N, < Dom(G,) and more N, = {A € Dom(G) / L(G,A) = {€} }
take G, = {(A,B[e/Blgcny) / (AB) e G, and A g Ny} and o, = o, [&/Blgeng

C) to delete the blocking lerters
let Ny={Ae Dom(G,)/Vae Z, Rs(A,a) = @} < Dom(G,) - N,
we take Gy = {(A,})/(A,B)e Gy, A e N,,
P’ the longest left factor of B such that B' e (Z{e}).(Dom(G,)-N;)*}
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and oy the longest left factor of a, such that a; € (Dom(G,)-N,)*

d) to put in Greibach normal form
Gy ={(A,B)/Ae Dom(G,), B=aP forae Zand {B'} = Rg3(A2)} U {(E€)}
& = a3 and we have L(Gg,0,{E}) = L(G,o,M) with G, € G,

thus the proposition 6.1

Remark : the building of Gy [resp. o] linearly depends on the description length of G [resp. and
of laf].

For any G & G and U  (2UDom(G))", we set up L(G,U) = L(G,U,{E}) where (E,e} is the
only erasing pair of G and we define the relation g on (EuDom(G))* by .V U,V e
(ZuDom(G))*, U g Viff L(G,U) = L(G,V). So, the equivalence problem for the stateless dpda
corresponds to the decidability of rv;, restricted to (Dom(G))*, for any G e G,.

From now on, G is a grammar of ﬁd » N = Dom(G) and E is the element of N such that (E¢) €
G. rvg is an equivalence but not a congruence : Vg is closed under left concatenation but not
under right concatenation. We determine in O(#G.|G|), N o={A e N/L(G,A) =02}, t5on N, =N
-Ng, My = {A € N/L(G,A) = @}. To study rnvg on N*, we need to put the non-terminals in a
standard form : we project N' in E = {at e Nl'.(Nou{e}) - N*Mo / EE is not a subword of o i.e.
Vie [laf-1], if a(i) = E then oi+1) # E} with the operation Projg N* — E. This operation is
defined as follows : for any non-terminal o , Projg (@) = fz(fMo(fNo (0))) , fyp() is the longest
prefix of & belonging to N, *.(NyU{e}), f,o(cw) is the longest prefix of & belonging to N™-N*M,,
fg(o) deletes the non-used E letters : fg(e) = fe(a\2) if a(l) = o(2) = E or if not fe(a) =
o(1).fg(a\2). This projection does not alter the recognized languages : L(G,a) = L(G,Projg(),
for any o € N*. We will note that 1(E)=02and L(G,E)={¢} so Ee N,-M,,. Furthermore,

Voe N, LGw#D < ae N,
V oe N, . (NgUied), LG, #@ & oe M,"

So, for any element a of E, L(G,a) is empty iff o is the empty word. We extend by union the
projection Projg to the set of finite non-terminals subsets.

As for the equivalence of a simple grammar, we define the basic transformation, denoted by Ty,
which brings over the test of equivalence of a pair to the one of the set of pairs obtained by direct

derivation, that is
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Definition 6.1 :
VopekE TgapB)= {(e)} fa=Be {Ee}
@ if for {o',B'} = {a,B}, @'(1) = E = B'(1)
or3ae Z/Projp(Rg(c',a))-{€} = D # Projg(Rg(B',2))-{€}
{(Projg(a),Projg(B)) / {a'}=Rg(er.2),{B'}=R(B,a),ac £} else

i

The transformation Tgis valid: V o,Be E, o NG B e B # Tg(o,B) ¢ ~vg
So as to apply several times Ty, we extend Tg on P{EXE) by
V Xfinitt cExXE, Tg(X) = @ if I(@,B)e X/ Tg(ap) =0
‘ = UnpexTE(®B) otherwise
For any integer n, we denote Tg" the application composing Tg n times. We will write T (a,B)
instead of TEn({(a,B)}). (Vg is semi-refutable (i.e. the inequivalence is semi-decidable) :

Proposition 6.2 :

LetGe G, and a,B e (Dom(G))*

The following two properties are equivalents :
a)arvg B ie L(G,o) =L(G,B)
b) Vn 20, TEn(ProjE(a),ProjE(ﬁ)) =0

This proposition is deduced from the followin g lemma :

Lemma6.1:

Leto,fe E and ne N
Te"(o.p) 2D < Yue I, 0<ju<n, u e L(G,a) & ue L(G,B)
and 1<Ju|<n, Projg(Rg(o,u))-{e} # @ < Proje(Rg(B,u))-{e} = O
and in that case, Tg™(o,B)-{(g,£)} =
{(Projg(a),Proje(B))/ {a'}=Rg(at,u), {B'}=Rg(B,u), u e I} - {(g,€)}

that will prove by induction onn >0

Thus, for any o, € N*, o o¢ B e 3In=1/ Tg"(Projg(a),Proj-(B)) = @. Then, we can
define the left divergence operator Divg associated with Ty by : V o, € N*, Divg(a,p) = o if o
g B orif not the smallest integer n for which TE“(ProjE(a),ProjE(B)) = . To decide if (o,B)

belongs to ~Ng, we built via Ty transformation a tree from the root pair (Projg(a),Projg(B)). We
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stop transforming a pair if it is a final pair that is a reflexive pair or a pair (or its symmetry) already
transformed in the tree. As for the T A transformation, the transformation Ty, is insufficient to obtain
a finite tree for any non-terminals pair. Then, we want to introduce a cutting operation in a similar
Wway to the Ty transformation. The difficulty is that rv is not a congruence : ~Jg is closed under
left concatenation (o ~g B = Yo cvg ¥B) but not under right concatenation as it is shown by the
following example : for G = {(A,aE), (B,aEC) , (C,c) , (E,£)}, we have A g B but AA 0o
BA. So, forR g, it is possible that o . However, if a rv; B and L(G,a) = L(G,B)
then ay rvg Py for any non-terminal y. So, instead of the smallest congruence - containing a
binary relation R, we generates by R an other equivalence (which will not be a congrﬁence).

We denote for @ € N*, & = af¢/E] = ad{(E,€)} the word obtained from o by deleting the E
letters. To G ,we associate the reduced and simple grammar G = {(A,x) / (A,0)e G and & €
L.N;"}. So, Dom(G) = N;-{E} and V o € N,*, L(C &) = L(G,0).

For any binary relation R on N*, we define the binary relation ==>on N’ by :

Definiti 2:

VoBeN,oa=5= Biff 3Ape N, I (0B € R/ a=Aog,
B =ABgu and if p =€, we have in addition o, By € N;" and &, =53,

We denote by <=5= the symmetric closure of === and € : > the reflexive and transitive
closure of &=>. Like rnvg, 4%) is an equivalence but not a congruence since it is not closed
under right concatenation. We say that a binary relation S on E is closed by Tg [resp. self-proving]
if @# Tp(S) < S [resp. @ = Te(S) @%]. Let us prove that if nug is finitely generated on E,
that is it exists a finite binary relation R on E such that g N (EXE) = %=> N (EXE); then nvg

is decidable on N*

Theorem 4 :

If 3 a finite binary relation RonE / nvg = ¢=:=> onE
Then g is decidable on N*

Proof : as L(G,a) = L(G,Projg(@)), it suffices to prove that Vg is decidable on E. ’
we will prove, for any binary relation R on E/ Tg(R) # 9, that
@ # Tp(&%=> N (EXE)) € == where S =R U Tx(R)
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hence <=:==> N (EXE) is closed by T iff R is self-proving
s0, if 3R finite on E / ~ug N (EXE) = €2=> ~ (EXE) then
VafeE arngB < 3 Raﬂ finite and self-proving / (a.,B) e R,p
as =z is decidable on Dom(G)", (m) is sermi-decidable for any finite relation R and therefore
it is semi-decidable that a finite relation is self-proving. By reusing the algonthm of theorem 1, we
conclude that nv; is decidable on E hence on N* 0

Let us show the proposition 3.3 is satisfied by <===> that is for any (o,B) € (=) 1t exists
a pair of R of left divergence smaller thar the one of (a,B)

a

Proposition 6.3 :

Let R be a nonempty binary relation on N*
V(@) «5=,3 (a0, € R/ Divg(0y,By) < Divg(aB)

Proof : it suffices to rephrase the proof of the proposition 3.3 by using the Divg properties of the
below lemma a

mma 6.2 :

Let a,B,ye N*
a) 1< Divg(a,p)
b) Divg(e,B) + 15(y) < Divg(ya,yB) if Divg(a B)= 1
¢) Divg(a,p) < Divg(ary,By) if o,B e N,* and & =5
d) min(Divg(c,B),Divg(B,y) < Dlvg(a,Y)

Proof : let us prove the b) inequality
let o,B,ye N*/ Divg(a,p) = 1 4
Jf yor g 1B e, Divg(ya,yB) = oo then the inequality is true
Lif Yo 005 ¥B so ye N,". Let n= Divg(yo,yB) = 1
from lemma 6.1 and by the symmetry between o and B, it suffices to consider the two cases :
if Jue 21 /ue L(G,yo) and u e L(G,vB)
but L(GB) o LGy so ue LG,y
but ue L(G,ya) then u=uy" with u'e L(G,y) and u" € L(G,0)
uu" ¢ L(G,yB) so u" ¢ L(G B)
hence Divg(a,B) < ju"j+1 = - [u'l < Divg(ye, ¥B)-14(y)

.if Jue 30 ! Proje(R(vor,u))-{el = & = Proje (R (vB,u))-{e}
o if Rgs(Yu) # @. Let {Y} =Rg(vu)
then Projg(yo) # € = Projg(YB)
therefore ¥ € N," and yB e M,’
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thus Projg(c) # € = Projg(B) so Divg(o,B) = 1
which is excluded by hypothesis
* if Rg(v,u) = @. As ProjeRg(yo,u))-{e} = @ -
then u=u'v"/u'e L(G,y) andu" #¢
thus Rg(yor,u) = Rg(e,u") and Rg(¥B.u) = Rg(B,u")
S0 Projp(Re(ctu")-{e} # @ = Projp(Ry(B,u"))-{e}
hence Divg(a,B) < Ju"| = [u|-ju| < Divg(yo, 1) - T6(Y)
in all cases, the b) inequality is true
In a similar way, we prove the others inequalities 0

Just like the Ty transformation (proposition 3.4), we want to definea T cutting transformation,
application of EXE into P{EXE) such that :

angB = B=Tp) c ~Ng
V(ap)e Dom(T), (aB)e 5= if R=T(a,B) =@
vV (@',B") € T(x,B), Ho(a',B") < pg(ae,B) where Hg is an
application of EXE into N depending only on G

However, to define such an operation, it is necessary to be able to realize the simplification on
the right for the concatenation. Under which conditions such an operation can be done and in the
opposite case, how can it be cut ? Firstly, let us note

Lemma 6.3 :
Let a,pe N*
Ifue L(G,ap) n FG(L(G,o)) with B(l)=Eoru ¢ L(G,0)
Then ue L(G,m)

Proof :

ue L(G,of) then Iye N*/ {Ey} =Rg(af,u)
ue FGL(G,m)) solet {y}= Rg(o,u)

thus YB = Ey
but B(1)#E or u & L(G,x) then Y#€
therefore ¥(1)=E hence u e LG,o) |

Let us define for any o e N, <a> the longest suffix of o/ <ot>(1) % E
and E, = E ifa(l)=E
= ¢ if ¢(l)#E
So, forany o€ N*, o rug E <a>
We can give the principal properties of J¢ for the concatenation
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Proposition 6.4 :
Let a,Bf,y e N
a) ang B = 1o ~vg B
b) Ye N;” and Yo rvg ¥ = <> ~vg <B>
c) if o,pe N,” and & =< f§
anrvg B = aynrvg By
Y(1)#E and ayrvg By = anvg B
d) if o, e N;” and &= f§
ay ~vg By
ay ~vg BY = yrgY
E, = Ey

Proof :.
i) Let us prove the second implication of c)
Let Ye N', o,fe N," / «=5f§, oy ~vg By and (1) #E
and show that o rvg B.
LG® c LG = LGBy
so for ue L(G,a), ue L(G,By)
moreover u € FGL(G,a)) = FGL(G,B)) since & =5 f§
but Y(1) #E then fromlemma 6.3,ue LGB
thus L(G,o) cL(G,B) and by symmetry between ocand B, o rvg B
So, the second implication of ¢) is valid
We will prove a), b) and the first implication of ¢) in a similar way

i) Tet o.B8e N"/ arugdo, B s 8B and <8>#e(ie Se (E}Y)
and show that o ~vg B

Vg being an equivalence closed under left concatenation, we have
VieN, arvgda and prug 8B

Let u e L(G,0) =L (G,8" o)

so ue FG(IL(G,3"*o)) = ue FGL(G, ")) - L(G,5MH1)
because <d>#€ and G isin GNF

then, from lemma 6.3, u € L(G,3"*!) c L(G,8/"*.B) =L (G,B)

thus L(G,o) cL(G,B) and by symmetry between o and B, a0 ~vg B

iii) Let us establish d)
Let a,p € N,/ & =5 5. Let v,y € N*/E, =E,, oty v BY , of g BY
and show that y~ug Y.
x == < L(G,0) = L(G,B)
let X = [L(G,a)-L(G,B)] v [L(G,B)-L(G,)]. Then X # B
take u € X with minimal length : Vve X, ju] <|v|
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by symmetry between o arid B, we can assume that u e LG,o) - L(G,B)
two cases must be consider :
. either Rg(B,u) =@
then, by definition of u and L(G,x) being prefix, we obtain ReByu)=9
but ay rvg By so Projg(Rs(oy,u))-{e} = @
as u € L(G,q) then for o' the element of Rg(a,u), we have
Ri(ayu) = {a'y} so Projg(a'y) = €
but o' e {E}" so Proje(y) =€
in a same fashion, for oy rvg BY, we obtain Proje(y) =€
hence L(G,Y)=L(G,Y)= ie. vy NG Y

. or RgBu)y =@
let & be the element of R;(B,u) and o' the one of Rg(ou)
but <d>#¢€ and <o'>=¢
therefore oy g By = oy vg 8y = <a'y> NG <dy> ie. <y> rug <>y
0 Yrug (Ey<8>)y
similarly ¥ ~ug (Eyu<8>)y' = YrJg Y from ii)
but E“Y:EY and <d>#¢

hence iii) and the proof of the proposition 6.4 is terminated O

From c) and d) of proposition 6.4, we are going to define two cutting transformations. The choice
between these two transformations is determined by the help of the congruence =x which is
decidable. '

Proposition 6.5 :
let Aa,BBe E/ E#B <y A and Aa nvg BB
a) if Be Ny, {y} =Rg(A,Val(B)) exists , ye N," and A =5 By
then <yo> rvg <B> and AE, rvg B.EB.<‘yEa>
b) else for ALBu € E/ AM NGBU’Ea=Ex7EB=Ep
we have ot ~vg A and Brugp
Proof :

i) assume that the condition of a) is verified
let {Y} =Rg(B,Val(B)) so Y e {E}'
Ax Vg BB = ye g VB = <yos rvg <YP> = <B>
but a Vg Ej<a> = yo rvg VE <0> = <y g <YE <o>> = <fE ><a>
moreover Aa nvg BB rvg BEg<fB> rvg BEg<yo>
thus (AE )<a> rnvg (BEB<yEa>)<OL>
but AE, = A =g By = BEp<yE,> and <a>(1)#E
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from c) of proposition 6.4, AE_ rvq BEg<yE >

ii) assume that the condition of a) is not satisfied
. either A e Ny But Ao,Ale E,a=A=¢ hence o nug A
moreover Bf} rvg A rvg Bu
* either Be N; then B=pn=€ so Brugp
* or B e N, then from b) of proposition 6.4, <f> rvg <p>
but Eg=E, so Brugp
.or Ae N,
so B e N; (< is directed by increasing t)
thus to prove that o rvg A and B rvg M, it suffices to show that
<> Vg <A> or <B> rug <u>
in fact, assume that <a> ~ug <A>
as E, =E, then o rugd
since NJg is closed under left concatenation, A rvg AA
therefore Bf nv; BH
since B € Ny, by b) proposition 6.4, we have <> rug <p>
as Eg=E then Brugp '
similarly, if <B> ~vg <pt> then B AugH and o g A

* either R5(A,Val(B)) = @
since Ao g BB and AA rvg By, we obtain Projg(B) = Projg(p) =€
but Bf,Bue Eand Be N, then B=p=¢
* or Rg(A,Val(B)) = 0@
let {Y}=R(A,Val(R))
- by proof i), we obtain
<yo> ~vg <B> and  (AE,)<a> nug (BEg<iE,>)<0>
<YA> cvg <> and  (AE )<A> nug (BEﬁ<‘yEa>)<X>
. gither T5(y) = e then <B> rug <> Vg <p>
. O T5(Y) <= ie. Ye N;* and by b) hypothesis A =5 By
i.e. AE, =g BEg<yE;>
but E, = E, and by d) of proposition 6.4, <o> nJg <A>
that completes the proof of ii) and valids the proposition 0

We define the application T, of N* into IN which for every non-terminal o associates T =
Uo) where o' is the longest prefix of o belonging to N,*. We extend 1, to N*xN" by : V o, €

N°, T(o,B) = max(t{a),T«(B)). From the proposition 6.5, to cut a pair (Ao, BB) € ExE with B <N
A



‘ 37
* if A=gBY with {y}=Rg(A Val(B)) and ye N,’
then we define T(Aq,BB) = {(Projg(<ya>),<B>) , (AEq,BEProjp(<yE,>))}
thus T(Ac,BB) cEXE and (Ac,BB) € == with R = T(Ac,Bp)
moreover ‘cf(AEa,BEB<yEa>) =TA) and T{<ya>,<PB>) < T{Ax,BB)

* else

. either we have never transformed a pair with such a form (AA,Bp) with E, =E, and Eu = EB
then (Ao,BP) is transformed by Ty

. or such a pair exists and then we define T(Aa,BB) = {(&,)), (u,B)}
in that case, the transformation T is no more defined locally but relatively to the pairs
already transformed in the tree. Rather than reformulating the proposition 3.4,
we will notice for R = T(Aa,BB) U {(AL,Bl)}, that (Ac,BB) € 4%) and furthermore
max(T(o,X),T(11,B)) < max(t{Ac,BB),t{(AA,Bp)) ‘

Like the previous algorithm, the one we are going to define will build progressively with the tree
a (canonical) reduction system which allows to reduée the pairs before transforming them. We
represent by R the family of possible reduction systems, that is the family of binary relations on N*
such that
Re R iff Rc =5 N [(ENN,.{e EHhXE] with
if AE e Dom(R) then A ¢ Dom(R) and R({AE}) = {A}
if A € Dom(R) then AE ¢ Dom(R) and R{A}D ={a}/ E# (1) <NA
Thus, VR € R, R is canonical and ==,
We build progressively a reduction system with a procedure of name Add and of parameters R
€ R and (0,B) € =5 with ae ENN {eE}, Be E, odR= = BIR = B.
Add(R,(a,B)) is defined by the following algorithm :

BEGIN
* we direct the pair to add (noetherianity problem) *
Case depending on (o(1),8(1)) belongs to
= (AW « ((DE,o(1))
< A & Ba)
N L )« (oB)

Endcase
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A « {w}
* case where A is reduced to one letter and that this letter is the first letter of a word which is left
member of a pair of R (confluence problem) *
If (AM(1)E,A(1)) € R Then
R « R-{(MDEA)}
A « p(jpl) *last letter of 1t (# A(1)) *
If A#E and (AE,A)¢ R Then A < A U {(AE,A)} Endif
Endif
R « {(Projgyl-A)Projg(6LA)) / (1) € R} U A B
Return(R) '
END

So, Add(R,(a,B)) € R and is included in ~vg if RU {(a,B)} it is as well.

The simplification of a pair (a.,) € EXE according to R € R is done by the procedure :
Simpl((a,B),R) = (a.,p) if o=

g(Projg(adR),Proj(BLR)) if o0 = B

il

with  g@B)= (a,p) if a=p

(@B) if a=y',B=9p,a'(1)#E,B(1) #E
and  &'(1)Eq, # B'(1)Egy,

So, the simplification of (ct,B) consists in computing the normal forms according to a reduction
system R and to delete the longest common left factor such that Simpl((,B),R) € rvg if
Ru{(a,B)} = rNVg- We can now define the equivalence algorithm of - We will validate this
algorithm and will evaluate its complexity. For simplicity, we have not finished off the algorithm :

the set of transformed pairs by Ty of an equivalence tree when the root is equivalent, is not in any

case a self-proving system.
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7. Decision aigorithm for ~v g

We assume to have extracted a generating system of =g. We define an algorithm, of parameters
B e N¥, that decide if (a,B) € v by building in lexicographic order (we could choose the
parallel order) a tree in EXE, called equivalence tree and denoted by Treeg(a,B). The answer of
decision is indicated by Resps(a,B) € {"yes","no"

(Treeg(a,B),Respg(a,B)) = Const({(g,(Projg(a),Projg(B)))}.e.8) where Const is an
application which for T, u, R [indicating respéctively the current tree, node of tree and reduction

system] associates Const(T,u,R) defined as follows :

BEGIN
Ap) « T(u)

1. We simplify the current label and we add the obtained pair to the tree (more comprehensible) if it
differs from the label
(A1)« Simpl((A,1).R)
If (A.u) # (@A,n) Then
Dom(T) « Dom(T) u {u.l}; T(u.1) « (A'W)
U« ul; AP « AW
Endif |

2. We test the pair is of a trivial inequivalence

If A1) #p(1) and {A(D).u(1)} N {e,E} 2@ Then Stop(T,"no") Endif

3. If the current label is reflexive or has already been transformed (or its symmetry) in the tree so
then its node is a leaf and, if there is one, we go to the following node (by lexicographic order)

If A=p) or 3ve Dom(T)/ v<p,uand (A,u) {T(v),(T(Q))'l})

Then A « {ve Dom(T)/ u<, v}

If A= Then Stop(T,"yes") Else Const(T, min_, A ,R) Endif

<lex

Endif
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4. Transformation of the current pair
Let S be the set of labels of T having been transformed by Tg
IfF3IAueSusSlty A(DE,,, = A(1)E,,, and u'(l)Eu.\2 = p( I)EH\2
Then * pair to be cutted : this pair being simplified, it cannot belong to R UR'! *
Dom(T) ¢« Dom(T) U {u.1,u.2}
Tu.1) « (<M2>,<A\25) ; T(u.2) « (<p'\2>,<u\2>)
Else
If (A'\B'Y)e =5 for {A'B} = {A(1),u(D)},B' Sy A' and {y} = Rg(A', Val(BY)
Then * the pair must be split *
If A'=A(1) Then s=1 Else s =-1 Endif
(o,B) « AN\2,1\2)8
* there is no need to split the current pair if the following condition is verified *
If <a>=¢,\pe N+, Q) e =g Then v« B' Endif
D (A'Ea.,B'EB.ProjE(<YEa.>))
R « AddR,®)
If ©+(,u) Then

Dom(T) « Dom(T) U {u.1,u.2}

T(

1
\ M.

[ o
s &

D e @ T2 « Proje(<ia’>),<p'>)
u «ul
Endif

Endif

* pair to be transformed by T *
A « Tg(T(u))
If A=@ Then Stop(T,"no") Endif
Dom(T) ¢« Dom(T) U {ui/ie [#A] }
{T(ui)/ie [#A4]} « A

Endif

Const(T,u.1,R)

END
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We are going to prove that this algorithm always ends up and for any o, e N*, a0 ~vg B iff
Respg(a,B) = "yes" (so « 00 B iff Resps(a,B) = "no"). Before hand, let us give a few
examples. We represent Ty operation by a bar, cutting by a double bar and Simpl by an arrow. The
pairs building up the reduction system (subset of the pairs having been transformed by Tg) are

framed.

Example1: let G A - aE + bAA (and E — ¢)
B — aE + bBEB

we have Ng=My=0 and 15(A)=1;(B)=1. Wetake A <yB.
G has for generating system {(B,A)}

(A,B)
a/ \b
(E,E) (AA,BEB)
l
(AA,AEA)
/" \\
(A,AE) (AA)
a/ \'b
(E,E) {(AA,AAE)
d
(AAAA)

so Respg(A,B) = "yes" then A ~v; B

Example 2 : A—> a + DbA
leteG B — aC + b
C —» aEC + bEC
We have Ny = {C},N, = {A,B} , M, = {A}
G ={(A,a), (AbA), (B,b)} has for generating system @&

(AC,BBAC)
a / \'b
(C,0O) (AC,BAC)
N \
(C,0) (BAC,AQ)
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so AC rvg BBAC. We will notice that (AC,BAC) ¢ ¢<===> with R = {(AC,BBAC)}

Ex le 3 : A - a + DbAEA
let G B —- aE + bB
C — bBC

T6(A) = 15(B) = 1. We take A <\ B

(A0
| b
(AEA,BC)
a/ \'b
(EA,EC) (AEAEA,BC)
l /" \
(A,C) (AEA,A) (C,0)
" A\
(AE,A) «  (A©)

s0 Respg(A,C) ="no" then A g C
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8. Validity and complexity of the algorithm
We prove that the algorithm is well defined with a finite termination and that its output is "yes"

if, and only if, the root pair is equivalent.

P ition 8.1 -
Let o,p € N*
Treeg(a,f3) exists and is a finite tree in EXE

Proof :

Let us consider the possibly infinite sequence (T,,u;,R,)5, of sucessive calling parameters of-the
recursive procedure Const with Ty = { (&,(Projg(a),Proje(B)))}, uy =€ and Ry=@. Then Vi20
/ (Tpug,R;) exists, we have R;e R so the procedures Add and Simpl are well defined.

Let us show that the sequence (T, UpR )50 18 finite

Because TreeG(OL,B) is built without backtrack, we obtain :

Dom(T;) < Dom(T,, ;)
+1U4,0R ) exists then Vu e Dom(T), T, ;(u) = Ty(u)
#R, <#R, , '

(1) Viz20,if (T,

1

For any integer i such that (T;,u;,R,) must exist, let S; be the set of pairs of T; having been
transformed by T}. For any (A1) , (A1) € S; v (Si)'1 » if A(1E,;, = M(1)E,,, and p.(l)EH\2 =
},L'(l)EH.\2 then we have (A1) = (A',1"). We deduce that

(2) Vi20/ (T,u,R) exists, #S; <2(#G)?

Then, let us note e5 = max {t{a) / & € Im(G)} the maximal finite valuation of the right
members of the production rules of G. Then, by induction on integer i such that (T;u;,R;) must
exist '

(3) V ue Dom(T)), t(T;(u)) < (#S))eq + T1(a,pB)

So, from (2) and (3), we obtain : Vi=>0/ (T;uR;) exists, V u e Dom(T)), T(T(u)) < bg
where bg = 2(#G)zeG +T(a,B). Because {(A,u) € EXE /(A1) < b} is finite and that from the
stopping condition of a pair transformation, two internal pairs of T;, i 2 0, cannot be similar, then
the sequence (T,u;,R;);, is finite; which concludes the proof of proposition 8.1 0

Then, the algorithm is with a finite termination. For this algorithm to decide on g, iwe are left
to prove that

Proposition 8.2 :

Let a,fe N*
o g B < Respg(a,p) = "yes"
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i) If @ ~ug B then, by propositions 6.4 and 6.5 and by validity of Tg, by induction on |u| 20 for
u e Dom(Treeg(w,B)), (Treeg(a,B))(u) e g - Thus, Respg(a,B) ="yes"

ii) Let o, e N*/Respg(a,B) = "yes" and show that o ~G B .

Let S, g be the set of labels of Treeg(a,B) having been transformed by Tg. From example 2,
Sa,B cannot be self-proving. Whereas, let us show that

() if Ju e Dom(Trees(aL,B)) / Treeg(o,P)(u) & ~ug

then 3 v e Dom(Treeg(x,B)) / Divg(Treeg(a,B)(v)) < Divg(Treeg(a,B)(u))

assume that it exists u e Dom(Trees(a,B)) / Treeg(a,B)(u) ¢ ~vg

and let a = Divg(Treeg(o,B)(u)).

letW=min, {ve Dom(Treeg(c,B) ) / Divg(Treeg(o,B)(v)) = a}

$0, U is not a leaf of the tree and 1 <a <o

let (A1) = Simpl(Treeg(c,B)(),R,) where n = max {i / Uj Sy 8} with (T,u,R,)i0
sequence of successive calling parameters of Const with To = {(e,(e,p))}, u=€¢,R;=0.
then (A,W) is label of the tree and we have Treeg(ct, By(w) e ===> where S=R, U {(Aw}
since R, < =g and by proposition 6.3 and definition of U, we obtain

Dlvg(l,u) < Divg(Treeg(a,B)(u)) = a
* if Divg(A,u) <a then (I) is true :
+ if Divg(A,1) = a. Since Respg(a,B) = "yes" and by definition of W, (A,JL) is not a leaf of
the tree and consequently has been transformed
thus 3 (AW e Sept (S, B) ! N(E,, = M1)E,,, and ”(I)Euﬂ H(DE,
. if Divg(A',n') <a then (I) is verified
. if Divg(AMji)) =a then (AW or {W,A) being transformed by T, by validity of
Tg , we obtain (I)
. if Divg(A',W) > a
-gither Jie [n,g]/ (A,0) e R;U (R

s0 (AU = (A‘Em.,B'EB.Proj~E(<'yEm.>))s with (A'a',B'f") = (A,n)°
for s e {-1,1} and (Projg(<y'>,<B'>)* is label of Treeg(o,B)
moreover A'=gB'Y and by c) of lemma 6.2, we obtain
Divg(A'Ea.<a'>,B'EB,<yEa.><oc'>) 2 Divg(A',u) > a
but <yE, ><0'> = <ya'> so by d) of lemma 6.2,
min( Divg(A’Ea.<0L'>,B'EB.<Yoc'>) , Divg(B'EB.<'yoc'>,B'EB.<[3'>)) <
Divg(A'Ea.<a'>,B'EB.<[3’>) = Divg(A,)) = a
therefore Divg(B'Eg<yo'>, BEg<f'>) <
{(Projg(<ya'>),<P'>)* being label of the tree and Respg (o) = "yes"”
then we obtain a > 1
so, from b) of lemma 6.2, Divg(<ya'>,<B'>) < a
thus Divg(Projg(<yo'>),<B'>) < a hence (I)
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. or (<M2>,<A\2>) and (<p\2>,<p\2>) are labels of Treeg(ct,B)
but min( Divg(A',)),Divg(A'’,A),Divg(n',n)) £ Divg(A,1) = a
and Divg(A',u') > a therefore
min( Divg(A(1)E,;, <A \2>A(DE, ,<A\2>),

Divg(u(l)Eu\2<u'\2>,u(1)Ep‘\2<u\2>)) <a
then as precedently a>1 and by b) of lemma 6.2
min (Divg(<A\2>,<M2>),Divg(<u\2>,<p\2>)) <a  hence (I)

So, (I) is satisfied and by iterations of (I) from o ¢ B with Respg(a,B) = "yes", we come
a contradiction, so & nJg B which completes the proposition 8.2 D

Theorem 5 : .
The equivalence problem for stateless deterministic pushdown automata
(with acceptance for pushdown letters) is decidable and there exists a decision
algorithm of polynomial complexity depending on the description length and
the valuation of compared automata, or of exponential complexity if we only
take account of the length of description.

Proof :

Remembering that eg = max {t{o) / ¢ € Im(G)}, Q,G =max {T{A)/ A € Dom(G)}
IGl = max {|o/ o e Im(G)}, IGll = #Dom(G) , I = {o(l) € =/ o e Im(G)}
then we obtain eg <|G|.; and #G <[iGlL.#= .

Let n,8 be the last index of the sequenée (T;,u;,R,);5 of successive calling parameters of Const,
with Ty = { (8,(Proj£(oc),ProjE([3)))} » Uy =€ and Ry = @. Let us denote SG,B the set of labels of
Treeg(0.,B) having been transformed by Tg.

We have seen (proof of proposition 8.1) that :

V ue Dom(Treeg(0,B)) , T{Treeg(a,p)(u)) < 2(#G)ZeG + T, B)

To prove the theorem, we just have to show that the size of the equivalence tree #Treeg(a,p)
admits a bound which polynomialy depends on L, e, IGl, IGll, #Z, #G .

Let us consider

F" = Dom(S) UIm(S)/ § =Ry U Tg(Sy g) U { (Projg(c),Proje(B))}
F {ProjE(liRi)/ ie {O}u [na’B] and Ae F"}
F {Aj/ Ae F' and je {0} U [|A-11}
Then #F" < 2(#R g+ #Z5#S 5+ 1) ‘
but #R,p < #S,5< 2(#G)?
so #F" isin O((#G)>#Zg)
furthermore #F' < #F".(#Ra’ﬁ +1)
so #F' isin O((#G)*#Z5)
atlast #F < (#F"). max {1{®) /P e F'} = (#F").max{t{(D)/ D e F"}

It
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thus #F is in O((HG)*#Z5.[(HG) e + T B)])

in addition, we have the following properties :
F"<«cF'cF
VieF, Vje [[A-1], \je F
VieF, Vie [na,B] s ProjE(li&) eF
hence Vie {0} U [na’B] » Vve FIT;), Simpl(T,(v),R)) € FxF
in particular, Vie {0} U [“a,B] > Simpl(Ty(u;),R,) € FxF
so #Treeg(a,B) < 2(#F)?, that proves the theorem 5 0

Remark : this evaluation of the algorithm complexity is a roughly one.. .
We will be able to improve this algorithrﬁ such that, in the casé of the root is an equivalent pair,
the set of labels transformed by T, of the equivalence tree is a self-proving system and all the

leaves of the tree are reflexives. Then, it will become interesting to compute a bound of Divg.
Conclusion

What we must remember from this paper is that the considered equivalences are decidable
because they are finitely generated and that the knowledge of the minimal generating systems of
these equivalences enables us to define branching algorithms of least complexities. From [Co 83 b]

na {Ha-Ha-Ye 79] 'studies, this method has been generalized io ihe equivaience of any classes of
grammars and we obtain a general and sufficient condition to decide on grammars equivalence (to

be publish). We could apply this condition to others existing equivalence algorithms, particularly

for the dpda class with the real-time dpda class : [Oy-Ho-In 80] and especially [To 84].
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