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Simple C°-approximations for the computation of incompressible flows

Etude de quelques approximations C° pour la détermination
d’écoulements incompressibles*

Roger PIERRE

Département de Mathématiques
Université Laval
Québec
G1K 7P4,Canada.

Résumé

Non étudions différentes procédures de régularisation permettant Putilisation
des éléments P1-P1 et Q1-Q1 pour la résolution du probléme de Stokes & deux di-
mensions. Les résultats sont, dans le cas P1-P1, comparés a ceux obtenus a Paide
de ’élément Mini. Nous montrons qu’en fait, d’un certain point de vue, I'utilisation
de cet élément est équivalente & une régularisation du type étudié. Finalement nous
discutons de 'importance pratique de la condition de consistence et nous proposons
une nouvelle formulation qui permet de la satisfaire méme dans le cas P1-P1.

(*): Ce travail a été réalisé alors que lauteur séjournait au centre de Sophia-
Antipalis en tant que professeur invité du projet Sinus.



Simple C°-approximations for the computation of incompressible flows

Roger Pierre

Département de Math.,Université Laval,Quebec,G1K 7P4,Canada.

SUMMARY

We study various regularization procedures accomodating the P1-P1 and Q1-
Q1 discretization of the 2D Stokes problem. The results are, in the P1-P1 case,
compared with those obtained with a simple stable P1 element namely the Mini-
element. It is shown that the use of the latter is in fact equivalent to a regularization
method. Finally the practical importance of consistency is discussed and a new
formulation is proposed to enforce that condition even in the P1-P1 case.

1. Introduction

Mixed finite element approximations of the Stokes problem have received a
great deal of attention in the last few years.For the standard velocity-pressure for-
mulation it was very early recognized that the approximations of the velocity field
and of the pressure could not be chosen independantly if one wanted to get a stable
scheme.In particular equal-order C°-interpolations are known to generate parasitic
pressures that would require filtering. Mathematicaly speaking these elements do
not satisfy the inf-sup condition of Brezzi and Babiiska.On the other hand,since
they are very attractive from the computational standpoint,people have been look-
ing for alternate discrete formulations of the problem that would allow the use of
the simplest of them,namely the P1-P1 or Q1-Q1 element.

One of the first such formulation was proposed by Brezzi and Pitkariranta
in [3].There,they showed that their scheme was indeed stable but remarked that
it was not consistent(in a sense to be precised later).More recently Hughes and
al. generalized Brezzi and Pitkariranta’s idea in such a way as to insure consis-
tency.Unfortunalely their formulation reduces to the first mentionned in the P1-P1
case.In view of the practical interest of these low order elements it seems to be
worthwhile to look for different ways of implementing their ideas inthis context.

The purpose of this paper is twofold.First we want to compare the numerical
behavior of these regularization procedures with the behavior of a low order element
known to satisfy the inf-sup condition,namely the Mini element of Arnold, Brezzi
and Fortin.Next we propose alternate formulations of Hughes’s idea that retain con-
sistency even for the P1-P1 element and give numerical evidence of the importance
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of that notion.

An outline of the remainder of the paper follows:In Section 2 we review the
variational formulation of the Stokes problem and its classical discrete counterpart
giving some hints on the spurious pressures that may arise when solving it.The vari-
ous regularization procedures are presented in Section 3 together with the notion of
consistency.In Section 4 some remarks are made on the implementation problems,in
particular on the treatment of boundary conditions in the Dirichlet case.Numerical
results are discussed in Section 5 and conclusions drawn in Section 6.

2. Discretization of the Stokes problem

In this section we introduce the theoretical framework together with the neces-
sary notation.We then recall some known facts about equal-order interpolation and
present the Mini element.

2.1. Finite element formulation

The setting for our discussion will be the steady Stokes equations.We consider a
polygonal domain € in two dimensions.The boundary will be denoted by I and the
unit normal and tangent vectors along it by n and respectively. We present the
problem in its classical variational form.

/Vg:Vyd:_c—/pV.gd:_c:/f.\_fd)_(, Vv eV,
. Q 0! o

(1)
/ V.ug dx =0, Vg€ L*(Q).
Q

Here the function space V is chosen in accordance with the prescribed boundary
conditions.In order to discretize (1),we introduce finite element subspaces Vhcv
and Q" c L?*(0) consisting of C° piecewise polynomials defined on a grid consisting
either of triangles or of quadrilaterals.

We denote the grid by T (where h is the mesh size) and suppose that it
satisfies the usual regularity conditions. In particular, if K is an arbitrary element
of diameter hx, we have

C1h% < meas(K) < Cah% and h < Cshk,

where the C’s are positive constants. The discrete counterpart of (1) is then written:



The problem is now to correctly choose the subspaces.Many combination of velocity
and pressure approximations are known to lead to stable scheme,see for exemple
[4].Some are quite exotic,and in the C° case,few are easy to implement.On the
contrary,approximations where one uses the same space for both variables offer
obvious practical facilities.In this paper we will concentrate on the P1-P1 and Ql-
Q1 elements,where the degrees of freedom are the values of the unknown at the
vertices and where the polynomials are of the first degree either linear or bilinear.

2.2. The problem of the spurious pressures

As an illustration of the difficulties that one do encounter when using equal-order
interpolation,we consider a specific exemple. _

We want to solve the problem on the domain 1 = [0,1] x [0, 1] with boundary
condition u = 0 on I'. For this, we use the P1-P1 element defined on the popular
mesh illustrated in fig.1.Our aim is to show that,in this case, the system (2) is not
well determined,because there exist non constant functions p* for which

/ﬂphv.gh dx =0, W e vk, (3)

To this end,we first restrict our attention to a shape function associated with an
internal node.Its support {1 is depicted in fig.1 where we indicated the appropriate
numbering.

4 3 N v N
K3
R| I R|
K4 K2
5 0 2
Ni A N|
 ¢] K1
K6
6 1 . R| J R

Fig 1: Left:Mesh, Center: {1y, Right: Spurious pressures

Let ¢; denote the basis functions associated with the nodes involved.There are
two velocity shape functions corresponding to node 0 namely Vio = (60,0) and
V2,0 = (0, ¢o).It is clear that

—1/h, on K; and Ko,
V.i0=140, on Kzand Ko,
1/h, on K4 and Ks.
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Similarly
—1/h, on K3 and K4,
Vv0=140, on K; and Kj,
+1/h, on Kg and Kj.

Thus,to find a pressure p = Z?=0 pid; defined on 1p such that

[ #niodx=0, i=12,
Qo
one has to solve the 2 x 4 linear system

—p1 — 2p; — pa+ pa+2ps +ps =0 (4)
2p1+p2—p3—2ps —ps+pe =0.

It is easy to see that the general solution of (4) is of the form (j,n,r,j + a,n —
a,r + a),where the constants j, n,r,a are arbitrary.Now,to get a global solution of
(3) we simply try to glue together the local solutions in such a way as to obtain
a continuous function.Doing this,we are led to the pattern of fig.1.Such pressure
solution,where the constants j,n,r,v are different will be termed spursous.

This exemple shows in particular,that the set of spurious pressures is much
richer in the P1-P1 case then in the Q1-PO one.Moreover,since this set is mesh-
dependent the construction of specific filters appears to be trickier.

2.3. The Mint element

One way of getting around the problem of the spurious pressures is to enrich the
space V* by adding to it a set of functions with support restricted to each trian-
gle.More precisely,to each triangle, we add a new degree of freedom given by the
value of the velocity at the barycenter. Correspondingly, we add to V* a bubble
function defined by

$a(x) = {27¢1(’-‘)¢2(’£)¢a(ﬁs) ifxe K

0 otherwise

Here ¢;,1 = 1,3 are the linear basis function associated with K. To see that this
really does the trick,we consider a given triangle K and we successively set v* =
(#4,0) then v* = (0, ¢4) in (3).Upon integrating by parts,we are led to the equations

(3
Socf %io0ax =,
=1 K 0z

S [ g, ax=o0
\‘.Z:Tp’./Kay 4 Ga .
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Let B denote the matrix of the affine transformation that maps the reference element,
onto K.Some elementary calculations show that the above equations are equivalent

to the linear system
—t [ P2 —t(1
=mB .
(Ps) P <1>

The solution of that system is simply p; = p; = ps,which means,using continu-
ity,that,with this new V% the only solutions of (3) are the constant functions.

The element corresponding to this construction,called the Mini element,was
intoduced by Arnold, Brezzi and Fortin in [1].They showed,in fact,that this element
satisfy the inf-sup condition (which does not follow from our elementa.ry reason-
ning!). Unfortuna.tely we will see that this element might not be rich enough,since in
many tests,the pressure solution is plagued with small amplitude oscillations which
look like a residual of the spurious pressures.

3. Stabilization by means of regularization

The idea of regularization is to modify the discrete equations instead of the approxi-
mation spaces.In this section we consider procedures based on an idea of Pitkaranta.

3.1. Regularization and consistency

In its simplest form,regularization amounts to add to the second equation in (2)
a penalty-like term.But that term involves higher derivatives both of the discrete
solution and of the shape functions,thus requiring more regularity on the approxi-
mation. The general form of regularized formulation that we consider is given by

/Vt_xh : VvP dx — / "Vt dx = /f.\_'h dx, Wt evh,
Q Q

fVu qdx + Z ex( [/ vph - 1). thdx—}-Ch( ,qh)] =0,Y¢" € Q*.
KeT,
(5)

where the term 3" (ex (h)Ch(u",¢")) is an approximation of

/ (—Au).Vq dx. (6)
Q

The choice of Cj, and of ex (k) will be made in accordance with the three following
rules:

1.C}, and e (h) should such that the corresponding system (4) has a unique solution
(up to a constant for the pressure in the Dirichlet case),so as to rule out the spurious
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pressures.

2.The corresponding scheme should converge,and possibly preserve optimal rate of
convergence when used with elements already known to be stable in the classical
sense. :
3.Formulation (4) should be consistent,that is to say that the corresponding method
should be a residual method. More precisely,let (u,p) be the solution of (2),then
under suitable regularity assumption on 01,f and T',the system (5) should be satisfied
with (u,p) replaced by (u*, p*).

Remark 1

In the formulation of Brezzi and Pitkiranta, Cp = O and f is set to zero in
the second equation of (5). It is immediate to verify that, in that case, the first
requirement is fullfilled as long as-ex (h) > 0.For the second,see [3].As to the third
rule,the effect of its violation will be studied in the next paragraph.

The formulation of Hughes and al. essentially corresponds to the case where

Ca(u,q") = /K(—At_l")-Vq" dx. (7)

In particular for the P1-P1 approximation, C, = 0.This is also true for the Q1-Q1
element on an orthogonal grid,since the term Au” is zero in that case. Concerning
the above rules,the reader may consult [5].

Remark 2

As ‘to the choice of ex (h), theoretical results indicate that the right one is
€K (h) = ah2 : (8)

and this is confirmed by experience. We will stick to that choice, but, now we're
left with the problem of setting a correctly.From the theory, it turns out that «
depends both on £ and on the mesh (see [5]).From the practical point of view we
will see that a good choice must take into account both the underlying spurious
pressures and the boundary effect described below.In particular consistency seems
to be an asset here.

3.2. On the relevance of consistency

The importance of that notion is not immediate for low order elements,at least
from the point of view of the rate of convergence.In fact for both the P1-P1 and the

. : :
Q1-Q1 clement the error estimates,for the two formulations already considered,are

identical. On the other end we will see that, when consistency is not satisfied,the
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pressure solution of (5) do not behave very well near the boundary.

To illustrate this phenomenon,which is very similar to a boundary layer ef-
fect,we discuss the case Cj = 0 in (5) from a heuristic point of view.

Let’s look at (5) as the discretized version of

/ Vu®Vy dx — /p‘V.\_f dx = /i.g dx, WevV.
Q o/ Q (9)

/ V.auq dx + e/ Vpt.Vqdx = e/ £.Vq dx,Vq € Qo.
Q Q Q

where Qo is a well chosen dense subspace of L%(12).Using a standard reasonning
and imposing some rather stringent regularity conditions on ,f and T we see that
the second equation in (9) corresponds to

op
on

Vaut+eApt =€Ve, inQ)
{ =fn onT.

Under the same regularity assumptions,the first equation would be satisfied by the
solution of (1) but not the second.In that case,the correct relation would be

9p

an =fn+ Aun onT.

We will exhibit simple analytic exemples where this effect is clearly visible even lf
the rate of convergence is not affected.

3.3. Consistent formulation for low order approzimation

To construct approximations of (6) which retain consistency and do not vanish
in the low order case we use the following identity which is satisfied by any H?
function.(We recall that we are working in two dimensions).

rot(rotu) = —Au + V(V.u)

where,for u = (u1,u2),rotu = % - a—a"!-ll, whereas for any ¢,rot(¢) = (%%,—%‘g).

Using the fact that the solution u of (1) is divergence-free we get

/ (-Au).Vg dx = / rot(rotu).Vq dx.
Q Q

On the other end integrating the right-hand side by parts we obtain

/ (—Au).Vq dx = / rotuVq.z do.
Q r )

7



Of course,in the Q1-Q1 or in the P1-P1 case these formulas are not valid, since
then,the elements of Vh are neither divergence-free nor in H?. But this suggests
the following definitions

Gh(s",a") = [ rot{roty®).Ve" dx (10)
K

CE(uh,q") = / rotu"Vq".1 do. (11)
8KNI

It is rather easy to check that,the choice Cp = C} with the Q1-Q1 element lead to
a consistent scheme.For the P1-P1 case,C} = 0 and we obtain no improvement.It
is not the same for C? and it will turn out that its use with low-order elements
gives rather good results for 2D Stokes problem.As to the verification that the cor-
responding scheme comply with the above stated rules,it will be done in [6},together
with a complete error analysis.

3.4. The Mini element from the regularization standposint

Before going to computational considerations, we would like to look at the Mini
element under a new light. : ‘

The idea behind the addition of bubble functions, is that the corresponding
velocity degree of freedom can be eliminated prior to assembly by using the so
called ”static condensation”.We want to show that this process is nothing but a
regularization in the sense presented above. For this, we observe that, when using
Mini, every element of V* can be written as

uh(x) = ub(x) + Z ¢k (x)uk,
KET

where u? is a Pl-approximation of u defined on Th,ug is the velocity degree of

freedom attached to the barycenter of K, and ¢x the corresponding bubble func-
tion.Next, we remark that:
1.For each u® € V* we have

/ Vu}.V(¢kug) dx = 0.
N

2.Foreach K € T},

j;V(chl_lx)iV((ﬁKl_lK) dx = ( /’K Véx.Véx de)ux = Axux

8



where d; < Ax < dg for some positive constants d;, d2 independant of h. (Use the
regularity assumption on the mesh).

3.For every Ky, K2 tn Tj, such that K3 N Kz = 0, !

/n V(ék,uk,) : V(ok,uk,) dx =0

As a consequence,the momentum equations corresponding to a vertex contains no
degree of freedom related to a triangle barycenter, and conversely the momentum
equations corresponding to such a barycenter contains no velocity degree of freedom
apart from ug.

This simplifies the static condensation greatly.Indeed, let us consider a given
K. Set ux = (uk,v%) and f = (f1, f2).If we integrate the pressure term by part,
the momentum equation corresponding to the barycenter can be written,

1 ap"

Axuk + [ ¢x5— dx= | fidk dx,

K] h

Axul + / o2 x = [ o ix
K Y K

Let’s now look at an arbitrary continuity equation which we write
/ V.uleh dx + Z/ V.(¢xug)g" dx = 0.
o X JK
Integrating the second term by part we get
[ Vet dx— D ug. (Ve |x)] $x dx = 0.
Q : K Jk
We observe again that
[ b dx = i with ds < Ox <ds
K

where da, d4 are positive and independant of hx. If we go back to (2), we see that
we can eliminate the momentum equations corresponding to a barycenter. This will
affect only the continuity equations. We use (12) to rewrite these under the form -

/ V.t ds — 3 (Cx/Ax)hk / (- Vp").Vehdx dx=0.  (13)
Q T K |

It is now quite clear that the use of static condensation with the Mini element cor-
responds to a regularization procedure.That procedure differs from those proposed

9



in 4.1 because of the weight ¢x appearing in the last term. Otherwise we remark
that this formulation is very similar to the one of Brezzi-Pitkiranta. In particular
one may easily check that it is not consistent.In section 5 we will use (13) to further
analyse the behaviour of that element. ‘
For now, we notice that this equivalent formulation of the Mini element is not
without interest from the computational standpoint.In fact one may very well im-
plement the continuity equation in the symmetric form (13) and, if needed, recover
the barycenter degree of freedom from (12).Here we will not perform this last step
since we want to compare approximations obtained from identical subspaces.

4. Matrix formulation

From now on, we limit our attention to the case of Dirichlet boundary condi-
tions, u |p= g where g satifies the flux condition

/Fg. ndo = 0. (14)

The domain under consideration is ! = [0,1] x [0,1],and the grids used for the
Q1-Q1 and P1-P1 elements are shown in fig.2.

PIPL ) QiQt

Py 16el

Fig.2: Grids
We will study three different formulations of the discrete problem in each
case. We identify them in the following way.
P1-P1: -plmil:formulation (4) with C) =0,

-pim2:formuiation (4) with C), = C},
-plm3:formulation (2) with the Mini element using static condensation.
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Q1-Q1: -qlml:formulation (4) with Cp, =0,
-q1m2:formulation (4) with C), = C?,
-qlm3:formulation (4) with C, = C}.

In every cases,the matrix problem may be written as

(a3 37 ) (2)=(2): o

In (15), u, is the vector of unknown nodal velocity degrees of freedom and py the
vector of nodal pressure degrees of freedom.We denote their dimensions by n, and
np respectively.The matrix A is the viscosity matrix, B the divergence Matrix, — B?
the gradient matrix, M the stabilization matrix and L is the consistency matrix.

Remark 3

-When using equal-order interpolation together with formulation (4),the matrices
A and M are constructed simultaneously from elementary Laplacian matrices.
-For plm1,p1m3 and qlm1l, L = 0, whereas for qlm3 the matrix L entails second
order derivatives of the shape functions.

-For plm2 and q1m2, L entails only first order derivatives.Its determination at the
element level is particularly simple on the cross grid (see fig.2), since each triangle
has at most on side on the boundary which can be chosen to be the one joining
vertex 1 to vertex 2.

The determination of F and G involves the implementation of boundary condi-
tions.To illustrate this, we denote an arbitrary node by p and the correspondmg basis
function by ¢,.Next,we define a piecewise polynomial function ul = (u6l 15 %o, 2) by

l_lg(P) = {g(l’) if peT,

0 otherwise

For each node p the corresponding entries of F and G are then be given by

Fpx =/fk¢p dx — / Vu{{,k.v¢p dx, k=1,2
Q Q

Gp = 3 let( /K £.V4, dx — Ch(ub, 6,))] - /n V., ds.

Let U = (1,...,1) be an np-dimensional vector with entries all equal to 1. The
compatxblhty condltlon corresponding to (14) is now written

GU=0 (16)

11



By analogy with (14), we call (16) the discrete flux condition. With our choice of
ul this condition does not follow from (14).Indeed, using the definition of G,, we
see that

GU = —/ V.t dx = —/gg.gda.
Q r

In fact, the right-hand side is, in the case under study, nothing but the approxima-

tion of fr‘ g-ndo given by the trapezoidal rule and therefore not automaticaly zero.

When it is, we can fix the pressure at any node and solve.

: Rather then doing that, we have used a penalty approach by adding to M a
matrix AP where P is defined by

P;;= / iy dx
Q

and where ) is small as compared to ah?.This corresponds to the addition of a term
A fn p g dx to the second equation in (1). The pressure solution of the penalized
problem is now uniquely determined by (14) and must satisfy

/pd)_c=0.
Q

On the other end, in this formulation, the discrete pressure is determined by the
relation

[ #* dx=-a/n6w,
19}

and thus ,when the discrete flux condition is satisfied, the arbitrary constant in the
" pressure is properly set.

Remark 4

We’ve favored the penalty approach for two reasons. First, in cases where the
discrete flux condition was satisfied, we usualy obtained better rate of convergence
for the pressure then if we solved directly after fixing the pressure at one node.

Next, when (16) was violated, we observed that the velocities obtained by
solving the penalty system were very good but that the pressure level was O(1/A),
in accordance with the above remark. To get acceptable pressures we simply replaced
p" by

h 1 h
P meas(f1) /np dx.
This is a simple post-process and the resulting rate of convergence is as good as
when (16) is true.However the boundary behaviour of the pressure is not as sat-
isfactory, except perhaps when using Cf This way of getting around the discrete
flux condition requires further analysis.

12



Remark 5

It can be shown (see [2]) that, for such a formulation as (5), the L*-penalty
error is of order O(v/)). Since we expect O(h?)-precision for the velocities, it appears
that a correct choice of A would be A = O(h*). That choice works but, for regular
cases, the solution does not appear to be too sensitive to the value of A.

5. Numerical results

To illustrate the various remarks made earlier,we consider three numerical tests,
each one presenting its peculiarities.The first two have an academic character but
were chosen because their analytic solutions are easy to manipulate.The last one is
the classical lid-driven cavity problem which was already considered, in the same
context, by Hughes and al. in {5].

5.1. Boundary behaviour of p
Let the force density f in (1) be given by

f=(-2(1-z),2y).

If we impose obvious boundary conditions on 2 = [0,1] X [0, 1], the solution of the
corresponding Stokes problem is given by

u=(z%,-2zy), p=z*+y*+cte
The interest of this particular exemple lies in the following points:
1) The analytic solution is available thus permitting some quantitative error anal-
ysis.
2) The parasitic pressure associated with the plml or the qlm1 formulation is eas-
ily obtained since f is a conservative force field. In fact going back to 3.2,we get
p¢ = z2 +y2 — 2z + cte. In particular, while the level curves of p are circles centered
at the origin,those of p¢ are circles centered at the point (1,0).
3) For the corresponding boundary conditions, the function g.n is piecewise linear,
hence the discrete flux condition is satisfied. -

We first present the results of the error analysis. For this we calculated the
L2-error for both velocity and pressure. Those obtained by fixing the pressure at
the origin at the value zero before solving the reduced system are denoted by epl
and evl. Those obtained by solving the penalty-system are denoted by ep2 and ev2.
We made the following choice for the values of the parameters: a = 1071, 1 = 1078,

13



epl evl ep2 ev2

plml 0.50 h0-94 0.20 Aht-97 0.45 h!:6® 0.20 h!-97
plm2 1.50 h0-%° 0.10 h%:05 0.97 h!-76 0.10 h2:04
plm3 1.71 hO-8° 0.09 h%:02 0.99 h1-57 0.09 h2:02
qlml 0.16 h0-87 0.21 h2:00 0.20 h!-67 0.20 h1-99
qlm2 1.51 100 0.12 h2:°7 1.05 h1-68 0.12 h2:07
qlm3 1.48 h1.00 0.12 h2:06 0.99 h1-67 0.12 h2:07
Remark 6

We observe that the rate of convergence for the pressure is somewhat bet-
ter with the penalty formulation. This might be attributed to the fact that,in the
penalty approach, the so called hydrostatic pressure mode (see [7]) is not arbitrarily
fixed, since its value is determined by the flux condition.

No conclusion should be drawn from the values of the multiplicative constants
in the error terms. Indeed we have used the same value of a for the five methods,
but we will see that this is not "optimal”.

To give an exemple of the effect of the underlying spurious pressures, we solved
the problem with a = 10~2 and the same value of A as above.In Fig.3 we have the
pressure fields on a mesh of 576 elements for qim1,q1m2,qlm3 and plm3.In every
cases the oscillations are concentrated along the vertical parts of the boundary.

To get rid of the oscillations in the plm3 case, we can either change A or
decrease the mesh size. We have done both and the results are shown at the bottom
of Fig.3 where on the left,\ = 10~3, while on the right we used A = 107° on a grid
of 1600 elements.In the first case the error increases slightly and the oscillations are
still present, in the second one the oscillations have not disappeared even though the
error behaves nicely. For the other methods, the natural idea is to increase the value
of . In Fig.4, we present the results obtained for a = 107!, a =1 and o = 10 with
qlml and qlm3 on the same mesh as the one used prevxously (tn that particular
case, the results of q1m2 are almost identical to those of qlm3). The effect of the
increase is quite clear. Oscillations are disappearing, but for qlml the solution is
distorted along the vertical walls. This is precisely the part of the boundary where

op , op°
on on

Already for a = 1, it is seen that the problem comes from the normal derivative
of p. It is the boundary layer effect described earlier and if one pushes « up to the
value 1n7 the solution that one ohtaing is nothing but 1‘)e NPVPT‘fhP]PQq the solution

Al Viviaanw anw arwVaieasn 1 LIICIR

obtained for a = 10~! is quite acceptable.
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For the qlm3 case, o must be taken somewhat bigger to suppress the spurious
components but the pressures are getting better and better.The important point
is that even though its level increases, the velocity error remains acceptable, going
from 0.00017 to 0.00019 when « varies from 10! to 10. ‘

In Fig.5 we illustrate the results obtained with the P1P1 element. We can see
that the above remarks concerning qlml apply to plml apart from the fact that
the boundary effect is more pronounced, even for small h. For plm2, the situation
is different. Even if we can eliminate the oscillations by choosing o bigger then one,
we are left with a perturbation near the corners.This effect is very much reduced if
we increase the number of elements but it is not totally eliminated.To what should
this be attributed? It is not quite clear. It could be a consequence of the fact that,
at the corners, the tangent to the boundary has a sharp discontinuity which affects
the evaluation of the boundary integral. We have made no test to support this con-
jecture.

' We can also use this exemple to show that the persitence of the oscillations
in the pressure field produced by Mini is related to the size of the coefficients in
the equivalent formulation (13). Indeed, if we implement the Mini element using
that formulation, we can modify the regularizing term by multiplying the coeffi-
cient Cx/Ax by a constant § bigger then one.We stress the fact that this does
not correspond to a simple modification of the bubble function. The results corre-
sponding to 8 = 10 are shown in the bottom left of Fig.4 where one can see that
the oscillations have been smoothed out.(This has been confirmed by other tests
including one on the driven cavity discussed in 5.3). Unfortunately, this increases
the velocity error by a factor of two. Since the resulting pressure field is very similar
to that given by plml, and since implementing (13) is obviously more costly, it can
be thought that the use of the Mini element is not really competitive.

To end the study of this exemple, we produce the velocity field obtained with
plm2 for @ = 10~}, always on the same mesh. Those obtained by the other methods
are almost undistinguishable.

5.2. A body force problem

This problem was suggested by Sani and al.[7]. If the appropriate (polynomial) body
force is calculated from (1), the solution of the Stokes problem which vanishes on
the boundary of the unit square, is

uy = 222(1 — z)%y(1 — y)(1 - 29)
uy = ;29:(% - z)(1 - 2z)y%(1 —y)?
p=z°—Y

This solution is very smooth and, for this problem, even an element of doubfull
quality such as the Q1P0 will converge at optimal rate. On the other end, the
boundary conditions being homogeneous, we expect that their enforcement does
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not create any problem either. In fact, whether we solved the system itself or its
penalized version, the rates of convergence were O(h?) for the velocity and O(h!-?)
for the pressure.

We have restricted our attention to two methods, namely plml and plma2.
As expected, in this case qlml is qualitatively equivalent to plml while the same
apply to qlm2 and qlm3 with respect to plm2. The results given by p1m3 exhibit
oscillations similar to those observed on the last exemple but of smaller amplitude.

In Fig.6 we present the pressure fields obtained by using both methods for
a = 0.1,1 and 10 respectively. For plm1,the best choice is a = 0.1 and, fora > 1
the boundary behaviour deteriorates, mainly near the origin where the pressure is
too small. We computed the errors in each case: the pressure error takes the values
0.00148, 0.00852 and 0.01414 while, for the velocity, we get 0.000187, 0.000573 and
0.000964. Hence as a goes from 1 to 10 the total error is roughly multiplied by 10.
On the other hand, for plm2, the choice of « is not so crucial. The corresponding
errors are 0.00110, 0.00130, 0.00308 for the pressure and 0.000182, 0.000188 and
0.000265 for the velocity, the total error being essentially multiplied by 3. Thus the
practical advantage of consistancy appears to be that the results are not so sensitive
to the choice of the parameter.

In most of the tests that we've made the best value of a was between 0.1 and
1 for piml or qlml, although in some cases the boundary dicrepancy was always
visible even for small h. On the other hand for plm2, qlm2 and qlm3 we usually
had very acceptable results for o around 1, mainly when taking h small enough to
controll the corner effect observed on the exemple 5.1.

5.3. The lid-driven cavity

To conclude this section, we present the results of various tests on the popular lid-
driven cavity problem. Unlike the preceeding exemple, this one is known to be very
stiff because of irregular boundary conditions. Of course the discrete flux condition
is satisfied here too.

We first treated the ”flow through” case, i.e.

{(1,0) ify=1

€= 1(0,0) otherwise

The resulting pressure fields are presented in fig.7 where we plotted the level curves
corresponding to
p==i, ¢t =1,11

All the results are quite acceptable except, maybe, those given by p1m3. We selected
» optimal” values for a. In fact, for & < 0.01, oscillations such as those appearing in
the plm3 case would be visible in the other ones too. This confirms that, as far as
pressure calculations is concerned, Mini is not really competitive. In fig.8, we show
the velocity fields computed with qlml and qlm2. Those obtained with the other
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formulations are similar.

We repeated the calculations on a distorted mesh. As shown in fig.9, all the
methods appear to be robust and continue to give acceptable results. We also used
the same mesh for the exemple 5.1. There the situation was different. For plm1, with
o = 0.1, the pressure field was everywhere polluted by oscillations. To suppress these
oscillations we had to increase o but that aggravated the bad boundary behaviour.
To the contrary, for & = 1.0, the pressure field given by plm2 was barely affected
by the mesh perturbation. Here again, consistency seems to improve stability.

Finally, in fig.9, we illustrate the results given on a regular mesh, by plm1l and
plm2, for the more difficult case of a contained flow, i.e.

_J(1,0) ifo<y<1
€= 1(0,0) otherwise

For "optimal” «, the results are again very acceptable.

6. Conclusion

We have studied three different regularization procedures for the resolution of 2D
Stokes problem. Their interest lies in the fact that they can be used with low equal-
order C%-approximations such as P1-P1 or Q1-Ql.

In the P1-P1 case, we have compared the results given by two such formula-
tions to those given by the Mini element. To this end, we have shown that, as far
as pressure calculations were concerned, the use of that element was equivalent to
a weighted regularization procedure similar to that of Brezzi and Pitkdranta. In
particular, we were able to explain the persistence of small amplitude oscillations in
~ the pressure field produced by Mini and to show that, as such, this element behaved

worst then a regularized P1-P1.

_From the computational standpoint, when used with equal-order element, reg-
ularized formulations are attractive but they require the choice of a parameter.
Various tests indicate that this choice is easier if a consistent formulation is used.
We studied two of these, one due to Hughes and al. which is also valid in the 3D
context but which reduces to the Brezzi-Pitkaranta one in the P1-P1 case and one of
our own which gives an improvement for both elements but which does not apply in
3D. Both methods behaved rather well with the parameter set to the value one and
appear to be robust. On the other end, with the right «, inconsistent formulations
can give very satisfactory results. Unfortunately they appear to be more sensitive
to mesh perturbation.

An interesting quality of the Brezzi-Pitkiranta formulation is that it leads to
a symmetric linear system, which is not the case with the other two. One way of
retaining this advantage for consistent schemes would be to develop iterative proce-
dures where the non-symmetric term could be sent to the right-hand side. Another
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interesting point to investigate is the development of consistent formulations per-
taining to the P1-P1 element in 3D. In the light of this work, this could lead to
interesting new Stokes solvers.
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