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ABSTRACT

In this paper we study the class of acyclic fork-join queueing networks that arise in var-
ious applications, including parallel processing and flexible manufacturing. In such queueing
networks, a fork describes the simultaneous creation of several new customers which are sent
to different queues. The corresponding join occurs when the services of all these new cus-
tomers are completed. We derive the evolution equations that govern the behavior of such
networks. From this, we obtain the stability conditions and develop upper and lower bounds
on the network response times. These bounds are based on stochastic ordering principles and
apply under general workload assumptions.
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RESEAUX ACYCLIQUES DE FILES
D'ATTENTE AVEC DES SYNCHRONISATIONS
DE TYPE FORK-JOIN
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Résumé

Cet article étudie une classe de réseaux acycliques de files d'attente
synchronisées qui apparait dans de nombreuses applications dont
I'algorithmique parallele et la productique. Dans un tel réseau, un "Fork"
décrit la création simultanée de plusieurs clients destinés a des files
d'attente différentes. Le "Join" correspondant prend place lorsque les
services de ces divers clients sont tous terminés. On établit les équations
qui gouvernent ['évolution de ces réseaux. On en deduit les conditions de
stabilité ainsi que des bornes supérieures et inférieures sur les temps de
réponse. Ces bornes se fondent sur des méthodes d'ordonnancement
stochastique et sont calculables lorsque les processus d'arrivée et de service

sont de renouvellement.
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In this paper we study the class of acyclic fork-join queueing networks, in short ” AFJQN’s”, that
arise in the performance analysis of parallel processing applications and flexible manufacturing
systems. We obtain the stability conditions and develop upper and lower bounds on the performance
of this class of networks under very general workload assumptions.

AFJQN’s arise very naturally in parallel processing applications. Many parallel programs are
decomposed into tasks, each of which can execute on a separate processor. The division of the
parallel program into tasks can be described by a directed graph where the nodes correspond to
tasks and the directed edges represent the precedence relations between the tasks. In many cases,
the underlying graph is acyclic and the program is implemented with the use of fork and join
constructs. Briefly, a fork exists at each point in a parallel program that one or more tasks can
be initiated simultaneously. A join occurs whenever a task is allowed to begin execution following
the completion of one or more other tasks. Forks and joins reflect themselves in the underlying
computation graph in the following manner. A task that has one or more outgoing edges corresponds
to a fork. A task with one or more incoming edges corresponds to a join. These are exemplified by
the parbegin and parend constructs that are available in parallel programming languages such
as Concurrent Pascal [Br 75], Concurrent Sequential Processes (CSP)[Ho 78], and Ada [Py 81].

Consider a multiple processor system where each task in a specific program is mapped onto
a separate processor. The execution of a single program request can be described as follows: (i)
Upon completion of a marked task, tokens associated with the program are routed to each processor
handling the tasks that follow the marked task in the underlying computation graph; (ii) Once a
processor has received tokens from all tasks that precede a marked task in the computation graph,
this processor is allowed to execute it. Let this system be required to service a stream of requests
corresponding to different instances of that program and assume each processor executes its tasks
in the order defined by the program arrival dates. We have described, in brief, an AFJQN. Figure -
1a illustrates a hypothetical parallel program using forks and joins and Figure 1b illustrates the
associated fork-join queueing network.

AFJQN’s also arise naturally in the context of flexible manufacturing systems. In production
lines, objects are built by assembling multiple parts together. The successive assembly steps are
described by an acyclic graph where the nodes correspond to assembly operations and the edges to
precedence constraints between these operations. Here, a join occurs whenever all the parts to be
produced by the operations that precede a marked operation have to be available in order to begin
assembling. A fork occurs at points where several assembly operations are initiated simultaneously
( for instance at points where the production of some part is followed in the underlying graph by
several assembly operations to be done on this same part ). Assume each assembly operation is
allocated to a specific machine. We have another instance of AFJQN when identifying assembly
machines with the servers of the queueing network and the parts with its customers.

Apart from the subclass of Jackson series networks, the type of queueing networks we consider
here remain basically unsolved. It can be shown that the ”synchronisations” induced by the forks
and the joins destroy all nice properties like insensitivity or product form, so that every probiem
becomes computationally hard. Initially, most attention focussed on fork-join networks consisting
of B queues in parallel. In this case, exact solutions have been provided for B = 2 in [FH 84] and
[Ba 85]. Approximate solutions and bounds have been provided for arbitrary values of B in [BM
85], [NT 85], [TY 86] and [BMS 87]. Conditions for stability have been presented for arbitrary
values of B in [BM 85] and [Si 87]. Last, models have been developed for programs exhibiting
parallel fork-join structures that are executed on multiple processors serving a single queue in
[KW 85] and [NTT 87]. Series-parallel Fork Join queueing networks have been introduced in [BM
85], where stability condition and bounds were derived.

Several classes of stochastic ordering prixiciples have been considered in the queueing literature
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( see [St 84] for a comprehensive treatment of the issue ). It was shown for instance, that an
increased input ( resp. decreased output ) intensity leads to higher ( resp. reduced ) moments
of the waiting or response times for wide classes of queueing systems ( see [Wh 81| ). Another
type of ordering comes from the idea that an increased variability of either the input or the service
statistics should also lead to higher waiting or response times. This has been discussed by several
authors in the context of isolated queues ( see (St 84], [Ha 84], [Wh 84],[BM 85b] ). The latter
ordering principle was used in [BM 85| ( resp. [BM 85b] ) to compare the moments of the delays
experienced by customers traversing parallel ( resp. series-parallel ) fork-join queueing networks to
the related moments of product form networks. Both upper and lower bounds were derived using
this principle.

A third type of ordering arises when a set of random variables (RV’s) are associated. In this
case the statistics of the maximum over these RV’s are bounded by the maximum of the marginals
of these RV’s . This approach was used in [NT 85} and [BMS 87| to develop upper bounds on the
moments of the delays experienced by customers traversing a parallel fork-join network.

The aim of this paper is to extend the scope of these ordering and bounding techniques to
the class of arbitrary AFJQN’s which are rigorously defined in Section 2. The equations governing
the behavior of these networks are provided in Section 3. This section also contains necessary and
sufficient conditions for the stability of these networks under fairly general statistical assumptions.
This stability result is based on an extension of Loynes’ method [Lo 62] to this class of queueing
networks. Bounds based on convex ordering are described in Section 4. Although these arguments
yield upper and lower bounds on the moments of customer delays, tighter upper bounds are obtained
in Section 5 using stochastic ordering properties of associated RV’s. Sections 6 and 7 are devoted
to the derivation of bounds of practical interest based on convex ordering and associated RV’s
respectively. All these bounds exhibit the same stability condition as the initial queueing system.

2 Notation and definitions

We are concerned with the delays that customers experience when they traverse an Acyclic
Fork-Join Queueing Network 3. Here B is represented by an acyclic graph G = (V, E) where V is
a set of B FIFO queues labeled i = 1,..., B and E is a set of links such that (¢,5) ¢ E implies 7 > §
(such an ordering is always possible in an acyclic graph). '

Define the set of immediate predecessors of queue 1, p(t), to be the set of queues that have a
direct link to queue ¢

p()={se(1,B) [ (5,) e E'} (2.1)

and the set of immediate successors of queue 1, 5(), to be the set of queues to which s has a direct
link .

s()={je(1,B)|(5,7) e E }. (2.2)

Define the set of predecessors of queue ¢, 7 (1), to be the set of queues that have a (possibly)
indirect link to queue 1 :

(i) = (i Jp() JP?6)-. [ "1 (9), (2.3)

where p(X) denotes the set of immediate predecessors of the queue of X, a subset of (1, ..., B) and
p"(X) denotes p(p(..p(X))..)).



We also denote as s(0) the set of queues with no incoming links and as p(B + 1) the set of
queues with no outgoing link. It will be assumed that the numbering of queues is such that

8(0) = (1"">BO)) Bo< B (24)

and

p(B+1)=(Bi,..,B), B1<B. (2.5)

Observe that p(f) = 0 if ¢ € s(0) and s(s) =0 if ¢ € p(B + 1).

We associate with queue j, 1 < j < B, a sequence {03} , where o7, ¢ R represents the
service requirement of the n-th customer to enter this queue. Queue j behaves as a single server
FIFO queue so that an arrival pattern {a’}$° to this queue together with the sequence {03 }5° fully
determine the sequence of service completion dates ( using the Lindley-Loynes equations ).

Definition 0

An acyclic queuing network, as defined above, is an it Acyclic Fork-Join Queueing Network if it
obeys the following rules:.

(i) There is a single ezogeneous arrival stream with pattern ag =0 < a; < .. <ap <
..€Rt. The n-th customer arrival to queue i, 1 < i < By, coincides with the n-th
date of this ezogeneous stream. A stated above, this fully determines the sequence of
service completion in the queues 1 < 53 < Bo.

(11) A service completion in queue 1 does not systematically trigger an arrival to a queue of
s(1). The arrivals to queue §, 7 > Bo, are precisely generated as follows: assume the
sequence of service completions is known for all queves 1 <1 < j, where Bo < j < B.
The n-th customer arrival to queue §, al,, coincides with the latest of the n-th service
completions in the queues of p(7). Due to the acyclic structure of V, this successively
defines the arrival patterns in queuve By +1,Bo + 2, ..., B.

(11i) There is a single output stream out of this network. Its n-th event coincides with the
latest of the n-th service completions in the queues By,By +1,...,B.

As it will be seen in the next section, these three rules fully determine the evolution of the queueing
network.

Some of the bounds dicussed in the application sections 6 and 7 will only apply to certain
- subclasses of AFJQN’s, namely parallel and series networks. An AFJQN 2 is said to be a parallel
one with K > 2 subnetworks with respective underlying graphs Gy = (Vi, Ex), 1 < k < K, if its
graph G is decomposable into the K disconnected subgraphs Gy, ...,Gx. An AFJQN J is said to
be a series one with K > 2 subnetworks with respective underlying graphs Gx = (Vi, Ex), 1 <
k < K, if its graph G is connected and exhibits the following property: There are K — 1 vertices
1 <1y <f{3.. <ig_1 < B such that there are no direct links between the vertices of (1,..,ix — 1)
and those of (ix +1,..B) for all 1< k < K — 1. The graph G is the defined as the restriction of
G to the vertices (fy—1 +1,..,1;), where ip = 0 and 1 x = B. Figure 2 illustrates a parallel AFIQN
and a series AFJQN.

3 Evolution equations and steady state
Forn > 0and 1 < < B, let 0% ¢ Rt be the service requirement of the n-th customer to
be served in queue ¢ ( there is hence a zero-th customer !) and 7, be the n-th interarrival of the

exogeneous stream : 7, = Gnp4; — @n, # > 0. Similarly, let d%, ¢ Rt be the delay between the
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n-th exogeneous arrival date and the beginning of the n-th service in queue 1 and R, be the n-th
network response time defined as the delay between the n-th exogeneous arrival and the n-th date
of the global departure process.

Lemma 1
Assume the network 1s empty at time 0. Then, for n > 0,

dn+1 maz(max( +1+an+1) d. +a,’,; - Tn), (3.1)

where the mazimum over an empty set is zero by convention and

d} = max (d) + o}). (3.2)

sep(s)

The n-th network response time, R,, is given by

_ 3
R, ";?gfl)(d‘ +03,). (3.3)

Proof

The boundary condition (3.2) follows from the assumption on the initial condition and from rules
(¥) and (s7) that define AFJQN’s. For 5 such that 1 < j < By, the inputs in queue 7 coincide with
the exogeneous arrivals and dJ is thus the n-th waiting time in a FIFO queues with interarrival
sequence {r,}§° and service requirements {07}3°. We have hence the classical Lindley-Loynes
equations

i, =maz(0,d5 + 0l —1,), n>0, 1<j< By, (3.4)

which is exactly equation (3.1) since p(5) = 0

Let j be such that p(s) # 0, and assume that {d},}§° is known for all i € p(5) so that the n-th
service completion in queue i ¢ p(j) takes place at d¥, + o%. According to rule (i5), the n + 1-st
arrival to queue j takes place at

an+1 + max( nt1 T ”n+1) (3.5)
Since the server of queue j becomes available for serving the n + 1-st customer at time

an +di + 0, (3.6)

it follows that d’, +1 18 equal to the expression in the r.h.s of equation (3.1). Equations (3.1) and
(3.2) are the basnc evolution equations of the network, from which the transient bounds of section
4 and 5 will be derived.

The remainder of this section is devoted to the construction of the stationary regime of such
networks. This construction will be essential in the continuation of the transient bounds to steady
state bounds. Consider the following set of assumptions.

Ho The sequence {r,,02,1 < 5 < Bo}. on (Rt)B*! forms a stationary and ergodic
sequence of integrable RV’s on the probability space (Q, F, P).
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Theorem 2

Let j be fized1 < j < B. Assume Hy holds and that for all i € p(3), d?. converges weakly to a finite
and integrable RV dJ, when n goes to co. Assume in addition that

Elo}] < E[1a] Vi € n(j). : - (3.)

Then the distribution functions of the RV’s d, converge weakly to a finite RV di, when n goes to
00. More precisely, under these conditions, there ezists a sequence of RV's 62, n>0 on (Q, F,P)
such that 67 and dJ, are equivalent in law for alln > 0 (dJ, =, 6] ) and &} increases pathwise to
a finite imit §, when n goes to co.

The proof is presented in Appendix 1.
4 Bounds based on convex ordering
We are now in position to prove the stochastic ordering result. Consider a network 8 in C

and assume that all the RV’s {a,}$ and {02}, 1 < j < B are defined on the probability space
(22, F, P) and are all integrable.

Let now {a,}$° and {62}, 1 < 7 < B, be a set of "smoother” arrival and service processes
on (0, F, P) in the sense that there exists a sub g-algebra say G of F such that for all n > 0,

o = Gn41 — i, = E[rs|G] a.s. (4.1)
and for all 7 in B,
& = Elol|G] a.s. (4.2).

These new variables are smoother than the original ones in the following sense : let b and b be
two non-negative and integrable RV's on ({1, F, P) such that

b= E[bG] a.s. (4.3)
Owing to Jensen’s theorem for conditional expectations, (4.3) entails

1) = F(EBIC]) < E[/(IG)], a.s. (4.4

for all convex nondecreasing function f: Rt — Rt such that the expectations exist. This in turn
entails that for all such f

E[f(})] < E[£(})] (4.5)

which can be rephrased in terms of the convex increasing stochastic ordering of Stoyan [St 84] as
follows :

b < b (4.6)

Observe that b and b have hence the same first moment and higher moments are always larger for
b than for b.



Let Jf, be the delay variable obtained with the new arrival and service pattern {7}, {2},
J =1, B. The main result of this section is the following theorem :

Theorem 3
Foralln>0and1<j<B,

d?, is integrable and d7, < E[d%|G] a.s. (4.7)
Proof
Basis step
Consider the case n = 0 we shall show that (4.7) holds for all ;= 1, B by induction on j.
Basis step

Consider all j such that p(j) = @, equation (3.2) shows that

& =d) =0, : (4.8)
so that (4.7) holds.

Inductive step

Assume that the hypothesis is true for all 1,1 < ¢ < 5 where Bo < 7 < B. It
is plain from (3.2) that d} is then integrable. Applying Jensen’s inequality for
conditional expectations to (3.2) yields

Ed)|G] > m?z()(E[délG] +8), (4.9)
sep(s

so that if the predecessors of j satisfy property (4.7), so does queue j since (4.9)
implies then : '

B[d|G] > max (do + 30)- (4.10)
. sep(s
This completes the proof of the basis step.

Inductive step Assume now that the property (4.7) was established for all queues up to rank n.
We now show that the property holds also for n + 1. This is done by induction on 1 < 5 < B.

Basis step .
Consider all j such that p(j) = 0. (3.1)

)4y = maz(di, + 0}, - 1,0), (4.11)

so that d”, +1 18 also integrable. Jensen’s inequality together with (4.1) and (4.2)
imply that

E{df;+1|G] > maz(E|d}|G] + & — 7, 0) (4.12).

Hence, since (4.7) is satisfied for rank n, we get from (4.12) that

E[d,,|G] > maz(d?, + &) - 7,,0) =d’; a.s.,, 1 < j < By, (4.13)
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so that the property is also true for rank n + 1.
Inductive step

Assume (4.7) holds for all §,1 < i < j, where By < j < B we now show that the
property holds for j. It follows from (3.1) that d2, +11s also integrable. Applying
Jensen’s inequality to (3.1) and using (4.1) and (4.2), we get

E[d},,,|G] > maz( m?zt)(E[di.HlG] +8p41), B[d}|G] + ] - 7). (4.14)
iep(s

Using now the ordering property for rank n, we get

E[df;HlG] > maz(‘;'er:’a(x.;()(E[df,+1|G] + -T—af,H,Jf; + 61 ~ 7,) a.s. (4.15)

Since the property is satisfied for the predecessors of 7, we get that it is then
satisfied by queue j too since (4.15) entails that

Eld ,,|G] > maz(g?;c)(i‘,;ﬂ +5541),dL+ 8~ 7,) =d)qa. (4.16)

This complete the induction step on j.
This completes the induction step on n and proves the lemma.

Remark
Observe that theorem 3 also holds under the weaker assumptions.

7o > E[raG), n2 0 (4.17)
and
5 < El0l|G], n>0, j=1,B. : (4.18)
Corollary 4
Foralln>0andi=1,B.
Proof
Due to Jensen’s inequality
E[f(d3)IG] 2 J(E[d;|G)), (420)

so that using equation (4.7) and the increasingness of f,

E[f(&)6) 2 f(&). (4.21)

8



Equation (4.19) follows now directely from (4.21).

The next corollary shows that if the network achieves steady state in the sense of Theorem 2,
the transient bounds of corollary 4 extend to steady state.

Corollary 5
Assume that both {rn, 03,5 = 1,B}3° and {7a,5},5 =1, B}§° satisfy the condition Ho and that d
and dJ, converge weakly to finite RV’s di, and 2, respectively. Then

di, <o di,. (4.22)

Proof
Assume f(62,) is integrable. Since 67 < 82, and d7, = 63, dl =, &2, it is then easy to prove
that f(d2) and f(d3) are both integrable for all n > 0 so that corollary 4 entails

E[f(83)] = Ef ()] < Elf(d3)] = Elf &2)] (423)
Letting n go to infinity in the inequality
E[f(62)] < E[f(8)] (4.24)
yields the desired result using the bounded convergence theorem.

Remark 1

Consider a two queue series network and denote as Wi, n>0, j=1,2the waiting time of the
n-th customer to enter queue j. We have the following inductions for the RV’s W} initialized by
the condition W§ =0 : '

Wn1+1 = max(W,} + 0'1‘ +an - an+1’Q)’ n2> 0 (425)

and
W:_H = maz(W}? + 02 +d, —dn41,0),n20, (4.26)

where the RV’s {d,}$° are the departure epochs from queue 1:

dpy1 — dn = 0pyy + maz(ani1 — Gn — ol -w},0). (4.27)

Observe that due to the decreasingness of the r.h.s of (4.27), considered as a function of W},
we cannot derive from this any simple comparison result between (dn+1 — dn) and (dnt1 — dn)
when using Jensen’s inequality as before.

We prove in Appendix 2 that there is actually no such general ordering result by considering
two simple stationary queueing systems where an increased variability of the sequence (7, ol) has
the following respective effects :

_It increases the variability of the interdeparture distribution for the first one,

-It decreases it for the second one.

This strongly suggests that the stochastic ordering result of this section, which apply to the
total delays dZ, does not extend to the individual waiting times W] .

5 Bounds based on association



5.1 Association of the delays

Before entering the core of this section, we introduce some terminology that will be useful in
the forthcoming analysis and review the properties of stochastic ordering and associated RV’s that
will be useful to us.

Definition 6 ([BP 75))
Real valued RV’s ay,...,a,, are said to be associated if
cov[h(ay,...,an) , glai,..,an)} >0 (5.1.1)

for all pairs of increasing functions h, g : R — R. Association of RV’s entails the following
properties :

1. Any subset of associated RV’s are associated,
2. Increasing functions of associated RV’s are associated,
3. Independent RV’s are associated,

4. If two sets of associated RV’s are independent of one another, then their unton forms a set of
associated RV’s

5. If ay,...,a, are associated RV’s, then

. <t > . < tl. 1.
P[lréliasx"a, <t > I:IIP[a, <t (5.1.2)

We are now in position to derive the main results. Network 8, {r,}$° and {02}, s = 1,B
are defined as in section 2. The following assumptions will be made throughout the section

Hy {r,}$ s independent of {{c2}}, 1< j < B,
{rn}$ 1s a set of independent RV's and
{{ol, 1< j < B}3}, is a set of independent RV'’s.
Lemma 7
Assume H; holds. For allm >0, {d%,1< j< B, 0< n < m} is a set of associated RV’s .
Proof

We shall actually prove the more general result that {d2,1<3j< B, 0<n<m—1}J{-m,n <
0}U{e2, n >0, 1 < j < B} is a set of associated RV’s for 1 < k < B, m > 0. This is done by
induction on m.

Basis step

Consider the case m = 1. We shall show that {dg,l <j<k}U{~m,n>0}U{ol, n20, 1<
7 < B} is a set of associated RV's for all 1 < k < B by induction on k.

Basis step
Consider all 5 such that p(j) = 0. dg can be expressed as

d =o. (5.1.3)

Consequently, {d}}, 1 < j < Bo is a set of independent RV’s which aiong with
{=7n,n > 0} U{oZ, n > 0,1 < j < B} form a set of associated RV’s according to
property 4.

Inductive step

10



Assume that the hypothesis is true for all 1, 1 < ¢ < k where By < k < B. We now
show that it is also true for k. Note that p(k) # 0. By definition,

d* = max (d} + o) (5.1.4)
sep(k)
which is an increasing function of associated RV’s (note that & < k if i € p(k)).

Therefore it follows that {d}, 1< 5 < k}U{~mm, n > 0}U{0i, n>0, 1< j < B}
is a set of associated RV’s .

This completes the proof of the basis step.

Inductive step

Assume that the hypothesis is true up to m. We now show that the hypothesis holds also for m+1.
This is done by showing that the RV's {dZ, 1< i<k, 0<n < m}U{-7n, n >0} U{02, n >
0, 1 < j < B} are associated for all 1 < k < B by induction on k.

Basis step

We first show that {dZ, 0< n<m, 1 <5< B}U{-m, n>0}U{0%, n>0, 1<
i< BYU{d, +1>» 1<5 < Bo} is a set of associated RV’s . By hypothesis we already
know that {d%, 1<n<m, 1 <5< B}U{-m, n>0}U{0%, n>0,1<j5< B}is
a set of associated RV’s . Now, for 1 < 5 < By.

dfn“ = maz(dl, + 0%, — T, 0) (5.1.5)
is an increasing function of associated RV’s which proves the result.

Inductive step

Assume {d}, 1 < n<m, 1 <j<B}U{-r, n20}U{o%, n 20, 1< ;<
B} U{d},,,, 1 < < k} isaset of associated RV’s for By < i < k where By < k < B.
We now show that the hypothesis holds for k. The expression for d*, 4118

df .= maz(';er;z(il)cc)(d‘;n+1 +0411),dE + 0k — 1) (5.1.6)

which is an increasing function of associated RV’s , hence the result.

This complete the induction step on k and the hypothesis is true for k = B.

This completes the induction step on m and proves the lemma.

Remark

Lemma 7 holds under the weaker assumptions

H',

5.2 Bounds

{rn}& 1s independent of {{02}}, 1 < j < B,
{rn}° 15 a set of associated RV's and
{{s2, 1< j < B}$}, ts a set of associated RV’s.

based on stochastic ordering

This section will mainly deal with distribution functions rather than with RV’s .

Definition 8

of

Let F and G be two distributions functions on R. F 1is said to stochastically dominate G, F >,; G,
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F(z) < G(z), Ve R. (5.2.1)

Ifa and b are two real valued RV’s , we shall say that a >, b whenever

Pla<z] < Plb< z|, Vz e R. ' (5.2.2)

A consequence of the above definition and property 5 of associated RV’s is
Lemma 9

Let (a1,...,a,) be a set of associated real valued RV's with respective distribution function Fy,..., F,.
Let F be the distribution function of maz(ay,...,a,). Then

n
F<a[]F- (5.2.3)
=1

Last, we state the following obvious lemma.
Lemma 10

Let (Fy, ..., F,) and (G, ...,G,) be two families of distribution functions on R. If F; 2, Gi =
1,n, then

F1.F2...Fn - H F,‘ Zat HG, = Gl.Gg...Gn (524)
=1 =1
and
Fl*Fz*..*Fn >t Gl*Gz*..*Gn, (525)

where . and * respectively denote the product and the convolution of distribution functions.

In the sequel, network f is given as in the preceding sections. We denote as 2 (resp. T, )
the distribution functions on R of the RV o7 (resp. - 7,). Notice that £ has it support on R*
and T, on R~. ‘

We define a sequence D%, n > 0, 1 < j < B of distribution function on R by the following’
recursion ) -

D= [] (Bi«xh), s=1,B (5.2.6)
sep(s)
and
Dr{+1 = ( H D:H-l * z;+1)-(bi * 23; * T, ). (5.2.7)
sep(s)
In these definitions, the product over an empty set is always understood as the step distribution

function U defined by

U(t)=0,t<0,U(t)=1,t>0 (5.2.8).
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It can be checked by induction that the RV’s D have their support on R*.
Theorem 11

Assume H; 1s satisfied. Let D, be the distribution function of the RV’s dl, n>0,1<j< B. We
have then - '

Di<,.Di, n>0, j=1,B. (5.2.9)
Proof
The proof is by induction on n. Here df(a) denotes the distribution function of the RV a.
Basis step n = 0. This step is shown by induction on j.
Basis step
Consider queue j where p(j) = 0. D} = D] = U, so that the result holds true.
Inductive step

Assume the theorem is true for By < 5 < B. We now show that it is true for 7 + 1.
Note that p(7) # 0. We have

D3t = [ (Bi*zi)zn ] (Dixsd) (5.2.10)
tep(7+1) sep(5+1)

(by induction hypothesis and lemma 10)

>, df( max db+ o}
Z et f(l'ep(j+l) 0 0)
(by lemma 7 and lemma 9 plus assumption H; which entails that di and o} are
independent RV's).
— Dg+1
(by definition).
This proves the basis step for n.
Inductive step
Assume that the theorem is true for n. We now show that it is true for n + 1 by induction on j.
Basis step
We first it for j € V' such that p(5) =0 :

Dy, =U(D}+%3«T7) 20 U(DL* 55+ T7) (5.2.11)
(induction assumption) '
= df (maz(d’ + o2 — 1, 0))
(by assumption H; which entails that @7 is independent of ¢ — 7,,)
= Dy .-
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This completes the basis step.
Induction step
We now assume the theorem is true for By < j < B and prove it for 7 + 1.We have

DIy =( [I Dir*Zis)) (DA« 31 4T)) (5.2.12)
fep(5+1)
>t ( H (Dn+1 * X, +1)) (Dt 23+ 7).
iep(i+1)

(inductive hypothesis and lemma 10).

>“ df(maz( max (d:H'l + an+1) dj+1 + 0;1;+1 - Tn))
sep(s

(where we used that d%, is independent of ¢f,,, and dj*'of ¢7*! — 7, due to H;,
then that (d% ., + 0% ;) and (di*! +oi%! — 1) form a set of associated RV’s due to
lemma 7 and ﬁnally lemma 9)
+1
=Dy
(by definition).
This concludes the proof of the inductive step, and the proof of the theorem.

The next result concerns the extension of the transient bounds of theorem 12 to steady state.
H, will denote the following set of assumptions :

Hy; Assumption H,,
The sequence {1,}5° is 1.4.d. with 1, integrable,

The sequence {02} 1s 1.4.d. with o}, integrable for all j =1, B.

Theorem 12

Let j be fized 1 < j < B. Assume Hjy holds and that for all i € p(j), DJ converges weakly to a
finite and tntegrable distribution function DJ when n goes to co. Assume in addition that

Elol] < E[r]. (5.2.13)
Then the distribution functions Dz. converge weakly to o finite distribution function f)go when n
goes to co. Denote as D}, the distribution function of dJ,. Under the foregoing assumptions, the

dzstrtbutwn functions DJ converge weakly to a finite distribution function D], when n goes io o
and DJ ‘stochastically dominates D2, namely

(5.2.13)
The proof is found in Appendix 3.

6 Applications of bounds based on convex ordering
The fdllowing set of assumptions will be assumed to hold throughout the section:
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Hgs. The j + 1 sequences {r,}3°, {02}, 7 =1, .., B are mutually independent.

6.1 Determinism minimizes response times

The property that under certain independence assumptions, deterministic interarrival times (
resp. service times ) minimize response times in G/G/1 queues, as shown in [St 84] and [Wh 84],

can be extended to AFJQN’s using Theorem 3.

Let {d7}¢ ( resp. {d2}8° ), 5 = 1,.., B be the response times obtained for the constituting
sequences {7,}5° and {62}¢°, j = 1,..,B (resp. {7,}& and {32}, 5 = 1,.., B ) respectively

defined by the equations:

fn=Elra], n>0
=0, j=1,.,B, n>0

and

fn=7p, ,n2>0
8, =0), j=1,.,B, j#3j, n>0
g% = E[o®], n>0

where 7o is any fixed integer 1 < j, < B.

Corollary 13

For alln >0 and j = 1,.., B, the following inequalities hold
dj gci dz. L Z 0

n

and . .
' J’Z; Lei dz; y,n2>0

Proof

(6.1.3)
(6.1.4)
(6.1.5)

(6.16)

(6.1.7)

Let G (resp. G) be the sub o-fields of F generated by the RV’s {02}, j=1,..,B (resp. {r.}

and {07}8°,5=1,.., B, # jo ). We first get from the independence assumption that

T = E[r,.|é], n>0
7o =E[rn|G], n2>0

and

Gn = E0,|G], n>0 j=1,.,B,
0n = El0,4|G], n>0 j=1,.,B,

so that Theorem 3 entails

d? <E|&|G], n>0 j=1,.,B

and

15
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d <E[d&|G], n>0 j=1,.,B. (6.1.13)

Equations (6.1.6) and (6.1.7) are mere rephrasing of (6.1.12) and (6.1.13) respectively.

The lower bounds (6.1.12) and (6.1.13) on d’, extend to steady state when the constituting
sequences {7,}$° and {07}$°, j = 1,.., B satisfy the assumptions of Theorem 2. Indeed, these
conditions entail that both the constituting sequences {7, }$°, {64}, s =1,.., B and {7,}§ and
{33}&, 7 = 1,.., B satisfy the assumptions of Theorem 2. Hence Corollary 5 applies to show that
the bounds of Corollary 13 extend to steady state, namely

t

I <eidl, 7=1,.,B, (6.1.14)
I, <.d,, j=1,.,B. (6.1.15)

6.2 Networks in random environment

The problem of determining the statistics of isolated queues with time varying interarrival
times was considered in the markovian case in [Ma 85]. For the general G/G/1 FIFO queue,
bounds are also available when the variations depend upon an independent stationary and ergodic
”environment” process. It was shown in [BM 86] that the waiting time statistics in such a queueing
system are bounded from below by those of the same queue with the environment process kept to
its mean value (see also [Ro 83]). Theorem 3 allows to extend this result to any AFJQN 8. As in
[BM 86], the environment process is assumed to be a non-negative real-valued stochastic process
V(t),t € R on (0, F, P) being ergodic and stationary. Two stationary and ergodic sequences of
nonnegative RV’s are assumed to be given: {7,} and {07}, 7 = 1,.., B. All these RV’s are
assumed to be integrable with E[V (¢)] = 1 holding in particular. The modulation of the arrival
process is obtained by accelerating time proportionally to V, so that the effective interarrival times
in the random environment network are given by the sequence {#,}§° defined by

Gt
f,,:/ V(s)ds, n>0. . (62.1)

Let {d}}$° ( resp. {dZ, §° ) be the response times obtained for the constituting sequences
{7fn} (resp. {rn}® ) and {02}, s=1,..,B.
Corollary 14

If the stochastic process V(t),t ¢ R 1s independent of {r,}& and {62}, 7 = 1,.., B, then the
following tnequality holds for alln > 0and5=1,.,B

di > di. (6.2.2)

n =~

Proof

Let G be the sub o-fields of F generated by the RV’s {02}, 7 =1,.., B and {r,}§°. It was shown
in [BM 86] that under the enforced assumptions, for all n > 0

' E[#a|G] = 7. (6.2.3)

Equation (6.2.2) is now obtained as a direct consequence of Theorem 3.
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Consider a fixed queue j. Observe that under the foregoing assumptions, if {#»}$° and
{02}8°,7 = 1, .., B satisfy the conditions of Theorem 2 for 7, then, {r,}& and {02}¢&,7=1,.,B
also satisfy the conditions of Theorem 2 for j, so that the bounds of Corollary 14 then extend to
steady state, namely

— oo

di_ > di. (6.2.4)

6.3 Bounds on parallel networks

Theorem 3 also provides lower and upper bounds for the following problem, a particular case
of which was considered in [BM 85]. Let 8 be any AFJQN made of K AFJQ subnetworks a;,..,ax
in parallel with respective underlying graphs G; = (V}, E}), 1 <1 < K. Denote as R, the n-th
network response time:

R, = max (& +0}) (6.3.1)

for the constituting sequences {r,}3° and {¢2}$°, j = 1,.., B. Let R!, denote the n-th response
time in the subnetwork o; , 1 <! < K for the constituting sequences {7,}$° and {02}, 7 ¢ Vi.

R = di + o7 6.3.2
n .-e,f,'(‘g’il)( 2 +al), (6.3.2)

where p;(B + 1) denotes the queues of p(B +1) which belong to V;. Owing to the parallel structure
of 3, we have

— !
R, = max R,,. (6.3.3)

Let finally ft’f, denote the n-th response time in «a; for the constituting sequence {7} and
{6216°,4 =1, .., B, defined by equations (6.1.1) and (6.1.2).

Corollary 15
Foralln>0 : _
R, >.; max R!. (6.3.4)
1<I<K
Proof

It was established in the proof of Corollary 13 that

d2 < E|&|G], n>0 j=1,.,B (6.3.5)

This and Jensen’s Theorem can be used in (6.3.3) to yield

RL<ER\G], n>0 I=1,.,K. (6.3.6)

Using now this last inequality and Jensen’s Theorem in (6.3.4), we get
E[R,|G] > max E[R.|G], n>0. (6.3.7)
1<I<K
Combining equations (6.3.6) and (6.3.7), we finally obtain
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7] > R} > 3.
E[R,|G] > 12?}(}{”’ n >0, (6.3.8)

which implies (6.3.4).
Remark

Notice that due to our mutual independence assumption on the sequences {03}, j = 1,., B,
the sequences {ﬁ’f,}3°, 1 = 1,..,, K are mutually independent as well. In other words, Corollary
14 allows us to derive lower bounds for the network response times that reduce to computing the
maximum of K independent RV’s being the response times of subnetworks of smaller size than the
initial one.

Upper bounds can also be obtained using convex ordering in the following particular case: as-
sume the arrival process is divisible in the sense that there exist K mutually independent sequences
of RV’s {¥!}S° which satisfy the mean condition:

K qu
4T
T = -Z-:—';—{‘—" n>0. (6.3.9)
Let d7 (resp. Rf,)ldenote the delay between the n-th arrival and the beginning of the n-th service
in queue j (resp. the n-th response time) in V; for the constituting sequence {¥} }5° and {0}§°,7 =
1, ..,B,j € Q.

Corollary 16
Foralln>0
R, <. max R!. (6.3.10)
1<I<K
Proof

Let G be the sub o-algebra of F generated by the RV’s {r,}3° and {0}, 5 = 1,..,B. For all
n > 0, We get from the exchangeability of the RV’s {#.}$° and the independence assumptions that
for all n > 0,

E¥)=r1,. (6.3.11)
Using Jensen’s inequality in
1
_ 3.12
R, max R, (6.3.12)
we get
Ie JEP 3 Al T EPT 7y fnon en
P
B{ max TnIG] 2 max max (E[d|C] + o}) (6.3.13)
This together with Theorem 3 entail
J > 3 7)) = .3.14
E[max T.|G] > max max(d}, +07) = Tn, (6.3.14)

which completes the proof of {6.3.10).
Notice that for this upper bound too, the RV’s T are mutually independent and can be

obtained by considering subnetworks of smaller dimensions than the initial one. Observe that if
{ra}3° and {03}, s = 1,.,B (resp. {#}& and {02}, j = 1,.., ) satisfy the conditions of

18



Theorem 2 for all 5 = 1,.., B, the bounds of Corollary 15 ( resp. 16 ) then extend to steady state
namely,

. l
Reo > 1I<nz%xx R... (6.3.15)
and
< - 6.3.16
R <ei 1x_<_nza$)§\’ Roo ( 3 )

6.4 Bounds on series networks

Let 8 be any AFJQN made of K AFJQ subnetworks a;,..,ax in series with respective underlying
graphs G; = (Vi, E;), 1 <1 < K. Owing to the series structure of the network, the subnetworks
B!, 1< 1 < K of B obtained by considering only the queues of V; |J..|JV; are also in the AFJQN
class. Let R! denote the n-th response time in B; for the constituting sequences {7,}§° and
{02}8,7=1,.,B,7 € ViJ..UVi. Let also t!, denote the n-th interdeparture time of the output
stream of 3;':

th,=R,,,-R,, n>o. (6.4.1)

Owing to the series structure of 8, R,, can de decomposed into the sum:

K .
R.=) ph, n20 (6.4.2)
=1

where p}, denotes the n-th response time in the AFJQN ¢, for the interarrival times sequence
{t!71}8° and the service times sequence {07 }$°, 7 in V; and where t0 stands for 7,, n > 0.

Similarly, let !, denote the n-th response time in the AFJQN qy, for the constituting sequences
{:71}8° and {52}8°, j in Vi, where

tt = E[t! , n>0 6.4.3
n n

& = a", eV, n>0. 6.4.4
n n J

Corollary 17
For all n > 0, the following inequality holds

K
E[Rn] > ) E[fh). (6.4.5)
I=1

Proof

Let G; be the sub o-algebra of F generated by the RV’s {r,}¢& and {¢3}°, j=1,.,B,jin
VilJ...lUVk. Owing to the independence assumptions, we have , foralln >0, 1<I< K

E[t;|Gi] = Elts] (6.4.6)

and, for all y e V} . :
E[0l|G] =07 eV (6.4.7)
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Hence, Theorem 3 applied to the network a, entails that, foralln >0, 1<I< K

BloLIG] 2 7. (6.4.8)

This together with equation (6.4.2) readily entail (6.4.3).

Observe that (6.4.5) obviously holds at steady state provided the first moments involved in
this equation converge.

7 Applications of bounds based on association

The condition H; will be assumed to hold throughout the section so that the assumptions of
Lemma 7 and Theorem 12 are satisfied.

7.1 Bounds on paralle]l networks
The notations are those of section 6.3: R, ( resp. R’ ) denotes the n-th response time in 8

(resp. a1, 1 <1 < K ) for the constituting sequences {7,}3 and {¢%}8 j = 1,.., B. Under the
foregoing assumptions, we have the following strengthening of corollary 16

Corollary 18
Foralln>0
df(Ra) < [[ dr(BL). (7.1.1)
1<ISK
Proof

It was established in Lemma 7 that the RV’s {d}$°, j = 1, .., B. are associated. Hence, the RV’s
RL, n >0, 1 <l < K, which are given by (6.3.2) in terms of increasing functions of associated
RV’s, are also associated, owing to property 2 of associated RV’s. Equation (7.1.1) is hence a direct
consequence of property 5 (equation (5.1.2)) of association.

Assume the stability condition of Theorem 2 is satisfied. ( Observe that condition H; is
stronger than condition Hy. ) Then, the random vectors {d’}, j = 1,.., B converge weakly to a
finite random vector {d7_}, j = 1, .., B when n goes to co. This in turn implies that the random
vectors {R.}, I = 1,..,K ( resp. the RV’s R, ) converge weakly to a finite random vector ( resp.

RV ) {R.}, I=1,..,K (resp. Ry ) when n goes to co.
Applying now proposition (1.2.3) of [St 84] to the weakly converging sequences df(R,,) and [, <, s @/ (R%)
it is plain that equation (7.1.1) extends to steady state, namely T

a'f(ROO) Sct H d‘(Rio)‘ (7'1..2)
1<I<K
The upper bounds of equation (7.1.2) and the lower bounds of equation (6.3.4) are exampliﬁed in
Figure 3. '

7.2 More general bounds. Relation to resequencing

We consider now the case of more general AFJQN’s. For these networks, we show that The-
orems 11 and 12 can be used to provide computable upper bounds which relate to resequencing
models analyzed earlier in [BGP 84]. The discussion of these bounds will be limited to steady
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state. It is assumed that each queue satisfies the assumptions of Theorem 12, so that the distri-
bution functions D, ( resp. D7), j = 1,., B converge weakly to a proper distribution function
DI ( resp.D7 ) when n goes to co and DI < Di_ for all 1 < j < B. Denoting as 7 ( resp.
T- ) the common distribution function of the RV’s {gg;}, j=1,.,B. (resp. —{mn}), it follows
from equation (5.2.7) that the distribution functions DI, 7 =1,.,B satisfy the set of equations

(7.2.1)-(7.2.3) below :

DI, =U(DL *= %T"7), (7.2.1)
for § such that p(j) = @ and
DI = AT (DL xX7 *T7), (7.2.2)
for j such that p(7) # @, where
A= [ Di+=" (7.2.3)
sep(7)

This set of functional equations can be solved recursively as follows:

First compute the solution Dgx, of equation (7.2.1) for all 1 < j £ Bg. This equation is
the functional equation satisfied by the distribution function of the stationary waiting times in a
GI/GI/1 queue with service times distributed according to £7 and (negative) interarrival times
according to T ™.

. Next, compute by induction ng“,..,ﬁg as follows. Assume that the distribution functions
DL ,..,Di=1 are known for some j > Bo. Notice first that this and equation (7.2.3) fully determine
the distribution function A’ on R*. Hence, the only unknown in equation (7.2.2) is Di_ . This
equation is the functional equation satisfied by the distribution function of the stationary end-to-
end delays in a GI/GI/GI/1 resequencing queue as considered in [BGP 84] with desordering times
distributed according to A7, sevice times distributed according to L7 and (negative) interarrival
times according to T ™.

The end of this section is devoted to computational problems related to the solution of these
functional equations. General techniques for solving (7.2.1) are well known ( see for instance [Co
85] for a detailled discussion )

We consider now equation (7.2.2), the general form of which is
D=A(D*Z*T7), (7.2.4)

where A, T and T~ are known distribution functions on B with their support on RY, R* and
R~ respectively, C =X «T~ hasa negative mean and D is the unknown distribution function on
R,. Closed form solutions have been derived for the solution of (7.2.4) in [BGP 84] for certain
classes of distribution functions A and T~ namely A hyperexponential and T~ exponential. For
more general classes of distribution functions, it is established in Appendix 3 that the following
numerical schema converges towards the solution of (7.2.1): '

N - t . .
Fpa(t) = A4(2). / Fi(t - u)dC?(u), n 20, t € R, (7.2.5)
—o0
where C? = X7 * T_ and
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Fi=Al. (7.2.6)

Here, the functions F,(t), t € R are distribution functions on R with support on R* and the
convergence of F, towards the solution of (7.2.1) has to be understood in the sense of the weak
convergence.

In conclusion, Theorems 11 and 12 provide a general method to compute upper bounds on
the stationary delays through AFJQN’s with i.i.d. constituting sequences. The computation of
these bounds reduces to determining By stationary waiting time distribution functions of GI/GI/1
queues and B — By stationary state end-to-end delays in GI/GI/GI/1 resequencing queues.

Appendix 1

The basic idea for proving theorem 2 consists in generalizing the schema of Loynes for the
response time of a G/G/1 queue ([Lo 62]), to the response times d’, of our network. Let us first
consider the sequence {r,}$ and {02}S° for all j ¢ 1,B as the right half of certain bi-infinite
sequences {r,}7% and {02}7% on (0, F,P). We shall assume that (2, F, P) is the canonical

o0
space. Hence P will be assumed to be 0 -invariant (stationary) and #-ergodic. Let us denote by

7 the difference a; — ao, and by o7 the variable 03. Consider now the schema {62}5° defined by
8y =d},and forn >0:

6j+1 of = maz(_ma(x_)((&,';ﬂ +0*)0#), 62 +07 —1). (A.1.1)
€ pl2

n

Lemma 1
For any j € B, the sequence {62 }n>0 18 increasing.
Proof

Let us first prove this for 1 < 5 < Bg. It is clear that 6'1’. >0= 5’ Assume now that §J > 5’ _y for
some n > 1. From (A.1.1), we get :

8341 00 = maz(0, & + o7 — 1) > maz(0, &

”n—

L +o'—1)=6l00,1<j< B, (4.12)

By induction, the 62, s are thus increasing.

Now consider j such that p(s) # @. By the induction hypothesis, we can assume that the RV’s
6] are increasing in n for 1 € p(7). We prove first that 5" > 5’ We have

608 = maa:(max(&‘ +0%) 06,80 +07 ~7) > m?x((é' +0')ob) > ma.x ((50 +0%)08), (A.13)
sep(s sep(s)

where we have used our assumption 6} > §§. Notice that the last expression is & © 8 so that the
property is proved. Assuming now that §J > 6"‘ 1> by (A.1.1) we get

81 00 2 maz(max (6141 +0%) 06),61_, + 07 = 7). (A.14)
sep(J

Since the 6] are increasing for s ¢ p(5) we get from the last expression that
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bhs1002 maz(max (8,1, + %) 06), 6]_y+07 1)) =6]08 (A.15)
sep(y

and so §J increases in n.
Lemma 2

Let 63, be the limiting value of the increasing sequence 62 when n goes to infinity. Under the
assumptions of theorem 2, 6], < oo. If there exists an 1 € n(j) such that Elol] > Elr,] then
83, = o0 a.s.

Proof The limiting variables 67, satisfy the pathwise equation :

6 08 = maz(m%zc)((5;° +0%)09), 85, +07 —1) (A.1.8)
iep(s

For 1 < 5 < By, (A.1.6) reduces to

62, 0 0 = maz(0,6%, + 07 — ). (A.1.7)

Equation (A.1.7) shows that the event {§I, = oo} is #-invariant. Therefore, this event is either
of probability 0 or 1. Assume that it is of probability 1. By the increasingness property we have

E[maz(0, 6]+ 0’ — 1) - 6]] = E{6],,00 - §)] = E[§],, — 6] > 0. (A.18)

iFrom this we get
lim E[maz(0, 6 + 07 - r) — 6] > 0. (A.1.9)

Using now Lebesgue’s theorem, this inequality is preserved with limit taken inside the expectation.
If we assume that §] T oo, then we get

E[0?] > E[1]. (A.1.10)

Now taking the contrapositive of this argument, we see that

Elo?] < E[r] (A.1.11)

is sufficient to have 62, finite a.e. This completes the proof of the first part of the lemma for
1< 5 < Bo.

Let 7 be such that Bo < j < Bg. Assume now that for all { ¢ x(5), 65, is a.e. finite and
integrable. The proof that condition (A.1.11) entails 87, finite a.e. proceeds as follows.. The event
{62, = oo} is shown to be f-invariant from (A.1.6). The inequality

lim sup E’[(max(‘ma(.).c)((é"+1 +0%)08),6i +07 —7)-8])>0 (A.1.12)
sep(s

n
n— 00

is then established using the increasingness of §J and its integrability as in (A.1.8). One also gets
from elementary manipulations that
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Xp = (maz(mex (6hsa + %) 00), 8 +07 = 1) = 8] < (max(Fa +7) 06) + o7 — 1. (4113)
sep(y sepll

;From the increasingness of 6%, 1 € p(7), we get hence
X < (max ((65, +0*)08)+ o’ —1. (A.1.14)
sep(s)

Owing to the integrability assumptions, it follows from (A.1.14) that the The RV’s X, are uniformly
bounded from above by an integrable RV. The Fatou-Lebesgue lemma and (A.1.12) entail then

E[limsup X,] > limsup E[X,] > 0. (A.1.15)
Under the assumption 5; < 0o a.e. for all i € x(5), the hypothesis 63 1 co implies that

limsup X, =’ — 1, (A.1.16)

n

so that queue j satisfies condition (A.1.10). The rest of the proof follows exactly as before.
Proof of Theorem 2

We get by induction that d, = §7 0 8™ (use the fact 7, =7 0f",0) =0 06™,n>0). Hence &
and 67 have the same distribution due to the f-invariance of P. The weak convergence of the law
of dZ, to a proper distribution is now a direct consequence of the increasing a.e. of 62 to the finite
random variable 6.

Appendix 2

1 - A stationary queueing system where an increased variability of interarrivals decreases the vari-
ability of interdeparture times.

Consider a GI/M/1 queue. The steady state distribution for the number of customers just after a

departure is geometrically distributed with parameter o which is the smallest positive real root of
the equation

o=A"(u(1-0)), (A2.1)

where A* denotes the Laplace transform of the interarrival times and p~! the mean service time.
The interdeparture distribution function has hence the following Laplace transform

D*(s)=(1- U)Ekzmk“i —+ (1-0)A" (s)ﬂi - (A.2.2)
=(1-0)A*(s) P 4.-E (A.2.3)

p+s p+s

The mean interdeparture time is hence
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1 1
d= — 1-0)— A24
2 +(1-)3, (42.4)
where denotes the mean interarrival time. Consider the two cases where A* is exponential and
deterministic with the same mean A™!

Al =5 i = (A.2.5)
A} (5) = ezp(- §). (A.2.6)

The distribution function corresponding to A} is larger for convex ‘ordering than the one corre-
sponding to A;. However, 07 > 02 so that d; < d;.

2 - A stationary queueing system where an increased variability of interarrivals increases the vari-
ability of interdeparture times.

Consider a stable D/D/1 queue. Let A denote the intensity of the arrival process. The sta-
tionary interdeparture times have deterministic distribution with mean A~!. Here, an increased
variability of interarrivals increases the variability of interdeparture times.

Appendix 3

In this section, weak convergence of distribution functions on R will be denoted as =>. We
establish first that under the assumptions of Theorem 12

D? = D% (A.3.1)

and . o
D} = D?, (A.3.2)

when n goes to oo, where DZ and f)fx, are proper distribution functions on R*. We establish the
convergence (A.3.2) first. The property is first proved for j such that p(j) = 0. For such a j, D{,
represents the distribution function of the n-th waiting time in a GI/GI/1 FIFO queue and classical
results in queueing theory [Co 85] can be used to establish (A.3.1) provided E[o7] < E[ry).

The convergence (A.3.2) is now established by induction for all By < 7 < B. Assume queues
1,..,5 — 1 to be in steady state for some j such By < j < B. Then equations (5.2.6) and (5.2.7)
read respectively

D=4 (4.3.3)
and
Dl =A(DL+TI+T7), n20, (A.3.4)
where '
A= [T Di =" (4.3.5)
sep(7)
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Let {a2}>=, {02}, and {7,}%_ be independent sequences of ii.d. RV’s with respective dis-
tribution functions A7, £7 and T'~. Consider the R*-valued Markov chain {y]}$° defined by the
recursion

Yi 41 = maz(el ¥l + 05 = 14), 120, (4.3.6)

where
vl =al. (A.3.7)

Using the independence assumptions, it is plain from (A.3.3)-(A.3.5) that df(y%) = Dj for all
n>0.

Denote ag, ag and 7o as o, 07 and r respectively. Using the same formalism as in Appendix 1,
define the Loynes’ schema {2,}$° by the recursion

2}, 100 = maz(alob, 7% + 07 — 1), n >0, (A.3.8)

where

2 =a. (A.3.9)

One proves as in Appendix 1 that 2 increases pathwise with n, zJ =,; y for all n > 0 and

zf;_H of~zi<a’olf+07 —r. ' (A.3.10)

The integrability assimptions are then used in (A.1.10) to prove that the RV’s {2, }5° are bounded
from above by an integrable RV. The remainder of the proof is as in Appendix 1.

The numerical schema (7.2.5)-(7.2.6) is a mere rephrasing of equations (A.3.3)-(A.3.5), so that
its convergence towards the solution of (7.2.1) is a direct consequence of (A.3.2).

We prove now the convergence (A.3.1). It was established in Theorem 11 that under the
assumption Hy

Di<.D) n>»0, j=1,B. (A.3.11)
It follows from the discussion of Appendix 1 that
D} =df(s]), n>0, j=1,B. (A.3.12)

Hence, the convergence (A.3.2)'of b,’, towards a finite distribution function used in (A.3.11) entails
that the increasing sequence 62 cannot converge to co almost surely, which establishes (A.3.1).
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FIGURE 1
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FIGURE 2
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FIGURE 3
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