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PLACEMENT DE FORMES POLYGONALES: 1.

PLACEMENT SIMULTANE EN TRANSLATION

Francis Avnaim et Jean-Daniel Boissonnat

INRIA
Avenue Emile Hugues
06565 VALBONNE

RESUME

Nous nous intérressons au placement en translation et sans recouvrement de plusieurs polygones
l{- Ik dans}un polygone E. Dans le cas ou k=1, nous résolvons le probleme le plus général, c'est
a dire celui ot | et E sont des régions polygonales. L'algorithme proposé trouve l'ensemble de
tous les placements possibles et sa complexité est proche de I'optimum dans le cas le pirefNous
résolvons également le probléme du placement simultané de deux polygones dans un autre et de
- trois polygones dans un parallélogramme. Les algorithmes proposés calculent un placement s'il -
en existe un ou bien calculent une représentation implicite de I'ensemble de tous les placements
possibles. Tous les algorithmes utilisent un petit nombre de primitives géométriques qui
peuvent étre implémentées:sans grandes difficultés. Des résultats expérimentaux sont donnés &
la fin de l'article. Finalement, nous montrons que les méthodes utilisées dans le plan se
" généralisent au cas des polyéd're's. '
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" THE POLYGON CONTAINMENT PROBLEM : 1.

SIMULTANEOUS CONTAINMENT UNDER TRANSLATION

Francis Avnaim and Jean-Daniel Boissonnat

INRIA
Avenue Emile Hugues
06565 VALBONNE

ABSTRACT

We investigate the problem of whether one or several polygons 14...I can be translated to fit
inside another polygon E without overlapping each other. In case that k=1, we present an
algorithm that solves the general case where | and E may be non-convex, may have
(non-convex) holes and even may be non-connected, i.e. may consist of several disjoint
polygons. The algorithm provides the set of all the possible placements and is close to optimal in
the worst-case. We derive also algorithms which simultaneously fit two or three polygons inside
another one. In case of two polygons, the polygons may be non-convex. In case of three polygons,
E is restricted to be a parallelogram. We present algorithms that only find one feasible
placement if one exists, and algorithms that find an implicit representation of the whole feasible
region. All the algorithms make use of only a small set of primitives that can be implemented
rather easily. Experimented results are discussed. Finally, we show that our methods can be
generalized to the case of polyhedra .



I- INTRODUCTION

We investigate the problem of whether one or several polygons l1...Ix can be translated to fit
inside another polygon E without overlapping each other. This problem has been extensively
studied in the past for applications involving only a limited class of shape-types, such as
rectangles. The earliest investigations considered the case where E, l4,...,lk are all rectangles
with the same axis. Such a problem appears, for example, in the cutting of steel, wood or glass
plates. For small problems, most authors use linear programming and dynamic programming
techniques (GG1-3). For larger problems, these techniques do not produce a solution within
acceptable time and tree search and heuristics have been proposed (AA,FZ,H,HF). These
techniques do not apply to more general shapes. In case that E is a sufficiently large rectangle
and that the |; are irregular shapes without holes, Albano and Sappupo have proposed a heuristic
search method (AS). In some situations, however, we have to deal with the case where E and the
l; are irregular shapes, possibly with holes. Moreover, the I; cannot always be assumed to be
much smaller than E, so that approximate and heuristic methods would presumably fail to find a
solution. Such a situation appears in the leather industry: the leather sheets tend to be highly
irregular in shape and contain defective areas that cannot be used. Only a few pieces (usually
four or five) can be cut out of the leather sheet. In order to solve such a problem we need a more
geometric approach.

Non-heuristic solutions to the problem for one polygon, say |, has been studied previously in
the Computational Geometry literature(C, BFM, F). Chazelle derived an algorithm that runs in
time O(n+m) to solve this problem, in the case that both polygons E and | are convex. Here n is
the number of edges of E and m the number of edges of |. The case that | is non-convex but Eis
convex, can be easily reduced to the previous one. The case that E is non-convex but | is convex
is considered in {BFM) and (F). The best algorithm is obtained by Fortune who presents an
O(nm lognm) algorithm. This algorithm is surely close to optimal (in the worst-case sense)
since the feasible region may have O(mn) vertices. This paper presents an algorithm that solves
the general case where | and E may be non-convex, may have (non-convex) holes and even may
be non-connected, i.e. may consist of several disjoint polygons. The algorithm provides the set of
all the possible placements. Its complexity is O(cicgNlogN) where N=cjn+cgm, cj=1+number of
concave vertices of |, co=number of convex vertices of E which are not vertices of the convex
hull of E plus number of edges of the convex hull of E which are not edges of E . This algorithm is
close to optimal, in the worst-case where c,=0(n) and ¢;=0(m), since the feasible region may
have O(n2m2) vertices. In the case of rectilinear polygons the algorithm runs in O(n2m2) time -
and, thus, is optimal.



The problem of simultaneously fitting several polygons inside another one has not received much
attention in the computational geometry literature. Dori and Ben-Bassat deal with the nesting of
congruent replications of a given convex figure within a large rectangular board (DBB). Guibas,
Ramshaw and Stolfi give a necessary and sufficient condition to decide in linear time if two
convex polygons can be made to be disjointly fit into a third convex one. In this paper, we derive
algorithms that compute a feasible placement for two and three polygons to fit inside E without
overlapping each other. In case of two polygons, the polygons may be non-convex, possibly
non-connected and with holes. In case of three polygons, we present an algorithm when E is a
parallelogram. All the methods we present in this paper can be generalized easily o the case of
polyhedra though the complexity of the algorithms and the difficulty to code them up increase
significantly.

A related problem to the polygon containment problem is to find a collision free path for a
polygonal object. This problem has been extensively studied since the early work of
Lozano-Pérez and Wesley (LPW). A survey can be found in (W) and a collection of recent
results in (S). The problem of coordinating the movements of several disks has been studied by
Schwartz and Sharir (SS) and by Yap(Y). Yap has obtained an O(nk) algorithm for the
coordination of k disks (k=2 or 3) inside a polygon with n edges. The algorithm computes only a
subset of the feasible region and then uses a graph search algorithm to find the desired motions.
The construction of the graph is closely related to our problem. The graph represents an
appropriate subset of the free placements, sufficient to guarantee the finding of a path if one
exists; in the polygon containment problem, we are interested in two extreme instances of the
same basic problem: we may be interested in finding the whole set of feasible placements or, on
the other hand, we may be interested in simply reporting one feasible placement if one exists.
Both problems are considered in this paper. ‘



2. THE CONTAINMENT PROBLEM FOR ONE POLYGON

2-1 Notations

All the polygons are supposed to be defined in a reference frame. In the sequel, we identify a
point M in the plane and the corresponding vector OM where O is the origine of the reference
frame. Thus a polygon will be considered either as a set of points or as a set of vectors. We note
C(P,Q) the set of translations that fit P inside Q and O(P,Q) the set of translations that make P to
intersect Q. Note that C(P,Q) and O(P,Q) are related by C(P,Q)=O(P,C_J) if we note A the set of
points which do not belong to A. We note CH(P) the convex hull of polygon P, and T, the
translation of vector u. If A and B are two sets, A - B denotes the set of elements which belong to
AbutnottoB.

In the sequel, we want to fit polygon | inside polygon E. | has m edges and we note ¢; the number
of concave vertices of | plus one. E has n edges. If E is non-convex, CH(E) - E consists of a
number, say pg, of disjoint polygons, the pockets of E. Let vg be the number of concave vertices
of theses pockets (equivalently, v, is the number of convex vertices of E which are not vertices

of the convex hull of E). We note Cg=vg+pg.

2-2 Generalities

Our approach follows Baker, Fortune and Mahaney one (BFM). We reduce the general problem
to several subproblems, where only convex polygons are manipulated; then we combine the
partial results in order to obtain the solution. We recall now some results which will be useful
in the sequel.

Proposition 1 (C): if E and I are convex, C(l,E) is a convex polygon with, at most, n edges
that can be computed in O(n+m) time.

Proposition 2 (C):if E is convex, C(l,E)=C(CH(I),E).

Proposition 3 (GRS): if E and | are convex, O(l,E) is a convex polygon with, at most, n+m
edges that can be computed in O(n+m) time.



Proposition 4 (PS, OWW, WW): Jet P and Q be two polygons with p and q edges
respectively. Let N=p+q. If P and Q are convex, Boolean operations on P and Q can be done in time
O(N). If P or Q is non-convex, Boolean operations can be done in time O(NlogN). If both P and Q
are non-convex, Boolean operations can be done in time O((N+t)logN) where t is the number of
intersections between the edges of P and Q. In case that P and Q are rectilinear, the complexity is
reduced to O(NlogN+s), which is optimal. Here s is the number of edges of the oulput.

Corollary: Let P4...Py be a bounded number k of polygons whose total number of edges is N. If
the P; are convex, Boolean operations on the P; can be done in O(NlogN) time. Otherwise,
Boolean operations can be done in O((N+t)logN) time if t is the number of intersections between
the edges of the P;.

Proposition 5 (KS): Let T be a set of k convex polygons whose interior do not overlap and let
t be the total number of edges of T. If | is a convex polygon with m edges, O(I,T) consists of a set
of polygons with O(km+t) edges. It can be computed in O((km+t)log(km+t)logk).

Proposition 6 (HM): A simple polygon P, with p edges and ¢ concave vertices, can be
decomposed into fewer than 2c+1 convex subpolygons in time O(p logp).

2-3 Containment of a convex polygon

In this section E is non convex and | is convex (¢;=1). E will be considered as a convex polygon
(CH(E)) containing a set of disjoint polygonal holes, the pockets of E (CH(E) - E). The following
result holds: '

Theorem 1: The set S of all valid placements is given by: S=C(I,CH(E)) - O(l,E - CH(E)).
In order to reduce the problem to convex subproblems only, we decompose the pockets of E

~ (CH(E) - E) into convex parts, say T4...Ti. These T; are considered as holes inside CH(E). Thus
S = C(},CH(E)) - O(l, U; T;) = C(1,CH(E)) - ; O(LT;). The algorithm is described below:



Algorithm NCC
1- Compute CH(E);
2- Decompose CH(E) - E into convex parts; /*noted Tq...T\*/
3- Compute W=C(I,CH(E));
4- Compute O=U; O(L,T});
5- Return S=W - O;
6- End.

Step 1 takes O(n) time (PS). CH(E) - E is a set of pg disjoint polygons with, at most, n edges
and vy concave vertices. Once step 1 has been performed, it can be decomposed into
k<2cg-pg<2Cq convex parts in O(n logn) time (Proposition 6). Step 3 takes O(n+m) time
(Proposition 1). Due to Proposition 5, step 4 takes.O((km+n)log(km+n)logk) which is less
than O((cgm+n)log(cem+n)logce). O is a set of disjoint polygons with, at most, O(cgm+n)
edges; W is a convex polygon with, at most, n edges. So, due to Proposition 4, step 5 can be done
in O((cgm+n)log(cgm+n)). We summarize our results in the following

Theorem 2: the complexity of algorithm NCC is O((cgm+n)log(cgm+n)logcg).

Remarks:

1- This algorithm is very similar to Baker, Fortune and Mahaney one. The improvement of the
time bound is mainly due to Proposition 5. However, when co=0(n), our algorithm is still
slower than Fortune's one. Note that ¢ can be small compared to n even if E is a very non convex
polygon (see fig. 1); on the other hand, it may be of size O(n) for some almost convex polygons
(see fig. 2) .



fig. 1 :  fig. 2

2- The key step is the step that computes boolean operations of polygons. We use the algorithm
of Ottman, Widmayer and Wood (OWW) which runs in O((N+s)logN) time where N is the total
number of edges of the polygons and s the total number of intersections between edges of the
polygons. It is not known if this algorithm is optimal. In particular, the question is open
whether or not the bound O(NlogN + t) can be reached; t is the number of edges of the output. For
the time being, the answer is positive only in the special case of rectilinear polygons (WW). In
that case, our algorithm runs in O((cgm+n)log(cgm+n)) time and, thus, is as fast as Fortune's

one.

3- Steps 4 and 5 have been separated for clearness. However the algorithm described in (OWW)
can compute directly W - U; O(L,T;);

4- Our algorithm, as the other ones, find all the feasible placements. The question remains open
if we can design é less complex algorithm in case we simply want to decide containment. Notice
however that we can return a valid placement as soon as an edge of W- \U;O(1,T;) is found. While
the worst-case complexity remains the same as for the algorithm which computes all the
feasible placements, the average complexity will presumably be greatly reduced.



2-4 General case

Our approach is the same as the previous one. The pockets of E are decomposed into convex parts
T4...Tk. In addition, we decompose also | into convex parts, say l4...I.. A valid placement of
C(l,E) is a translation which fits | inside E, thus CH(l) inside CH(E), while preventing one of
the |; to intersect one of the Tj:

Theorem 3: The set S of all valid placements is given by: S=C(CH(I),CH(E)) - u,-jO(l,-, Ti)’
The algorithm is quite similar to the previous one and is roughly described below:

Algorithm NCNC
1- Compute CH(E) and decompose CH(E)- E into convex parts; /*we note them Tq..Ty */
2- Compute CH(l) and decompose | into convex parts; /*we note them 14...1; */
3- Compute W=C(CH(1),CH(E)); /*due to Proposition 2, W is equal to C(I,CH(E)) */
4- For i=1 to k and for j=1 to | compute Oij=O(li,Tj);
5- Compute O=Uij Oij;
6- Return W - O;
7- End.

Due to Proposition 6, step 1 can be done in O(n logn) time yielding k<2c, - pg< 2C, CONVeEX
~ parts. Similarly, step 2 can be done in O(m logm) time yielding I<2c;-1 convex parts. Due to
Proposition 1, step 3 can be done in O(n+m) time. Computing Oij takes O(ni+mj), if n; is the
number of edges of T; and m; the number of edges of Ij. Thus step 4 takes
o(X ij(“i+ mj))=0(cin+cem). Due to Proposition 4, computing O takes

O((cijn+cgm+s)log(cin+cym)), if s is the number of intersections between the edges of the oij-

et us evaluate s. Oij is convex and has, at most, ng+m; edges. So the number of intersections
between Oj and Ojj is less than ni+m+nj+my; thus s is less than zii’jj'(“i*'mj*“i'*mj')
which is O(cgcj(cin+cegm)). We conclude that step 5 requires, at most,
O(cqci(cin+cgm)log(cin+cm)) time. O is a set of disjoint polygons whose total number of edges
is at most O(c;n+cem) and W is a convex polygon with at most n edges. Due to Proposition 4,
step 6 requires O((cjn+cgm)log(cin+cym)) time. We summarize our resuits in the foliowing

Theorem_ 4: The time complexity of the NCNC algorithm is O(cgcicin+cgm)log(cin+cgm)).



Remarks:

1- In the worst-case where cy=0(n) and c¢;=O(m), the time complexity becomes
O(n2m2Iognm) which is close to optimal since the feasible region may have Q(n2m2) vertices

(BFM see fig. 3). As in section 2-3 we notice that ¢, may be small compared to n for a class of
very non convex polygons .

fig. 3

2. Remarks similar to remarks 2.and 3 of the previous section hold. In the case of rectilinear
polygons, the complexity of the above algorithm becomes O(n2m2), which is worst-case
optimal. However the question remains open whether the complexity can be reduced in case we
only want to decide containment.

3- The algorithm can be easily extended to the case that E has holes and | must fit inside E but
outside the holes. Theorem 4 still holds, provided that n represents the total number of edges of
E, including the edges of the holes, and that ¢, is incremented by the number of concave vertices
of the holes plus the number of holes (as usual, the holes are decomposed into convex parts). The
algorithm can even be extended, without increasing the complexity, to the case that E and |
consist of several disjoint (but fixed) polygons.



4- Notice that step 5 of algorithm NCNC computes O(I,T) where T= Ui Tj . So, the convex
decomposition paradigm yields an algorithm to compute O(A,B) in the general case (A and B non
convex) . Its complexity is the same as the algorithm NCNC one because step 5 is its most costly
step .

3-SIMULTANEOUS CONTAINMENT OF SEVERAL POLYGONS : POSITION OF THE
PROBLEM

Let E be a polygon and Iy, .., I a family of k polygons. The containment problem for the family
l4, .. I and E can be enonced as: find a family Tpq, .., Tpk of translations such that:
Vi ED ij“j) and V izj, Tpi“i) N ij(lj) =@. (see fig. 4)

fig. 4
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We can see that the problem is of dimension 2k. However, we can decompose the problem into
two subproblems of lower dimensions. To do that, we first make some observations.

Let us note S; = C(I;,E). It is clear that, when I; moves, S; moves too. More precisely, if |; is
translated by vector u, S; is translated by vector -u, as proved in the following lemma (see fig.
5):

Lemma 1: C(T(I),E)=T.,(C(1,E))=T.y(S). i=1.2.

proof: p is a vector of C(T(l;), E) iff Tp o T,(l) is included in E which is equivalent to
p+u €SjorpeT (S .

fig. 5
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To solve the simultaneous containment problem, we need to translate polygons Iy, .., lx, say by
vectors Uuyq,...,ui, such that T4 (l4), .. Tyk(lk) do not overlap and that there exists a
translation Tp which fits Tyq(l4) U Tyallo) . UT k(lk) inside E.

Notice that the previous observations remain true even if one polygon, say lq,is kept fixed
(u4=0). Thus the problem can be decomposed in two steps (see fig. 6):

12



step 1: find all the relative positions, i.e. the (k-1)-uples (ug,...,uy), such that I,
Ty2(l2), - Tyk(lk) do not overlap and that there exists a translation T, which fits

4 U Tyallo) . U Tyk(l) inside E. Such a relative position is said to be a valid relative
position.

step 2: then for a given valid relative position, find all the valid placements Tp.

Step 1 is a 2(k-1) dimensional problem and step 2 is a 2-dimensional one.
Step 2 consists in computing the intersection of several polygons. Indeed, the following lemma
holds:

Lemma 2: (up, .., Ui) is a valid relative position iff 14, Tya(l2), - Tyk(lk) do not overlap
and Sq, T_;2(S2), .., T_yk(Sk) have a common intersection. Moreover, a translation Tp fits
4 U Tyallo) .. U Tyklly) inside E iff p € S1NT_y2(82)-.NT_yk(Sk)-

proof: We prove that a translation Tp fits 14 U Tyo(la) . U Tykllk) inside E iff p €
S1NMT_y2(S2)-NT_ k(Sk). Indeed, any translation of vector p in S1ﬁT_u2(S2)..ﬁT_uk(Sk)
fits 14, Tya(la), .., Tyk(lk) inside E. Conversely if Tp is a translation which fits 14 U T o(l5)
. U Tyk(lk) inside E, Tp fits 14, Tya(lo), - Tyk(lk) inside E thus p is a vector of Sy,
T_u2(S2) « T_yk(Sk) (lemma 1). o '

Step 1 is more difficult and is solved, in this paper, for the case of two polygons inside another

one and for three polygons inside a parallelogram. According to this sheme, the 4-dimensional
problem of simultaneously fitting two polygons inside a third one is decomposed in two
2-dimensional problems. Notice that the solution is given in an implicit way: it is not described
as a 4-dimensional object, but as 2-dimensional cuts of the 4-dimensional object. The
6-dimensional problem of simultaneously fitting three polygons inside a third one is traited in a
similar way. Moreover, we will see how step 1 can be decomposed in two 2-dimensional
sub-problems when E is a parallelogram.

13



4- SIMULTANEOUS CONTAINMENT OF TWO POLYGONS

Let E, |1 and Ip be three polygons with n, m4y and mp edges respectively. We want to fit I and
lo inside E in such a way that Iy and I do not overlap. A solution to that problem is called a
simultaneous placement of |4 and |, inside E or a placement for short. We assume that neither
S1=C(l4,E) nor S3=C(lp,E) are empty: otherwise no simultaneous placement would be
possible.

Guibas, Ramshaw and Stolfi (GRS) have given a necessary and sufficient condition, which can be
used to decide in linear time if two convex polygons can be made to disjointly fit into a third
convex one . We show that this condition can be extended to non-convex polygons, and it is
possible to describe that in an implicit way all the solutions to the problem, without increasing
the time complexity (in case of three convex polygons) .

According to the general sheme described in section 3, the method consists in two steps: at first,
we compute the valid relative positions of 14 and |5. Then, for a given valid relative position, we
compute the set of all the possible placements.

We note 1=0(lp,l4), S=0(S2,S4) and S’ the polygon which is symetric to S with respect to the
origin.

Theorem 6: The set U of all the valid relative positions is given by: U=S=- 1.

Proof: (see fig.7) A vector u is a valid relative position iff the two conditions below are
satisfied ( see lemma 2 of section 3): ' |
(ML NTul)=2
(2) SN T y(So)» D
Condition (1) is equivalent to u¢& |. Condition (2) is equivalent to -u € S or equivalently,
u€ S In conclusion, both conditions are satisfied iff u € S -1. e

14



fig. 7

Remark:
The edges of U consist of edges which are part of edges of | and S’. The vertices of U are either

vertices of | or vertices of S or intersections between edges of | and S". LetMbe a point of the
boundary of U:

i- if M belongs to an edge of |, M corresponds to a relative position where Iy and I, are in
contact; in the case where M is a vertex of |, this contact is a vertex-vertex contact .

ii- if M belongs to an edge e of S', M corresponds to a relative position which admits a
unique placement where both 14 and I are in contact with E (one of them with a double contact
with E). In the case where M is a vertex of S*, both |4 and I have a double contact with E.

iii- if M is an intersection point between an edge of | and an edge of S', M corresponds to a
relative position which has the two properties above.

An algorithm computing U is the following:

15



Algorithm Double containment

1- Compute S1=C(|1,E);

2- Compute S»=C(lp,E);

3- If Sq or Sp is empty then return U=92
else
3-1 Compute |=0(ls,l4);
3-2 Compute S=0(S5,S1);
3-3 Compute S*;
3-4 Return U= S*- L

4- End.

This algorithm works for convex or non-convex polygons. If E, Iy and I, are convex, then the
overall complexity of the algorithm is O(n+m4+my). If one of those polygons is non-convex, we
need to apply the results of the previous section. These results can be derived by a
straightforward concatenation of the previous results. We let the details to the reader. We sum
up the complexity results in the following table: (C stands for convex and NC for non-convex):

E I lo Complexity

C C C O(n+my+mo)

C C NC O((n+mymo)log(n+mymy))

C NC C idem

c NC NC O((n+(mym5)2)log(n+mymy))
NC C C n“m12m22 log nmymo

NC Cc NC n6m13m25 log nmymo

NC NC C "~ n®my5m,3 log nmym,

NC NC NC n8m16m26 log nmymop

...........................................................................................................................................................

Table 1

16



. The above algorithm provides all the valid relative positions, i.e. the valid relative positions
between |4 and lo. These results are very pessimistics because they suppose that the number of
intersections between the objects is always equal to the product of the numbers of their sides.
Presumably, this number is rather proportional, in most practical situations, to the sum of the
numbers of their sides than to their product. Under this hypothesis, the complexity of the NC NC
NC case becomes (n2m1m2)log (nmymy).

However the worst-case complexity can be significantly reduced if we are only interested in
finding one Qalid relative position. In that case, a better algorithm can be obtained by
decomposing Sq and S, into convex parts and making use of Proposition 5. The detection
algorithm is the following:

Algorithm Doubl tai t_detecti
1- Compute Sy=C(l4,E) and decompose it into convex parts, S14...S1;
2- Compute Sy=C(l5,E) and decompose it into convex parts, Sp4...Sgj;
3-1f Sy or S, is empty then return "no valid relative position”
else
3-1 Compute 1=0(lp,l4);
3-2 For j=1...I do
3-2-1 Compute $;=0( Sy, U;Sqj);
3-2-2 If Sj‘ and | intersect then return an intersection point;
3-2-3 If S; O Ithen return a vertex of §;;
3-3 Return "no valid relative position"; ‘
4- End. |

Instead of computing S, we compute the Sj= O( Sp;, U; Syj). The set of valid placements is
given by U= Uj(Sj" -1). There exists a valid relative placement iff one of the Sj intersects |

or one of the Sj contains |. Instead of computing the actual intersection between Sj and 1, we
simply test if one exists and, if so, we report it. Whether any two of N line segments intersect
can be determined in O(NlogN) time, and this is optimal (PS). An intersection is a valid relative
position that corresponds to a placement where |1 and I, touch the boundary of E and touch each
other. In case that no intersection is found, we simply ne.ed to check if a vertex of Sj* exists
which does not belong to the interior of 1. If this is true, Sj contains | and that vertex is a valid
relative position; otherwise there is no valid relative position. This ‘detection algorithm is faster
than the previous one when E is non-convex. We sum up below the complexity results; m stands
for min(m4,m5) (see appendix A for details):

17



-----------------------------------------------------------------------------------------------------------------------------------------------------------

NC C C n2m1m2 log nm4 log nmyo
NC C NC n3m1m22 log nmy log nmy
NC NC C n3m12m2 log nmy log nmo
NC NC NC n"'m12m22 log nm4 log nmy
+ n2m12m22 m2log nmymo

Once a relative position has been found, it remains to determine a placement.

Theorem 7: For a given relative position u, the set P(u) of all the possible placements is given
by P(u) = Sy N T_y(Sp).

proof: lemma 2 of section 3 in the case of two polygons. *

Computing P(u) does not take more time than computing the relative positions, so the overall
complexity of finding a valid placement for Iy and I, is given by the tables above.

5- SIMULTANEOUS CONTAINMENT OF THREE POLYGONS

We consider now three polygons Iy, lo , I3 and give a solution to the simultaneous containment
problem in case that polygon E is a parallelogram .

A relative position of 14, lo, I3 is given by a couple of vectors (up,u3) where up is a relative
position of (l4,lp) and ug is a relative posiiion of (l4,l3) . Recall that a relative position
(ug,ug) is valid iff there exists a placement with such a relative position . As in section 3 the
method consists in two steps : at first , we compute the valid relative positions of 14, |5, I3 and
then, for a given relative position, say (up,uz) , we compute the set P (up,uz) of ail the
possible placements.

Let Ujk be the set of valid relative positions for (Ij,lk) and U the set of the valid relative
positions (up,ug) of Iy, Ip, I3 .

18



Let us note Up = { up /3 ug such that (up,uz) € U } and Ug(up) = { ug/ (ug,u3) € U}
Theorem 8: Us = Uyjo N O(Uogz, Uqg).

proof: (see fig. 8) Let up be a vector of Uy. There exists ug such that (up,ugz) belongs to u.
As (up,ug) is a valid relative position for 14, lo ,AI3 uos (resp. ug) is necessarily a valid
relative position of (l4, I5) (resp. (I1, I3)) . So up (resp. ug) belongs to Uqo (resp. Uq3)-

Let us note v=ugz-uo; v is necessarily a valid relative position of (I, I3) so v belongs to Uos.
We have up=ug-v and then up belongs to the Minkowski difference between Uq3 and U3 which

is exactly O(Uag, Uq3).

Conversely, let u, be a vector of Ujp M O(Upg , Uqg). up belongs to Uyp and there exists ug
in Uy3 and v in Upg such that up=ug-v; consider now the relative position (up,ug) forly, o
» I3. In that relative position Iy, I , I3 do not overlap. Let us note Sj j=1,2,3 the set of all the
valid placements for Ij j=1.2,3 in E. Sj is a parallelogram, a segment or a point with edges
parallel to the edges of E (see appendix B). Moreover, because ujisin Uyp, ugisin Uyzandv
is in Upg we have :

81 M T-U2(S2) + 0 (1)
S1 M T_u3(83) O (2)
SoM T.(S3) 22 (3)

From (3) we deduce T_;>(So NT_(83))=T_y2(Sp) M T.u3(S3) # @ . We conclude that the
three sets S¢, T_y2(S2), T.,3(S3) are parallelograms that intersects two by two , thus S
N T y2(S2) N T_;3(S3) 29D (see appendix B) hence u, is in Up and any vector in this
intersection is a placement for the relative position (up,uz).
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fig. 8

If we choose now a vector us in Uy (assuming that U, is not empty) we have to find the set
Ug(up) of all valid relative positions of ly, I, I3 with first vector up:

Theorem 9: Us(uy) = O( Sz, S)* - (O(l3.11) U Ty2(O(l3, I2)) with S=T_2(Sp) N Sy

proof: Let ug be in 0(83,3)' - (O(l3, 14) VY Tu2(0(l3. 12))). u3 is in O(S,Ss)' implies
that T_u3(83) N S= T_u3(S3) M T_u2(82) N Sq4 20

Let us show now that |4, T;o(lo) and T ;5(l3) do not overlap: by hypothesis, 14 and T»(lp) do
not overlap; ug is not in Ofl3, l{) so I4 and Ty3(i3) do not overlap. ug is not in T ;o(O(l3,
I5)) s0 uz-up is notin O(lg, I5) then Ty3z-u2 (I3) and I3 do not overlap and so do Tu3(l3) and
Tyua(la).

Suppose that ug is in Ug(up); (up,us) is a valid relative position of 14, 15 I3. Necessariiy,
SiN T_y2(So) M T_,53(S3) is not empty which is equivalent to ug belongs to O( S3, S)'.
Moreover, T 3(l3) and Iy do not overlap then ug is not in O(l3,14), Ty3(l3) and Tyo(l2) do
not overlap then ug is notin T;;o(O(l3, I2)). ¢ |
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Given a valid relative position of U, say (up, ug), we can find the set P(up,ug) of all the
placements corresponding to that valid relative position:

"Theorem10: P(U2,U3)=S1 N T-UQ(SZ)n T-U3(S3)'
proof: lemma 2 of section 3 in the case of three polygons. .

These three theorems yield an algorithm which first exhibits a valid relative position (us,uz)
and then computes P(up,ug). This algorithm is described below:

1-/* Computation of Uy*/
1.1 Compute Uqa, Uag, Uyg3; If one of them is empty then return @;
1.2 Compute 0=0(Us3, Uy3);
1.3 Compute Up=Uqo - O;
2- If Up=@ then return &
else choose a vector, say u,, in Up and go to step 3;
3- /* Computation of Ug(ug)*/
3.1 Compute S=T_;5(So) M Sy;
3.2 Compute O(S3, S) then O(83, S)*;
3.3 Compute O=0(l5, I4) Y Tu2(0(iz, bo));
3.4 Compute Ug(up)= O(S, S3)* - 0;
4- Choose a vector, say ug, in Ug(us);
5- Return P(up,u3)=Sq1 M T_5(Sp) M T_y3(S3);
6- End.

This algorittm works for convex or non-convex polygons lq, I3, I3. Using the previous resuits,
the complexity analysis is quite straightforward.
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6-THREE DIMENSIONAL GENERALISATION

Our methods can be generalized to higher dimensions and used to solve the containment problem
for non convex polytopes. Notice that Theorems 3, 6, 7 hold when |, l4, I, E are non convex
polytopes in d-dimensional Euclidean space; Theorems 8, 9, 10 hold when Iy, I2, I3 are non
convex polytopes and E is a parallelepiped in d-dimensional Euclidean space. In order to make
use of these theorems for an effective computation of the feasible region, we need algorithms to
compute C(1,E), O(A,B) when |,E,A,B are convex polytopes, to decompose a non convex polytope
into convex parts and to perform boolean operations on non convex polytopes. We show below
that these basic algorithms are available in the 3-dimensionnal case. Notice that the complexity
of the problem is then increased significantly as shown in fig. 9 where the feasible region for
the case of two polyhedra has Q(n3m3) edges (S).

N

N\

//
4

fig. 9
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6-1 Containment problem for a d- (convex) polytope in d-dimensi.onal
Euclidean space

Let E and | be d-polytopes with vertices Eq,.., E, and lq,.., I, respectively. Suppose for
simplicity that 14 is at the origin of the reference frame. Let TJ- be the translation of vector
14 lj and C(l,E) be the set of translations that fit | inside E.

Theorem 11: C(LE) = N T{E).

proof: (see fig. 10, fig. 11) Let u be a vector of C(l,E); for anyje{l. mj

u= (I1Ii +u) - |1'i where I1Ij + U is a vector of E (j=5 in fig. 10).

Let u be a vector of ﬁjTj(E); forje {1 . m} Tu(|j) =U + I1Ij is in E (j=5 in fig. 11).
Indeed, u is in T(E) thus can be written as e - I41j where e is in E. As E is convex, we deduce
that the convex hull of the set of points {Tu('j)} which is T (l) (I is convex) isin E.

fig. 10
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fig. 11

Corrolary: C(l,E) is a convex d"-polytope with 0<d'<d.

6-2 Minkowsky difference between d-(convex) polytopes in d-dimensional
Euclidean space

Let A and B be d-polytopes with vertices A'1..., A, and B4,.., Bm respectively. Suppose for

simplicity that B4 is at the origin of the reference frame. Let Tj be-the translation of vector

-B1Bj and O(A,B) be the set of translations that make B to intersect A.

WenoteL={ A -B{B; ke {1..nLje {1.m}}
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~ ITheorem 12: O(A,B) = CH(L).

proof: (see fig. 12) Let u be a vector of O(A,B) and M a point in A M T;(B). Let us note
J=Tg1 M(B'), Bi'=Tu(Bi) and v=B1'M. As usual, B* denotes the polygon which is symetric to
B with respect to the origin. We prove first that CH(L) contains O(A,B). As M is in Ty(l) ,itis
clear that u belongs to J. Indeed, J=T,,(sym Tu(B)/B1') and thus B1' is in J. Moreover, as M-is
in A, all the vertices of J belong to CH(L) and, by convexity, J is in CH(L). Conversely, O(A,B)
is the Minkowski difference between A and B which is known to be convex. Moreover, it is clear
that all the points of L are in O(1,E) so O(l,E) contains CH(L). ¢

fig. 12

Corrolary: O(A,B) is a convex d-polytope
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6-3 Algorithmic issues
In order to apply the same method as for the 2-d case, we need at first to be able to compute
C(1,E) and O(l,E) in the case where | and E are both convex polyhedra.

Theorem 11 yields an algorithm to compute C(l,E). indeed, C(l,E) is the common intersection of
mn half-planes which can be computed in time O(mn log mn) in the 3-d case (PS).

Theorem 12 yields an algorithm to compute O(l,E). Indeed, O(I,E) is the convex hull of mn
points which can be computed in time O(mnlogmn). This is close to optimal in the worst-case
since O(l,E) may have O(mn) edges. A much more involved technique due to Guibas and Seidel
(GS) computes O(1,E) in time O(n+m+k) where k is the size of the output which may be O(mn).

In order to solve the general 3-d case, we need also to decompose a polyhedron with n vertices
into convex parts and to compute Boolean operations on polyhedra. The first problem can be
solved by triangulating the polyhedron. A way to do that consists in computing the Delaunay
triangulation of the vertices of the polyhedron added with some other points taken on the edges of
the polyhedron in order to guarantee the polyhedron's faces to be contained in the triangulation.
This can be done in O(n2) time (B). The resuit is a set of O(n2) tetrahedra in the worst-case. A
challenging problem would be to try to reduce these bounds. Computing the intersection and the
union of a convex polyhedron and a concave one can be performed by space-sweep techniques
(HMM,MS) .

Thus there exist rather efficient algorithms for all the operations relevant to the problem of

fitting one or two simple concave polyhedra inside another one and fitting three concave simple
polyhedra into a parallelepiped without overlapping .
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7-IMPLEMENTATION

These algorithms have been implemented in C on a SUN workstation. The system is mainly based
on the implementation of three classes of primitives which are described below:

1- The first class computes C(P,Q) and O(P,Q) where P and Q are convex; the
implementation uses of two linear-time algorithms based on Propositions 11 and 12;

2- The second class computes a decomposition of a polygon into convex parts and the
convex-hull of a polygon; they have been directly implemented, without difficulty, from the
detailed algorithms given in (HM).

3- Boolean operations on family of polygons have been implemented from the algorithm
given in (OWW).

The last two classes of primitives are based on plane sweep technique and require the
implementation of data structures which supports the MIN, INSERT, DELETE, SUCC and PRED
operations: we use binary search trees of bounded balance. (NR)

The boolean operations algorithm given in (OWW) works for families of polygons with no vertex
in common, nor edges in common nor portions of edges in common. Unfortunately, the case we
are working on does not accept such restrictions. Indeed, when we decompose polygons into
convex parts, some of these convex parts share common edges and/or common vertices. So the
Minkowsky differences between families of such polygons yield families of convex polygons with
common vertices, common edges and, in some cases, common portions of edges. We have extended
the algorithm to that case and written an algorithm which solves the general case.

Experimental results of our implementation are shown in fig. 13 a,b,c 14 d,e,f,g 15 h,i,j.
Polygons are in solid lines, holes are hatched. Results are in dashed lines, and are given for a
reference point, surrounded by a circle. Polygons to be translated are on the right on the figure,
and a placement is shown on the left of the figure. '

The most costly steps in all the containment algorithms we have presented are the steps
computing boolean operations on polygons. indeed, the complexity of the algorithm depends on the
number of intersection points between the polygons of the families we have to process and this
number can be very large compared to the number of edges of the result.
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A way to significantly reduce the computing time would be the use of the graphics tools and the
associated specific hardware now available on most workstations equipped with a bit-map.
Computing boolean operations on polygons can be performed by 1/ painting the polygons with
appropriate colours, thus replacing the polygons by sets of coloured pixels; 2/ computing the
desired boolean operations at each pixel of the bit-map; 3/ extracting the boundary of the
solution.

7- CONCLUSION

A general solution to the containment problem by translation for one and two polygons and a
partial solution for the case of three polygons have been given. The different cases have been
treated in a uniform way which allow us to only make use of a small set of primitives that can be
implemented rather easily.'Some algorithms only find one feasible placement if one exists.
Others find an implicit representation of the whole feasible region. The methods extend easily to
the 3-dimensional case, although the complexity of the algorithms and the difficulty to code them
increase significantly.

Further research on this subject includes solving the problem for more than three polygons and
allowing rotations. Another interesting topic would be to apply the implicit representation
introduced in this paper to other related problems and, in particular, to the coordinated motion
of several polygonal objects.

8- APPENDIX A

We note IPI the number of edges of P. S4 and So are decomposed into, respectively, k and |
convex parts Sq4...S4k, Sn1...8p;. We have Sj=0(32jv U;S1;). From Proposition 5, Sj has
|SjI=O(IS1I+klszjl) edges and can be computed in lSjl log ISjI log k time. We can test if Sj and
| intersect in O((IlI+ISjI) log(llI+ISjI) time, except in the case where | and Sj are convex; the
complexity is then O((Il|+lSjl).

The total complexity of step 3 of the algorithm and thus the overall complexity is given by:
Ty= Zj=1,| O ( lSiI log ISjI log k + (III+lSjI) log(ll|+ISjl) )
= ij-"' 0] ((lS1|+kl82j|) log ( |S1 |+k|S2j|) log k + (M+ |S1| +k |82j|)|°g
(+ 1S41 +k lS2i|))
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In the worst case k=O(IS,l) and I=O(IS4I), thus

T1< 1841 1Sol log 1S41 185! logiSyl + (111 1Sol+ 1S41:1S51 ) log (NI + IS¢1 1851)).
Of course, a similar result holds if we exchange the roles of 14 and I, yielding a complexity T'2.
Thus the actual complexity is T=min(Ty, Té)s IS41 185! log 1S¢1 loglSa! + (M IS1+ 1841 1S51)
log (I + 1S41 1S5l )), with ISI=min(IS41,1S5l). The values of 1S4, 1S5l and lll are given in
the following table:

E 4 Io 1S4l 1S5l 1l

NC C C nmy nmo mqy+Mo

NC C NC nmy (nm2)2 mqymo

NC NC C (nm1)2 nmo mqymo

NC NC NC (nm1)2 (nm2)2 (mymo)
Table 3

In all cases, we have lI<IS{11S,! and, apart from the NC NC NC case, ISIIS411S5l. Thus
T< IS41 1S5l log 1S41 logISol + M iSllog (IS¢! I1Sal ).
The results given in table 2 can be easily deduced from this formula.

9- APPENDIX B

Proposition: /f I is a polygon and P a parallelogram, C(l,P) is empty or a point, a segment a
parallelogram.

proof: a direct consequence of theorem 11. ¢
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Proposition: /fP = {Py, .., Py} is a collection of parallelograms with parallel edges,

proof: the condition P;M PJ #@ V ijIs necessary; Let us show that it is sufficient: consider
a reference frame (0,dy,dp) where dy,d> are the two common directions of the edges of the P;.
Let us note prqy(resp. prp) the first (resp. second) projection associated with reference frame
(0,dy,do). We have My P =pry(M; Py ) x pra(M; P; );  Moreover, pri{M; Pj )=,

pri(P;) (I=1,2). As pr(P;) is a segment on the line (O,d) (I=1,2) and these segments
intersect two by two by hypothesis, - Helly's theorem (MMS) in one dimension can be applied and
we deduce that pri M Py )= Mypr(P)#@ (I=1,2) and thus M; P;=@. o
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13.a. containment of a convex polygon :
1. in a convex polygon : the feasible region is a convex polygon.

2. in the same polygon with a convex hole : the feasible region is not convex.
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fig. 13.a.1

fig. 13.a.2
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13.b. containment of a convex polygon :
1. in a non convex polygon : the feasible region is a polygonal region made of

three regions. .
2. in the same polygon with convex holes : the feasible region is still composed

of three regions but one of them is not affected by holes.

fig. 13.b.1

fig. 13.b.2
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13.c. containment in a non convex polygon :
1. in a non convex polygon : the feasible region is a polygonal region composed

of two polygons. ) _
2. in the same polygon with non convex holes : the feasible region is now

composed of three polygons.

fig. 13.c.1

fig. 13.c.2

33



14.d. containment of two non convex polygons in a non convex polygon with a non
convex hole :
The right dashed lines polygon is the set of the valid relative positions . A valid
relative position beeing chosen (thin line circle reference point), the feasible
region for the couple of polygons is exhibited (bold line circle reference point).

fig. 14.d

14.e,f,9. same as 14.d. for a different choice of the relative position.
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15.h. containment of three non convex polygons in a parallelogram :

The bold dashed lines polygon is the set of valid relative positions for the
couple consisting of the rightmost polygon and the one in the middle. A valid
relative position beeing chosen (bold line circle), the set of valid relative
positions for the couple consisting of the leftmost polygon and the right couple
is exhibited in thin dashed line. A valid relative position is chosen (thin line
circle) and the feasible region for the three polygons is given in solid lines (it
is a parallelogram).
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15.i,j. same as 15.h. for differents polygons and differents choices of relative positions.
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