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KNOWLEDGE-BASED METHODOLOGY IN PATTERN RECOGNITION
AND UNDERSTANDING

Jean-Paul HATON

CRIN / INRIA~Nancy
B.P. 239
94506 Vandoeuvre les Nancy cedex, France

The interpretation and understanding of complex patterns (e.g. speech,
images or other kinds of mono- or multi-dimensional signals) is related
both to pattern recognition and artificial intelligence since it necessitates
numerical processing as well as symbolic knowledge-based reasoning
techniques. .

This paper presents a state-of-the-art in the field, including basic concepts
and practical applications.

1. INTRODUCTION

Artificial Intelligence (Al) is concerned with symbolic information processing
such as encountered in human activities of reasoning, interpretation, decision
making, etc. The field of Al is presently experiencing a rapid growth, both in
research and development. especially through the techniques of knowledge-based
svstems. On the other hand. pattern recognition (PR) covers a set of numerical
processing methods for the purpose of perception and pattern classification.

The interpretation of complex patterns - e.g. speech, images. acoustic or
bio-medical signals - makes it necessarv to combine Al and PR methods since
it combines numerical processing techniques together with knowledge-based
svmbolic reasoning. The interpretation of patterns or signals can be roughly
described as the progressive transformation of physical data coming from sensors
into a symbolic and finally semantic description specific to each application.

The convergence of these two complementary domains of Al and PR is a
characteristic of today's activities, necessitated by the design of increasingly
sophisticated systems in advanced domains such as robotics, speech understanding,
computer vision or image interpretation.

We present in this paper some problems and solutions associated with these
activities. In section 2 the fundamentals of PR are recalled, with the two main
approaches of statistical PR and structural PR. Section 3 presents the problem
of pattern understanding as a knowledge intensive process. Main present issues
are introduced in section 4 : production rule systems, object-oriented knowledge
representation and reasoning. Section 5 is concerned with the important problem
of incorporating various knowledge sources in the interpretation process. Finally
section 6 presents the control structures and strategies that can be implemented
in understanding systems. The basic concepts will be illustrated throughout the
paper by practical examples from different fields of application.
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LES SYSTEMES A BASES DE CONNAISSANCES EN RECONNAISSANCE ET
COMPREHENSION DE FORMES

L'interprétation et la compréhension de formes complexes (par exemple parole,
images ou d'autres signaux mono- ou multi-dimensionnels) sont lides a la fois ala
reconnaissance des formes et a l'intelligence artificielle. Ces problémes nécessitent
en effet de faire appel a des techniques numériques de traitement mais aussi a des
raisonnements symboliques fondés sur des connaissances. ‘
Cet article présente un état de l'art du domaine, tant sur le plan des concepts de
base que sur celui des applications pratiques.



2. BASIC PRINCIPLES OF PATTERN RECOGNITION

PR aims at simulating the perception capabilities of human beings such as vision

or hearing. A similarity with Al lies in the fact that both are concerned with the

study of human behaviour. A specific feature of PR is the fact that PR has to

deal with data which come directly from the physical world through sensors (micro-

phones, cameras, scanners, etc.). The basic problem consists in representing these

physical signals in some adequate parametric space and then in transforming them

into a symbolic form, for instance :

- from a matrix of pixels (representing an image) extract primitive patterns (vertex,
segment, etc.) and identify an object, .

- from a digitized speech wave compute a parametric representation (e.g. by
spectral analysis) and identify a word.

Such activities necessitate the use of a dictionary of reference patterns that are
stored during a preliminary learning phase. Figure 1 summarizes this process.

Reference
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Initial Data Representation
FIGURE 1

Principle of a pattern recognition system.

Three consequences are the result of manipulating data coming directly from

the external world and these highly affect the overall organization of the system :

- undeterminism due to the fuzziness of the problem, to noisy and incomplete
data, etc.,

- variability specific to the underlying physical phenomena,

- large amount of data to be processed (typically 100 000 bits for 1 second of
speech, 4 000 000 bits for a TV image or a A4 typed page). That makes it
necessary both to reduce these data by signal processing and/or data analysis

techniques and to limit the complexity of algorithms.

PR methods try to reduce the undeterminism and variability of data according

to two main, non exclusive approaches 1] /2] : :

- statistical methods in which reference patterns are made up of vectors of mean
parameters. Related decision rules consist of computing the neighbourhood
of a pattern (e.g. the k NN rule) or of studying the position of a point from
separating hvpersurfaces in a multi-dimensional feature space. Stochastic models
have also been widely used in coping with variability in domains like speech
recognition (for instance Hidden Markov Models [3]). Statistical methods are
efficient and general. However they are intrinsically limited by the fact that



they rely on a mathematical modelling of the phenomena and therefore do not
take into account the structure and the physical reality associated with patterns.
A statistical approach is therefore not sufficient for complex tasks (e.g.
understanding of spoken sentences, vision of a mobile robot) whereas they
represent efficient solutions to simpler problems such as word recognition or
simple object identification ; '

- structural or syntactic methods are related to the structure of the patterns
to be recognized and to their description as the assembly of primitive patterns.
The recognition consists of the comparison of two structures that can be carried
out by syntactic parsing techniques |4], or by relaxation labelling [5]. Since
these methods are basically deterministic and few tolerant to segmentation
errors and noises some statistical capabilities have sometimes been added :
stochastic grammars |6], probabilistic relaxation. Presently available models
of structural PR do not allow for the representation of the various knowledge
sources that participate in the interpretation of patterns even though theyv offer
better capabilities compared to statistical models.

A PR system is a necessary front-end to any Al system that must understand
and interpret perceptual data. The overall performances in understanding are
directly dependent upon the quality of this front-end (e.g. in speech understanding
and computer vision). The field of PR is presently evolving towards greater
complexity in the general framework of pattern understanding. This evolution
can be found in speech recognition (from isolated and connected word recognition
to sentence and dialog understanding) as well as in image processing (from object
identification to scene analysis) or in optical reading (from character recognition
to text interpretation). Purely procedural techniques become insufficient in solving
such complex problems : it becomes necessary to take into account all available
types of information and knowledge, especially with the Al techniques of
knowledge-based svstems.

3. PATTERN UNDERSTANDING : A PROBLEM OF PR AND Al

It has alreadv been stated that the understanding of complex patterns or signals
consists of extracting from rough initial data a semantic description that is used
to carry out some predetermined task : control of a mobile robot, medical diagnosis
based on radiological images, answer to an oral enquiry, etc.

This high-level description can only be obtained by a progressive transformation
of the initial data through successive symbolic steps based on the use of a large
variety of knowledge sources. At each step of the transformation there exist
specific mechanisms which structure the information while keeping it under a
minimum volume. That can be referred to as the simplicity principle in cognition,
which states that patterns are analyzed by the human brain and stored under the
simplest possible form. A PR system constitutes the first step in the process.
The imbrication between PR and Al techniques is therefore very high.

In order to ensure the efficiency of a system it is necessary to formalize all relevant
knowledge sources and to integrate them into an adequate architecture. Figure
2 illustrates the general principle of an understanding system in which several
knowledge sources (KS), each with a specific activation mechanism (M) are
cooperating together.
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FIGURE 2

General architecture of an understanding system.

It is not only necessary to use as good and as complete knowledge sources as possible
but also to use it adequately and efficiently. Section 5 will present some
architectures that have been developed for this purpose. Figures 3 and 4 give
an idea about the nature of knowledge sources which intervene in two tvpical

domains of understanding
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Principle of a computer vision system
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Figure 4 shows the central role of the lexical, or word level in speech understanding
together with the importance of the acoustic-phonetic decoding of the speech
wave that constitutes the front-end between the physical speech signal and the
linguistic symbolic processors.

A similar situation can be found in computér vision where the interaction between
low-level and high-level processing takes place at the level of volumes and objects
which appear functionally similar to the words in speech processing.

The corresponding human process is basically carried out by hypothesis emission
and controlled by the knowledge accumulated by learning. The paradigm of
hypothesis-and-test, or prediction-verification presents some analogy with this
mechanism. Figure 5 shows the principle of this reasoning scheme together with
its practical materialization in the case of speech and vision. The basic idea is
to emit hypotheses (e.g. the presence of a word or an object in the input data)
according to available knowledge and according to the context and then to test
these hypotheses on the current representation of data.

VISION SPEECH
Geometry Syntax
Physical Models ] Hypothesis : Semantics
Objects T Emission Phonetics
Context Context
Graph Matching . : Lexical Search
Object Recognition Test Word Recognition
Validation
and Updating

FIGURE 5
The Hypothesis-and-Test Reasoning Scheme.

As a matter of fact the analogy with the human brain is only superficial since
human beings present a great ability of simultaneously processing a large number
of hypotheses in such a way that these hypotheses influence each other and the
final solution is consistent with input data and available knowledge and information.

Amongst the various kinds of knowledge that can be found in understanding systems,"
models play an important role. In speech recognition the lexicon stores word models
with different pronunciations, sometimes precompiled. In scene and image analysis,
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objects are also described by models, especially under the form of graphs [8] and
of semantic nets |9] [10]. Such models can be complemented by other formalisms
like production rules (cf. section 4). Some generic models are used in vision in
order to generate various classes of objects, for instance the 3D model of
generali’zeflj cones used for recognizing objects on 2D images in the ACRONYM
system [11].

4. CURRENT ISSUES AND DEVELOPMENT
4.1. Rule-based Reasoning

The knowledge base of present expert systems is often partially or totally made
up of production rules. Such rules represent "chunks" of knowledge in a
Condition/Action formalism :

IF Condition THEN Conclusion/Action.

They can be used either in a bottom-up, data-driven way ("forward chaining")
or in a top-down, goal-driven wav ("backward chaining”). Production rules provide
a rather natural means for representing the surface knowledge and heuristics
that are used by a human expert. especially for diagnostic and data interpretation
tasks. They have been used for various applications of pattern interpretation,
sometimes in association with other representation schemes for deep knowledge :

Acoustic-Phonetic Decoding of Speech -

Acoustic-phonetic decoding is an operation of primary importance in automatic
speech recognition. It consists in transforming the continuous speech signal into
a sequence of discrete linguistic units (phones, phonemes, diphones. svllables).
This is a very difficult operation, especially in a multi-speaker framework. and
the results obtained are still limited. Usual methods are based on classical PR
approaches with phonemic models (prototvpe patterns of speech spectra, vectors
obtained by vector quantization of the speech wave, stochastic models. ete.).
Such algorithmic "blind" methods can be advantageously complemented bv some
amount of rule-based reasoning, due to the contextdependent aspect of phonetic
alterations. A method for formalizing these knowledge rules is to refer to the
activity of speech spectrogram reading by expert phoneticians. Several studies
have been carried out for English [12] and for French {13 [14] |15].

The development of an expert system for phonetic decoding makes it necessary

to solve specific problems generated by the characteristics of the speech signal

and by the inherent undeterminism of the domain :

- contextual approximate reasoning,

- necessity of beam searching in order to keep track of several reasoning lines
in parallel,

- interface between numeric and symbolic processing, i.e. determining on the
speech wave the acoustic-phonetic features that constitute the fact base on
which the symbolic processing operates.

Several hundreds of rules are necessary in order to cover the entire domain for

2o longuage. Most of these rules refer to the context (i.e. the neighbourhood)
" 1l speech segment to be identified. The following is an example of rule from

the APHODEX (Acoustic PHOnetic Decoding EXpert) system developed at CRIN :

g,
)
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IF Right Context = /i/

AND Formant 3 is increasing

AND Formant 2 is increasing '

AND First Formant visible above 1 000 Hz is at 2 200 hz
AND No discontinuity with Formant 2 of /i/

THEN Conclude : /m/.

Rule-based reasoning is an efficient means for compensating some of the errors
made by more classical, algorithmic methods such as Markov models. More generally
the adjunction of a certain amount of declarative processing (e.g. with production
rules or logic programming) to an efficient procedural system (e.g. a stochastic
model) is a good compromise for the interpretation of complex signals [16]. That
makes it also possible to enhance the performances of phone - segmentation

algorithms (or of image segmentation as it will be shown later on).

Signal Interpretation -

A typical example of complex signal interpretation concerns the problem of occan
surveillance signal understanding. It consists in analyzing the acoustic signals
emitted by different kinds of vessels in order to localize and identify these vessels.
The interpretation of such signals relies mainly on the temporal evolution of spectral
analysis, even though other knowledge sources are also considered (cf. section
5).

The heuristics knowledge used by the human expert can be coded into production
rules, as in the HASP/SIAP system [17]. Here is an example of a rule extracted
from the knowledge base of this system :

IF A source (of noise) was lost due to fade-out in the near-past
AND Similar source started up in another frequency
AND Locations of the two sources arée relatively close
THEN they are the same source with confidence of .3 .

The rules are associated with a certainty factor that is used by the approximate
reasoning mechanism, in a way similar to the APHODEX system. In the case of
acoustic signals the problem is complicated by the fact that several distinct sources
may be superimposed. The decision rule of Dempster-Shafer [18] has been used
to solve this problem.

A rule-based heuristic reasoning has also been used for the interpretation of ECG
signals (191 .

Image Analysis -

Algorithmic image processing methods are now often complemented by rule-based
reasoning. Practical applications concern the segmentation 201, (211, 1611 as well
as the interpretation of images |22]. Such solutions are interesting for several
reasons : combinatorial explosion of solutions, non-unicity of solutions, necessity
of combining perceptual data with semantic information.

The system described in |20 is a good illustration of the potentiaiity of Al in
low-level image processing, especially for segmentation purposes. Many heuristic
algorithms have been proposed so far for segmenting images. Al proposes a
framework that makes it possible to represent explicitly the various pieces of
knowledge enbedded in these algorithms and also to evaluate the performances
-+ *fio algorithms. There exist in the system three level of rules corresponding

~. -y~ - farent levels of inference :
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- on image data (operational level),
- on the control (meta level),
- on the strategy (resolution level).

A similar partition of the knowledge-base exists in blackboard architectures like
HASP/SIAP or ATOME (cf. section 5). :

The biomedical field corresponds to interesting applications due to the complexity
of images and to the high level of expertise for interpretation : scanner images
of verterbra 23], cytology images |24/, bidimensional electrophoresis [25].

4.2. Object Oriented Knowledge Representation and Reasoning

The interpretation of patterns necessitates the definition of "idealized” prototype
patterns with characteristics features that can be found with some degree of
distortion in real data. The representation by prototypes has been proposed in
this case. It derives from the notion of frames [26/, initially proposed for the
representation of knowledge in natural language understanding. A frame represents
some kind of structured knowledge (class, sub-class, instance). It is made up of
a set of elementary items. or slots. Reasoning with frames consists in filling empty
slots by using other tvpes of knowledge, e.g. production rules or procedures which
are invoked when attention is given to a particular slot.

This formalism has been used in various domains of application, especially :

ECG signals [27] -

Frames describe the different classes of primitive waveforms that can be
encountered in ECG displayvs (QRS. P. T). The reasoning strategy builds up a
svmbolic interpretation of the signal by starting from characteristic points :

speech {28/-

In this case frames represent several levels of phonetic units (phonemes, phonemic
classes : vowel, plosive, etc.). The definition of a frame grammar makes it possible
to define a top-down decoding strategy. Therefore the frame formalism ensures
the structured representation of acoustic-phonetic knowledge and also the definition
of strategies for using this knowledge :

acoustic signals {29/ -
In the INTERSENSOR for ocean surveillance frames are used for the representation
of signals and of noise sources (motors, etc.) ;

images -
The use of representation structures in vision |30] is well adapted to the automatic
interpretation of images and scenes. Several systems have been designed on the
basis of this idea. They often mix a frame based declarative representation of
objects with signal processing procedures on the one hand and symbolic structure
comparison techniques on the other [31].

Object oriented languages have recently generalized these ideas, especially with
e - oeerts of obiect oriented knowledge representations. That makes it possible
to struciure the knowledge of a partlcular domain while ensuring the property
“theritunce within a class (for instance in the description of an object in a scene).
Besides, the modularity of such representations (an object contains its own
dese motign and the methods for its manipulation) makes it easier to control the
interpicc! 2vion since this control can be decentralized at the level of each object
2.
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The CLASSIC tool developed at INRIA |56/ for data classification and/or
interpretation is based on these ideas. In this system objects are represented by
frames that can be organized in tree hierarchies. In order to recognize an unknown
object CLASSIC looks for a prototype that is similar to this object. A rule based
approximate reasoning using possibility theory makes it possible to complete the
description of the object as given by sensors.

4.3. Constraints Propagation

Understanding tasks usually need contextual reasoning. An important feature
of this type of reasoning consists in taking into account the constraints due to
the properties of objects and in propagating them throughout the interpretation.

Such phenomena can be found in speech or image understanding. As far as images
are concerned, for instance, a segmented image can be represented by a graph.
In the case of stereovision a major problem is to match the two corresponding
views of a scene. This matching can be carried out by algorithms that search for
graph isomorphisms [57|. Such algorithms are of polynomial complexity. Therefore
Al techniques of heuristic search can be used to match the graph of an image
with the relational models of the universe : heuristic graph search algorithms
such as A* have proven particularly efficient [58|. A third method has also been
used for the matching operation. It is an iterative method based on association
graph 59| that consists in matching regions in the two images and in propagating
the constraints which appeared during this operation. This important problem
of image registration in stereovision illustrates the role of Al heuristic search
techniques in conjunction with classical methods.

MODELS FOR KNOWLEDGE SOURCES COOPERATION

[$1]
.

5.1. Multi knowledge-based systems

We have seen that the interpretation of complex patterns or signals necessitates
a bunch of various knowledge and information sources. A major problem in the
design of a practical system is to define an adequate model for the cooperation
of these sources. Such model should also be able to allow for multi-sensory data
fusion in domains like robotics.

A primary solution consists in coding all the knowledge sources within a single
framework. That leads to efficient implementations in relatively simple cases.
This solution was used for speech sentence understanding in the HARPY system
[33] and for image understanding in the ARGOS system |34]. In these cases all
available knowledge sources arc coded under the form of a single stochastic network
that contains all possible forms of the signals to be interpreted. The interpretation
consists in finding the best path through the network thanks to classical graph
searching methods (e.g. beam search). A similar method consists of representing
the variability of the signals into some stochastic models, e.g. Markov models.

The idea of integrating a certain amount of knowledge by precompilation is also
often used. For instance, phonological knowledge which is responsible for phonetic
alterations of words in context can be represented in terms of contextual rewriting
rules which apply to word entities in the lexicon [35]. This application of
phonological rules to basic word-forms in the lexicon can be done either during
the understanding process at each access to the lexicon or all at once in a single,
preliminary phase. This phase consists of a precompilation of the set of phonclogical
forms of the words. This latter solution is much more efficient as far as the
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computation time is concerned and is used in several large systems for speech
understanding, such as HWIM |36].

Similarly, the use of some kind of precompiled knowledge increases the efficiency
of vision. The MIRABELLE system [37| we have developed in our group uses a
compiler of descriptions for interpreting handwritten drawings. In a preliminary
phase this compiler extracts information from the structural description of the
class of drawings to be recognized. This information is then used during the
recognition process in order to control the analvsis. We have extended this idea
to the interpretation of 3D scenes in the TRIDENT vision system [38!. Precompiling
a knowledge base (e.g. a set of production rules) also contributes to efficiency.
as for example in the PROSPECTOR system {39].

Generally speaking, the main problem consists in making cooperate : several
sub-systems with different operating .modes within the same structure. From
the various experiments that were carried out (especially in automatic speech
recognition) two main classes of models can be derived :

- hierarchical models organized around a supervisor which controls the application
of the different knowledge sources in a predetermined order ;

- more flexible models in which the order of knowledge sources invokation is
not predetermined but dynamically decided in an opportunistic way according
to the state of the interpretation process. Such models will now be described
in greater detail.

5.2. The blackboard model

The blackboard model enables the communication between different knowledge
sources through a common data structure, called blackboard that can be viewed
as a generalized fact base.

A blackboard system is usually made up of three basic elements :

- a set of knowledge sources, cach comprising two parts :
Condition which specifies the situations where the source can be activated.
Action which properly defines the action carried out by the knowledge sources.
The "Action" part can be either a program (procedural knowledge) or a set
of production rules.

The various knowledge sources enbedded in a system are independent and ignore
cach other. In order that a source be invoked the facts and hypotheses alreadv
available must meet the activation conditions. This information is stored in the
blackboard : knowledge sources thus communicate only through the blackboard ;

- a blackboard, fact base of the system, usually but not always divided in
hierarchical levels corresponding to the conceptual levels of the application domain.
A knowledge source can accede to one or several levels in order to emit, modify
or cancel an hypothesis of interpretation. The role of the blackboard is therefore
twofold :
it ensures message passing (i.e. an hvpothesis) from one knowledge source to
onoipet o cwerv source asynchronously emits hvpotheses at its own level of
expertise ic.g. in speech recognition : phoneme, word, phrase. sentence) and
pSUs them on the blackboard. A hypothesis emitted by a particular knowledge
source Si may activate another source Sj. The activation of the knowledge sources
is thus patiern-directed ; this declarative scheme turned out to be very fruitful
in Al [40].
it contains all the different possible interpretations of the input data in terms
of combination of hypotheses.
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- a control structure which controls the operations according to a certain strategy.
The blackboard model makes it possible for the designer to implement sophisticated
control strategies that are made necessary by the complexity of understanding
problems. Another advantage of the model is that the control itself can be
considered as one or several particular knowledge sources.

The architecture of the ATOME blackboard development system 41| that is
presently developed in Nancy is given in figure 6. ATOME is a good illustration
of the principles of the blackboard model. Three levels of knowledge have been
defined in this system :

- specialists (lower level) which represent the knowledge specific to an application
domain. The specialists are the only knowledge sources having access to the
blackboard,

- tasks (meta-level) which activate specialists according to specific events that
occur in the blackboard,

- the overall strategv which activates tasks according to the context of the
interpretation.
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The blackboard model was first implemented in the HEARSAY II speech
understanding system [42l. In HEARSAY knowledge sources were procedural
programs as well as in the VISIONS system {43| that was developed for image
interpretation. The same model has then been used for underwater signal
interpretation : HASP/SIAP [17], INTERSENSOR |29] and also for the interpretation
of data in cristallography : CRYSALIS 44|. The blackboard is actually well adapted
to signal understanding since the knowledge and information to be taken into
account in these operations are very diverse. The model proposed bv Nazif and
Levine in their vision system {20/ is a slightly different version of the blackboard
model. In their system (figure 7) various processes responsible for different
understanding tasks such as system initialization, line processing, region processing,
general control, etc. communicate through two different "blackboards" :

- a short term memory (STM) which contains the data and facts about the actual
problem (initial data, segmentation results and final interpretation),

- a long term memory (LTM) which contains knewledge and meta-knowledge
in the form of rules.

LTM
KNOWLEDGE BASE

Initialization

Data from
sensors

FIGURFE 7
A vision svstem based on a two-blackboard model.

5.3. Multi-Expert Svstems

The blackboard model is rather gencral and therefore it can sometimes be
inefficient if the corresponding control structures are not sophisticated enough.
Other models have been proposed for the cooperation of knowledge sources. The
model of expert society has been used in various domains of signal understanding.
It differs from the blackboard model at the levels of control (each expert has
its own control structures) and of communication (the experts communicate directly
with each other). This solution was used in speech recognition 45| and also in
vision : figure 8 shows the principle of the SIGMA system [60| in which three expert
systems cooperate to solve the problem of interpreting an image.

The model of specialist society !62! also features interesting properties for pattern
interpretation : message communication between processors and knowledge sources.
distributed control, etc.
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FIGURE 8
The SIGMA multi-expert vision system.

6. SEARCH STRATEGIES AND CONTROL STRUCTURES

It has been shown precedingly that in order to use various knowledge sources
efficiently, it is necessary to implement sophisticated control structures for
controlling the interpretation process. Moreover, the combinatorial explosion
of solutions has to be reduced by means of appropriate search strategies. We will
now discuss these points and show their influence on the overall architectures

of understanding systems.

One way of coping with the uncertainty inherent to understanding problems consists
in using hypothesis valuation techniques and of propagating "confidence factors"
during the interpretation process. The implementation of sophisticated control
structures is also of primary importance. There are two basically different
philosophies for control structures :

- bottom-up or data driven control, which emits hypothesis in accordance with
the input data and tries progressively to build up the interpretation of the object
(sentence, scene, situation, etc.) under consideration,

- a top-down or model driven control, which consists in emitting hypotheses about
- ‘he input data by taking into account high level knowledge available. This type
of =~ ~"-=n be associated with the classical Al notion of problem reduction.
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When knowledge is coded under a Condition/Action form (like production rules
or the blackboard model) these two control structure classes correspond to a forward
and a backward chaining respectively.

In fact, the two methods refer to the same knowledge and manipulate the same
intermediate notions (e.g. phrases, words, syllables, etc. for speech or objects,
regions, lines, etc. for images). They mainly differ in the order in which the
different processings are carried out and in the degree of detail into which they
enter. The notions of bottom-up and top-down control are an oversimplification
of the implementation of processing levels interaction in actual systems. In the
?un,lan brain control structures reach still much higher level of sophistication
46/,

In a bottom-up speech recognition system, a word lattice containing all the possible
occurrences of words within a sentence is built up from the acoustic data and
the lexical knowledge. Syntactic and semantic knowledge are then used to select
the most plausible sequence of words that will represent the actual interpretation
of the sentence. This method is interesting, since it is not too sensitive to noisy
data. However it becomes untractable when the size of the application (number
of words, complexity of the language) increases, due to the large number of possible
solutions. The same situation exists in vision : a purely bottom-up approach
consisting of starting from pixels in order to build up a scene is only valuable
in simple industrial applications where adequate illumination conditions make
it possible to only manipulate binary images.

In top-down approaches, high level knowledge about the application universe is
used for making assumptions about the constituents of a sentence or of a scene.
The predictive aspect of top-down control makes it possible to cancel a large
number of hypotheses. This point is particularly interesting in large applications
where there is a high number of possible combinatorial solutions. On the other
hand, a purely top-down control is relatively more affected by noise in the incoming
data.

For simple applications, an understanding system may operate in a strictly bottom
up way. On the other hand, it is very rare to find purely top down systems. An
example is one version of the HWIM speech understanding system based on Klatt's
analysis-by-synthesis model [47. In this version, the top down assumptions about
words are pushed down to the level of acoustic signal by means of a speech synthesis
system. A word assumption is then verified by dynamic comparison of its acoustic
spectrum with a position of the input sentence. This solution is not computationally
efficient but it is interesting in theory. One version of the ESOPE speech
understanding system |48] is also based on a similar idea.

In most cases, systems based on top-down control structures incorporate some
bottomup process. The most commonly encountered arrangement consists of deriving
a bottom-up symbolic description of the input data that corresponds at the same
time to an important reduction of these data. This description might take the
form, for example, of a phoneme lattice in the case of speech or a set of lines,
v.ziore or partially identified objects in vision. These preprocessed data are then
taken into account by top-down processors. ‘

~As for as speech understanding goes, bottom-up or partially top-down systems
are aimost equaiiy efficient for processing sentences of artificial, highly constrained
languages (see, for instance, the MYRTILLE I system |49| for a typical example).
But for pseudo-natural languages it is absolutely necessary to implement much
more sophisticated control strategies that combine bottom-up and top-down
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methods. Such structures can be found in the systems we have already mentioned :
HEARSAY II, HWIM, MYRTILLE II |50], etc.

It is interesting to consider the development of understanding systems during
the past fifteen years, both in vision and in speech. The first systems that were
built relied heavily on a bottom-up methodology which consisted of extracting
the maximum amount of information from the data by the use of powerful but
blind techniques of signal processing and pattern recognition.

As we have already seen, except in simple cases (binary images or artificial
sentences), such methods cannot handle the combinatorial explosion of possible
solutions. They were therefore abandoned and replaced by top-down methods
and then by mixed methods for understanding as in the case of the ACRONYM
system, already mentioned. This system is based on a geometrical description
of objects which is independent of the application domain. However, these models
are not yet completely satisfactory and there is now a tendency towards basic
studies about the physical and physiological phenomena that are involved for
instance in the process of image or speech production and perception : properties
of objects (luminosity, brightness, textures, geometry of surfaces, etc.), vision
process |[51], etc. on the one hand, phonetic and phonological properties of sounds,
phonation and audition processes, etc. on the other. This promising new tendency
calls on a number of very different disciplines and necessitates the elucidation
of diverse knowledge and expertise domains.

6.2. Search Stf‘ategies

At each step during the understanding process a potentially large set of partial
solutions has to be examined. In order to restrict this set to a computationnally
reasonable size and to avoid any combinatorial explosion, sophisticated search
strategies have to be implemented so that an acceptable interpretation of the
incoming data - though not always the optimal one - is finally reached. The search
problem is well known in Al and it has been addressed a great number of times.
Search strategies are crucial in complex problems like understanding problems
or vision since the solution space is very large, whereas in more restricted tasks
such as diagnostic expert systems (e.g. the MYCIN system [52| which was among
the first systems developed) an exhaustive search throughout the solution space
is practicable.

Dynamic programming yields an optimal solution to the search problem. For
instance, it has been implemented by IBM |53] in association with a Markov model
of the language by using the Viterbi algorithm. Relaxation techniques used in
image processing are approximately equivalent to this algorithm.

Dynamic programming algorithms have a complexity proportional to n2 where
n represents the number of states to be explored. They are therefore often much
too time-consuming, in which case it is necessary to use suboptimal but faster
heuristic search strategies. This means that, instead of a global strategy, we have
a sequence of local decisions which will hopefully lead to a global acceptable
solution in accordance with the general prediction-verification paradigm. Twe
widely used strategies are :

- a best-first search strategy with backtracking : it consists in keeping the most
promising solution at each step and in developing it as far as possible. If this
becomes impossible, a backtracking algorithm is activated in order to consider
another solution. This strategy can be found in numerous systems, since it is easy
- to implement and efficient for small-and medium-size applications,
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- a beam-search strategy : this consists of simultaneously retaining the k best
solutions and developing them in parallel, without any backtracking. This strategy
is usually more efficient than the best-first strategy, especially in the case of
speech understanding [54]. It is the strategy used in the HARPY system.

These two strategies are very popular in various domains of Al and have becn
adapted in a number of different ways. Specific constraints of speech and vision

‘have led to the design of a new class of search strategies, called anchor-point

or island-driven strategies. The basic idea consists of starting the interpretation
of a sentence or an image from one or several reliable anchor-points. Such
strategies are rather complex to implement but prove to be very useful for
processing pseudo-natural sentences or images and handwritten sketches |55/,

7. CONCLUSION

Artificial Intelligence, and especially knowledge~based techniques, can help solving
pattern and signal understanding problems typical of advanced Pattern Recognition.
Several issues related to these questions have been discussed in this paper and
illustrated by practical examples. The understanding of complex patterns such
as speech, images, signals can be viewed as the progressive transformation of
analog data extracted from the real world into a high level symbolic description.
This transformation process involves numeric procedural techniques together
with symbolic knowledge-based reasoning. Specific architectures have been designed
for the interaction between numeric and symbolic processing and for the cooperation
of various knowledge sources. Finally, this paper shows that the two fields of
Artificial Intelligence and Pattern Recognition are essentially complementary
for solving advanced problems of complex pattern understanding.
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