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Abstract:

A stable storage is a reliable device used to store persistent information (files) or
temporary data structures such as those needed to implement commit protocols. Solutions provided to
build such a device are based on data redundancy. This paper describes an active stable storage able
to manage structured objects and to protect itself against faulty behaviour of the processor. A
performance analysis shows the possibility of designing a fault tolerant machine using a stable
storage as a main component.

Key words:
Stable storage, protection, redundancy, fault tolerant machine, failure recovery.

Résumé: v

La mémoire stable est un support d'information fiable qui est utilisé pour le stokage de
structures de données permanentes (fichiers) ou comme celles qui sont nécessaires 2 1a mise en ceuvre
des protocoles de terminaison des actions atomiques. Cet article décrit une mémoire stable active
adaptée Ala gestion d'objets structurés. Elle posséde des mécanismes de protection internes pour
survivre aux comportements anormaux du processeur qui l'accede.

Une analyse comparative des temps d'acces de cette mémoire démontre la possibilité de
I'utiliser comme le composant de base d'une machine multiprocesseur tolérante aux fautes.

Mots clés: ‘

Mémoire stable, protection, redondance, machine tolérante aux fautes, traitement
d'erreur.
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1. Introduction.

A stable storage is a reliable device used to store persistent informations (files) or
temporary data structures such as those needed to implement commit protocols. Solutions provided to
build such a device are based on data redundancy. The two main properties of a stable storage can be
summarized as follows:

1-Resistance against external hardware or software failures (processor failure, power

failure, bad memory access) and also resistance against internal failures such as memory

decays.

2-Atomicity of read and write accesses.

The first implementation of such a memory was made in order to build a distributed file
system, DFS [LAMP-81]. It was used to store information related to file management. In this
implementation, two physical blocks on disk are associated with one logical block. Physical blocks
are updated sequentially. In order to provide resistance against disk failures and decays, the two
physical blocks are located on two independent drives. This solution is acceptable for file servers
only because the grain of recovery is rather coarse [SVOB-84].

Recent studies in distributed systems provide atomic operations on abstract objects
[LISK-84], [SPEC-85]. In order to get an efficient implementation of such operations, it is necessary
to take into account the size of the objects, which may be small and the grain of recovery, which is
fine as the execution time of primitives is very short. Of course, for efficiency reasons, it is not
possible to use a stable storage built from disks due to their access time. A proposal was made
within the framework of the ENCHERE system [BANA-86]. To manage small objects, this system
provides a stable storage built from non volatile RAM memory. The memory is composad of eight
banks which belong to the address space of the processor. However a major problem
appears: if the stable storage is part of the machine address space, it would be vulnerable to erroneous
programs. Since the stable storage should enable a system to recover from failures, it should be
guaranteed that the stable storage is unlikely to be overwritten by accident. In that
view, special care should be taken in order to provide appropriate mechanisms which will make it
highly improbable that the stable storage will be damaged. In ENCHERE, hardware and software
mechanisms, based on encryption were used to protect this memory against uncontrolled access due
to hardware or software failures.

The stable stora
consisting of contiguous memory blocks. It is important to avoid this limitation when one considers
objects which have a concrete representation spread over the memory. To provide such facilities a
possible solution could rely on a mechanism such as a commit protocol in order to provide atomic
reading and writing of objects, but this has been abandoned for efficiency reasons.

Another reason to reconsider the stable storage design is related to fault-tolerant
architectures. Such architectures should survive despite the possible unavailability of processor
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storage facilities. Recovery techniques héve been studied to provide high reliability in a transaction
processing environment using multi-processor machines [BART-81], [BORG-83]. The hardware
redundancy provided on these machines may be coupled with software techniques, as in
TANDEM ™ machines which implement the process-pair mechanism. However, all these machines,
based on computer redundancy and message-passing facilities, are very expensive. The present study
analyses of using a fast stable storage device as basis for cheap fault tolerant machines based on data
redundancy.

This paper describes a new architecture for a stable storage which allows fine grain of
recovery and high fault-tolerance. This device overcomes the deficiencies observed in the
implementation of the ENCHERE system, in particular the following objectives have been fixed:

(1)-the access time of the stable storage should be of the same order as the access time of

a usual RAM memory, ,

(ii)-it should be possible to handle atomically complex data structures, which

are normally managed by atomic activities. It is clear that the provision of

hardware mechanisms for atomic update of these data structures should improve the
performance of the stable storage,

(iii)-the stable storage should not be sensitive to processor malfunctioning. This should

imply:

-auto-protection of the stable storage against processor failure,

-autonomy of the stable storage. It should be able to take some decisions, for
example to decide that the processor which normally accesses it is faulty and then
initiate a reconfiguration.

These properties of auto-protection and autonomy are achieved through very strict
access control performed by the stable storage which, unlike usual memories, is an active device.

Section 2 describes the structure and properties of a new stable storage board (SSB).
Section 3 presents failure detection mechanisms associated with the SSB. The architecture and
performarnce of the SSB are detziled in section 4. Section 5 describes the integration of the stable
storage in a multi-processor architecture. Finally, section 6 provides a brief review and discussion.

2. Operational principles.

This section describes the operational principles of the SSB. After a brief presentation
of the kind of objects handled by the SSB and an overview of its hardware structure, the stable read
and update (or write) operations are presented.

2.1. Information structures handled by the SSB. .
The SSB can manage objects of type record, array or list. Constituents of such objects
may be physically contiguous or not on the SSB device. The elementary memory access is the word



access, so accessing an object results in accessing its word components.
The following property characterizes the semantics of read and update access to objects:
(P-access)-Any access to an object implies accessing all its word components, once
and only once.
The property (P-access) is ensured if the following condition is assumed:
(C-access)- All the word components of an object are accessed by logically increasing
addresses.

2.2. A first glance to the hardware structure of the SSB.

In order to implement stability, there should be at any time, at least one valid copy of
any object. Actually, in stable storage, every object possesses two copies located on two physically
independent memory banks. Accesses to these banks are mutually exclusive. This redundancy allows
the detection of memory decays and their eventual correction assuming that a valid copy of the object
exists on one of the two banks and that this valid copy may be identified.

In order to guarantee high performance, the SSB is built from non-volatile RAM
memory banks belonging to the processor address space. Access control is ensured by internal
hardware mechanisms (the object manager). The object manager does not rely on the processor and
is sufficiently simple to be implemented in hardware. Its main components are described in section 3.

< Bus >

0 0

\/ \“
object Bi| | B2

manager

Processor
memory banks
RAM SSB

Figure 1: A processor and its associate SSB.

2.3. Atomic update operation.

In order to update an object O from volatile memory to SSB, a copy has to be made



atomically on both banks (figure 2). To do so, two processing steps are necessary:
(i) O is copied onto bank 1 (B1) giving Obl.
(ii) Obl is copied, onto bank 2 (B2) giving Ob2. This operation is internal to the SSB.
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' Figure 2: Updating an object in stable storage.
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Should a crash occur in while copying O onto Ob1, Ob2 is used in order to restore Obl,
the update operation is considered as "not done". |
Should a crash occur between step (i) and step (ii) or while copying Ob1 onto Ob2, Obl

is used to restore Ob2, the update operation is considered as "done".

2.4. Atomic read operation.

The stable read operation consists of only one processing step which performs the
actual reading of the object. This is done by reading and comparing, internally to the SSB, versions
of the object situated on bank 1 and bank 2. The only failures which can be detected by this
comparison are those subsequent to memory decays. Actually, the stable reading of an object
involves the stable reading of all words of this object (property P1), the stable reading of a word w
implies reading the two versions w; on bank 1 and w» on bank 2, and comparing their value. Several
situations may occur:

«W =W, and no decay is detected (by using a parity bit when reading a memory



word) , then the read value is returned to the processor.

«W1#W1 and no decay has been detected, then a fatal error is signaled.

«A decay is detected on only one word, then the other word is validated and returned.
«A decay is detected on both banks, a fatal error is signaled.

This simple technique allows the recovery from decays if a valid copy exists on one of

both banks. Of course, it is useless if both words w; and w, are decayed.

2.5. Create and delete operations.

Creating and deleting an object can be viewed as a particular cas of updating an object
in the SSB. However, as it will be shown hereafter, the update operation uses such information as
the topology of the object for protection purposes. Additional hardware mechanisms have been
provided to implement atomically the create and the delete operations since no topological information
is available in this case. These mechanisms being quite similar to those used to implement atomic

update are not detailed in the paper.

3. Failure detection mechanisms.

In this section,we think of a stable storage board as a stable store with an integrated
object manager to control access to objects. The purpose of access controls provided by the object
manager is twofold:

.first, checking that it is the desired object which is actually accessed,

.second, ensuring that read and update operations respect their semantics (P-access

property).

Access control implementation is based on two mechanisms: (i) an identification key
which is used to control that the right object is actually accessed and (ii) topological information about
the structure of the accessed object which is used to check that the semantics of read and update
operations are followed. These mechanisms are detailed in section 3.1 and 3.2. It is also necessary to
control that the sequence of operations used for copying an object from bank 1 to bank 2 is correct.

This is performed by an automaton as described in section 3.3.



3.1. Using a key to control access to an object.

Access control to an object O consisting of n words (W1,...,wp) is made with a key.
This key, denoted k(w1), is the content of the word w1 and must already be stored in the RAM
memory. The update operation is as follows (it involves the processor and the SSB):

Part of the operation performed by the processor.

(1)  write (k(wl), reg-key)

where k(w1) is kept in the processor memory and reg-key is a register belonging to the

SSB.

2) update(wl,vl), v is the new value which is going to be stored into w1

Part of the operation performed by the SSB device, after step (2).

if reg-key=k(wy)
then write(wl,vl)
else error
fi
If the content of reg-key is equal to the actual content of w jcurrently stored in the SSB,
then access to the object is granted. One can remark that the value of k(w1) changes when the value
of wq changes. Here, when the update operation has proceeded, the value of k(w1) is v1. The create

operation initializes correctly k(w1) and stores it in RAM memory.

3.2. Using object representation to check the semantics of access operations.
Even after access control, it is possible that the sequence of basic read or write accesses
is incorrect. Imagine that O consists of n memory components (W1,---,Wp), an access is erroneous if:
(i)-after accessing the w; word of O, the next word to be accessgd is wj with j#i+1,
(ii)-the first access to O is made through an access to the wj component with
i=l.
So even if access to the first word is valid, it is still necessary to check that further

accesses are made in a i ght order to all the words of the object (C-access condition).
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Detection of failures of type (i) and (ii) is made by linking together all components L4
of the object O. This link information is kept in a "link vector" (LV) such that LV{[i] contains a coding

of w;_1 address, denoted cd( wj_1).

When accessing wj, the following control procedure is executed on the SSB:

procedure control;

begin
if LV[i]=cd(w;.) address
then
#access to w; authorized, save cd(w;)#
else
#error#
fi
end

This procedure checks that the components of an object are accessed in increasing
order. It cannot determine that all components of the object have been accessed. In order to do so, it
is necessary to keep supplementary information (the bounds of the object) in a vector (BV) which
allows a check that the last access to O concemns the last component of O. The vectors LV and BY
are hardware implemented in the object manager. They are updated when creating or deleting an

object.

3.3. Control of correct sequencing of operations.
The implementation of the stable update operation should assume that the sequencing of
elementary processing steps be respected. This property is checked by an a

the SSB.
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Pt update-Bl update-B2

Figure 3: Automaton describing the update operation.

The current state of A is stored in a special SSB register "reg-state". In order to check
the correct sequencing between processing steps, the processor loads into another SSB register
“reg-com" the identity of the processing step to be executed, and uses the automaton in order to check

the validity of the transition (current state to new state).

3.4. A complete description of the update operation.

The instructions executed by the processor for an object update, the actions and control

operations executed by the object manager are summarized on the following figure.
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w1l,...,wn are the addresses of words of an object in the SSB.
m1l,...,mn are the addresses of words of the copy O' of O in RAM memory.
k(w1) is the access key, stored in RAM memory.

Code executed by the processor Control operations executed by SSB

#copy of O’ onto Obl#

command:="update-B1" Check that the transition (no access
update-B1) is valid
reg-state:= command

#access control# #access controltt

i 1),reg-k
write(k(w1),reg-key) check if k(w1) is equal to reg-key
write(m1,wl)

for all #words w2,...wn#

Controls are executed according to
do

the control procedure.
. s s write operation is done on bank1
write(mi,wi)
od
#copy of Obl into Ob2# |
command:="update-B2"

Check that the transition (update-B1™>
update-B2) is valid

reg-state:=command
#provision of the sequence address wi

of the object O in the SSB# S::&lspmmc:j‘uﬁ“wd according to the

Words of bank 1 are copied onto bank 2
according to the addresses provided
command:= "no-access"

Check that the transition (update-B2 —
no-access) is valid

reg-state:=command

Figure 4: Execution of an update operation.

Notice that copying an object from bank 1 to bank 2 is made internally to the SSB,

the processor provides only the successive word addresses of the concerned object.

Another solution would have implied a read operation from bank 1 to RAM then a write
operation from RAM to bank 2, as done in [LAMP-81]. However, as RAM may be accessed by the

processor it could be possible that between read and write operations the value of the object be

destroyed. Our solution avoids this kind of failure.

3.5. Discussion.

The three mechanisms which have just been proposed are complementary. The first
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ensures that wrong access to the first word of an object is detected (with a high probability).
However, it may be too weak, for example if the object is composed of words all initialized with the
same value, then the key is not very significant, and access to any word would be granted. The
second mechanism could detect this error as the link table should be accessed sequentially starting
with its first element. Finally as the first two mechanisms deal with one bank only, it was necessary
to add a new mechanism which could detect errors occuring during the copy from bank 1 to bank 2,
this is the role played by the coﬁml automaton.

Classical protection mechanisms, rely on the use of keys and encryption[GIFF-81],
capabilities or objects [LEVY-84], allow a strict control of the use of the object operations, but do
not check that the operation performs correctly. So they solve protection problems, but do not take
into account a possible faulty behaviour of the processor which could result in an incorrect execution
of the operation. The mechanisms presented in this section allow the detection of this kind of failure

which may be disastrous when we consider a stable storage implementation.

4. The architecture of the stable storage.
4.1. The hardware.
The stable storage board (SSB) is made of three parts:
(i)-a object manager which implements access mechanjsms,
(ii)-two memory banks
(ii)-a multiplexer for communication between memory banks and the processor.
The board has battery backup power capable of saving the information that it contains

for several hours in the event of a power failure.



14

LV BV
? emory for link informations
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Figure §: Stable storage board architecture.

For each memory access, the processor provides the object manager with an address

and appropriate control signals concerning this access. If the object manager validates this access,

»

then it sends appropriate commands (read, write,...) to the multiplexer (MXmemory) which selects
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the bank where the data is to be read or written.
The SSB can be accessed via two buses in an exclusive way. Switching from one bus

to the other is controlled by the automaton (switch error interrupt).

4.2. Performance of the stable storage.

In this section, we compare the performances of the SSB with those of two existing
stable stores: the stable storage implemented in DFS whose performance is given in [MITC-82], and
the ENCHERE stable storage board [BANA-86].

First, we give some information about implementation of these stable stores which will
help in understanding the performance figures.

.DFS.

DFS stable storage is implemented using disks with sectors of 1024 bytes.

.ENCHERE.

ENCHERE stable storage is a 64 Kbyte RAM, divided into 8 banks. The size of a
memory word is 8 bits. The stable storage is accessed via the bus MULTIBUS-1 and the processor
used is an INTEL Isbc-8630. |

.the SSB device.

The stable storage is composed of 2 banks of 1024 Kbytes each. The size of a memory
word is 16 bits. The machine used is a multi-processor SPS7 (cf §5), equiped with Motorola-68010
- MICTOProcessors. |

-RAM memory.

This memory is an ordinary one (no stability is provided), with 16 memory words. The
machine used is also a SPS7. Performances of RAM memory are displayed only to evaluate the loss

of performance observed when using stable stores instead of usual memories.
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Update operation| DFS ENCHERE SSB RAM
Byte 140 ms 19.5us 12.6 ps “3us
Word (16 bits) 140 ms 39 us 12.6 pus 3us
Word (32 bits) 140 ms 78 us 174 us 54 us
1024 bytes 140 ms 20 ms 1.9 ms 0.9 ms

Figure 6: Compariscn of performances of different stable storage.

The difference between DFS and the SSB is due to nature of physical device used in the
two solutions. Any object, in DFS, demands at least one sector, so storing two bytes or 1024 bytes
takes the same time. This stable storage is well adapted to the management of objects of great size. In
order to update a stable sector, four disk accesses are necessary (write, chieck, write, check), every
access takes 35 ms, so all in all 140ms are necessary.

The difference in performance between ENCHERE and the SSB device is due to new
hardware solutions, the management of atomié access to objects and also to them progress of
technology. For example the bus access time of ENCHERE stable storage is much longer than with
the SSB.

One can notice that the acces time for the SSB device is between two and three times
more than the one needed for an ordinary RAM memory. Due to this, we use the SSB device in
order to build fault tolerant machines based on multiprocessor architectures as explained in the

following section.

5. Integration of the SSB in a multi-processor architecture.
We have developed a prototype SSB for a multiprocessor machine called SPS7

[BULL-85]. The structure of our machine is represented on the figure 7.



17

’p’”’l";’"’J”’Jo””’pd’ ,l"’""”l""‘llllilll"
/ ’ ¢ ’
’ ; ’ ’

’ , ’ ’ -
’ Global bus s ! s ICM
W\\‘;\W

/ ’ ’ /
| e MMU ;0 [p MU /
/ SSB ELM | 4 SSB ELM|
’ ; ’ ’
/ ’ ’ /
’ i 1 ’ ’ I .
/ Local bus A ‘g Local bus . ’
' ’ * ’

’ /
; 15.Y 4 I M| |
’ ’ ’ ’
’ ’ ’ ¢
/ ’ ’ /
‘ ’ ’ ‘
""I"l’l’l”'l’l”l"’l’a ’l”"”l""”"’l"lltll‘

Figure 7: SPS7 architecture.

The SPS-7 architecture supports up to 8 processing units (PU), 16 exchange units
(EU) and 16 megabytes of memory. The machine is organized around a global bus to which the
different boards are attached. Moreover, every PU has its own local bus.

Every memory module can be plugged either into the global bus or into a local bus. In
the first case this common memory (CM) is shared by the processors of different PU's. In the second
case, the local memory (LM) can be accessed only by the processor of the PU. It is also possible to
plug a memory board into both the global bus and a local one; in this case this external local memory
(ELM) can be accessed through the two busses.

Every PU is equipped with a microprocessor (Motorola-68010), with a small amount
of private memory and with a memory management unit (MMU). The MMU is a set of 1024 registers
each containing a segment descriptor (physical address, length, access right, etc.). Segments
described by such a descriptor can be located in any memory module connected either to the local bus
of the processing unit or to the global bus.

The EUs are intelligent I/O modules, each one is made of a microprocessor, some
memory and device controllers.

Every PU is enriched by a stable storage board normally accessed by the local bus,
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(essentially for performance reasons). The integration of this component is rather straightfoward.

An interesting feature of this iew architecture is its ability to provide a normal service
(possibly degraded), even if some processing units have failed. Actually, it is sufficient that one
processing unit and the global bus service survive in order to get a normal service as explained
hereafter.

The detection of a crash of a processor P; is performed by SSB; itself. Every time
period T, SSB; sends a signal to P;. If it happens that this signal is not acknowlodged by P;, then
SSB; assumes that P; is crashed. A failure of the processor P; of PU; makes inaccessible its stable
storage SSB;. As SSB devices contain critical information such as process states, checkpoints.. ., it is
necessary to make this information accessible from another processor. This is done by granting
access to SSB; to another processor Pj via the global bus. So SSB; is accessed by P; through its local
bus in normal use and by Pj (j=i) through the global bus in case of P;'s failure. Of course, these two
access links are mutually exclusive.

Such a fault-tolerant architecture possesses several advantages:

«casy to build from existing multiprocessor machines,
~ «Cheap, only SSBs have to be added to the processors,
«cfficient as far as failure detection is concerned.
«efficient in the sense that it maximizes the productive use of hardware during
normal execution ( potential parallelism). The performance of the architecture is
: all processors may execute

s vV X 212dy LA

different usefu! tasks.

6.Discussion

This paper has described a new high performance stable storage possessing the
following qualities:

+it belongs to the machine address space,

«its access time is of the same order as the access time observed for usual RAM

memories,
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+it implements very strict access control, which should prevent it from any damage

even in case of processor failure,

+it can be easily integrated to a multiprocessor architecture.

Presently, four prototype boards have been developed and integrated into a
multiprocessor machine. '

Apart from using the SSB to implement atomicity, our present research concentrates on
the building of fault tolerant machines by using the active stable storage concept. The basic
component of this new type of fault tolerant machines is a multiprocessor architecture, where every
processor is equipped with a SSB, (as described in the previous section). Every SSB may be
accessed via the local bus of the processor to which it is attached, via the global bus of the
multiprocessor to which this processor belongs or via the global bus of the "neighbour"

multiprocessor (figure 8).
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Figure 8: Architecture of a fault-tolerant machine.

Consider a process p; running on processor P; equipped with SSB;. From time to time
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pi may store information related to checkpoints in its SSB;. These informations are either implicit,
i.e., obtained through the implementation of appropriate software structuring mechanisms such as
atomic actions, or explicitly provided by the programmer. In particular, we study mechanisms
allowing a kind of micro-recovery where checkpoints are taken for every procedure call. |

Should a failure occur during a procedure execution, an attempt to recover from it could
be taken locally to the process executing the call, and only if this process cannot recover from this
failure, the global mechanisms related to atomicity are invoked. The implementation of this kind of
micro-recovery is realistic only because of the performance of the SSB.

As far as reconfiguration is concerned, the basic idea is the same as the one explained in
§5. Actually SSB; is able to detect a failure of P; and then it becomes accessible from another
processor Pj through the global bus of the multiprocessor to which P; belongs, or through the global

bus of the "neighbour" multiprocessor.

Though much work remains, our first experiences to date have convinced us that
efficient fault tolerant systems based on stable storage are feasible and useful for a wide variety of

transaction processing applications.
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