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ROBUST AND IMPLICITLY“BIMODAL” COLLISION RESOLUTION PROTOCOLS

Philippe Jacquet
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Abstract

We introduce CSMA/CD protocols which behave like pure packet contention protocols when the input
load is under a critical value A.. When the load is above )., the design of the protocol lets the system naturally
behave like a collision-free mode which allows the high throughputs of TDMA or Token Bus schemes. There
is no ezplicit swilch between CSMA/CD mode and collision-free mode : when the load increases, the protocol
reduces the collision occurrences but does not suppress them. Thus the protocol is equivalent to a collision-
free protocol in terms of high throughputs, but essentially remains a CSMA/CD protocol in terms of high
robustness and flexibility. : ,

PROTOCOLES DE COMMUNICATION ROBUSTES A COMPORTEMENT “BIMODAL”

: ‘ Résumé

Nous présentons des protocoles de communication qui se comporient comme les protocoles a résolution
de collision quand la charge du canal n’ezcéde pas une certaine quantité X.. Quand la charge est supérieure
@ A, alors la construction de lalgorithme fait que le systéme tend naturellement i se comporter comme
un protocole & évitement de collision ce qui lui permet d’atleindre les hauts débits qu’offrent générallement
ce type d’architecture. Il n’y a pas de transition ezplicite entre le mode résolution de collision et le mode
évitement de collision ; en fait, quand la charge augmente, le protocole réduit I'occurence des collisions mais
ne la supprime pas. En conséquence le protocole devient équivalent a un protocole d évitement de collision
en terme de débils élevés, mais reste essentiellement un protocole de résolution de collision nolamment sur
le plan de la robustesse et de la flezibilité.
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This note introduces the bimodal protocols which resolve most of the problems that we briefly pointed
out in the above discussion. In the first section we give a general description of a bimodal protocol. In the
second one we outline some performance evaluations. In the third section we separately introduce a bimodal
protocol build from the Part & Try Resolution Kernel. In the last section we summarize some numerical
results. '

II GENERAL DESCRIPTION OF A BIMODAL PROTOCOL

II-1 General Collision Resolution Algorithm

Assume that we have a collision resolution algorithm which proceeds in successive separate sessions, i.e.
if session i start with the collision of n stations (thus n > 2), then session ¢ is the time ellapsed for separating
this n colliders and nobody else can participate to this session i. A good example of such algorithm is the
blocked access tree algorithm (7). Let L, be the average session length with n colliding packets. We assume
that Lo = L; = 1 and the session is degenerate in this case. It will be convenient to introduce the Poisson
generating function

2" _,
L(z)= Z Ln LI
n

which is the expected length of session when the number of involved packets is Poisson with mean z.
With this collision resolution algorithm we build a bimodal protocols as following. The collision resolu-
tion algorithm is called the Resolution Kernel of the bimodal protocol.

II-2 Description of the Station Automata

All stations deal with a common counter s, so-called session counter. This counter evoluates according
to the feedback of the channel as described below.

1 If a success occurs on the channel, then
s+—s+1.

2 If a session terminates, then
s+—sup{s—1, 1} .

Thus each station needs to monitor the channel from its initialization; but, in case of failure or insertion
of a new station, it is easy to broadcast this single integer to new stations. At every time the interval [0,
$) is caled th ~ scric 2 sumsion= im preparaiion in opposition with the session which is in current resolution.
Stations put and drive their packets on the scale before processing the first transmision on the channel.

Every station deals with a local integer parameter, say r; for the station number ¢, which is a sort of
implicst reservation. This parameter evoluates as described below.

3 If a successs occurs from station i, then
Ti«—S§.



(this is possible without reading the packet, because station i knows that the current packet is from
itself)
4 If a session terminates, then
s sup{r.- - 1, '0} .

If station i has a packet in its buffer, the service starts by creating an integer t; especially for this packet
and which is the allocated place on the scale.

5 If r; > 0 then

ti—r;,

6 If »; = 0 then ¢; is randomly set between 1 and s
t; — random(s) .

7 When a session terminates then
t; —sup{t; — 1, 0O} ,

and the packet participates to the new session if ¢; = 0.
I1I-3 General Comments and Notations

The scale can be seen as a set of ordered session in preparation, numbered from 1 to s. At every success
on the channel a new session is added at the end of the scale. At every termination of session resolution, the
session 1 constitutes the new session to be resolved and the other are shifted foreward (the sessions 2,...,s
respectively become sessions 1,...,s —1).

For a given scale, exhibited at a given time 6,), we define its resolution interval as the time interval
[61,62], where 6, is the time when the session, which has been pointed out as last session at time 6;, will
enter resolution. Similarily we define the nezt scale — of a given scale - by being the scale at the time @, when
the first scale has just been resolved. The session in preparations of this next scale are those which have
been created by the feedback of the channel during the resolution interval of the first scale. Furthermore the
length of the new scale is exactly the number of packets (1 by default) which have been transmitted during
the resolution interval of the former scale.

The interest of this implicit reservation scheme (8] (there is no declaration at all) consists in the fact
that two different stations i and j (i # j) which respectively have nonzero reservation places on the scale, r;
and r; necessarily satisfy r; # r; (the packets which initiated the reservations were succesfully transmitted
on different slots). Thus these stations cannot collide if they both use their reservations. The reservation
scheme reduces the probability of collision when the load increases. It is easy to see that, in saturation state
of the system, each packets finds a predecessor in its queue and thus uses a reservation place. The obvious
consequence is the fact that the collision phenomena disappear: the network behaves like a TDMA on active
(and saturated) stations and the output load of the channel is exactly 1 packet per slot.

III PERFORMANCE EVALUATION

III-1 Stability in infinite population



Before analyzing the queueing phenomena, we will analyze the behaviour of the system in infinite
population of stations (N = oo), namely we wil determine A.. Let us first introduce the real function f(z),

defined for z > 0: L
z
fle)= 22

Theorem: If for every A the equation
AMz)==

has a single positive rootl x» (the fized point) and for any positive sequence {zn}nen, such that
Zat1 = Af(zn)

converges lo the fired point, then
1

A‘::f(l_).

sketch of proof: It is obvious that the reservation scheme will be of no use when N = oco. Thus the protocol
description can be reduced to statements 1, 2, 6 and 7. Thus only the random allocation is considered here.
It is also pretty obvious that the stability of the protocol is equivalent to the non divergence of the length s
of the scale.

Let us assume that at a certain moment the scale is of length s, s being large. In order to simplify the
proof we will assume that

random(s) = s — |x V)

x being a random real between 0 and 1. /s is large too.

Let ny,...,n, be the number of packets in the respective sessions 1,...,s in preparation on the scale.
This number is taken when the session will be just to be resolved. Let {1,...,l, be the respective lengths
of the sessions in preparation when they will be resolved. The number of packet in session i is Poisson of
parameter z; which is the fraction of the input load the session received by the random allocation during its
preparation. Thus .

E[n,-] =Z;

and
- Efli] = L(z:) .
Let s; be the length of the scale when session i wiii enter resoiution. Thus
Aly PR Alg
Ly = —— - ———
R Vs

with k being the last integer such that
n++ne<Vs .

1’3 equations mean that, at every session i, n; new sessions are created, the distance between former session
s (now =~z=inn s — i) inczcases of n; and the input load is Al; which has to be divided among the +/5; last
sessions in prep-:n.on  We deliberately omitted the fraction of the first current session in resolution and
approximated continuous in; ;- as geometric input at the termination of every session (the larger s is, more
accurate is the approximation)



s being large we can assume that /3 does not change very much during these k first sessions (v/5; ~ /3).
Vs being large we can assume that z; constitutes a sequence of random variable and, according to the Law
of Large Numbers
po V2

"~ ER]

and finall
’ 2. = MELL(z)]
T E[z]

The planar vector (E[z] , AE[L(::)]) is included in the convex cone generated by the vectors (z , ,\L(z)>, z

being all possible values of z;. The ratio AE[L(z)]/ E[z] is member of the interval (convex set) generated by
the scalars AL(z)/ z. Let us suppose that Vi < s, Z; € [Zmin, Zmax), then the coefficients z of the new created
sessions will be member of the new interval Af ([zmin, zmax]). Thus the set of z coefficient of the successive

nezt scales will be respectively included in A f ([zmin, zmax]) ,AfoAf ([zmi,,, :cmax]) ,Afo---0Af ([zmin, zmax]) .

We know that this sequence of real interval converges to the fixed point {z,}.

Now assume that all sessions in the current scale have their z-coefficients identical to ). The average
growth of s at every session termination is

E[As]=zy—1.

According to the Lyapunov’s function theory, the maximum value of A for stability must satisfy E[As] = 0.
Thus
Ty, = 1

c

which terminates the proof of the theorem.

Remark 1: We can conjecture that the theorem holds for any “regular” procedure random(s), for example
random(s) = [xs]
but the proof seems harder.

Remark 2: It is interesting to notice that the theorem holds when the input is not Poisson. As a matter
of fact, when s is large, the splitting of the input over a large population of sessions, say /5, “simulates” a
Poisson arrival on each session. this property of the protocol can be put in parallel with [9]

Remark 3: The protocol can deal with packets of different lengths (voice versus data). Let D be the
distribution of packet lengths (in slots) and let A(D) be the maximum throughput of the protocol in infinite
population with the distribution D. It is interesting to notice that A.(D) is quite insensible to D and only
depends on the mean length T of packet:

AT

Numerical computations provide A, = 0.4277 when the resolution kernel is the blocked access tree
collision resolution algorithm, and A, = 0.4572 when the resolution kernel is the “modified” blocked access
tree algorithm (0.4624 with an optimally biased splitting probability). It is interesting to notice that the
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this maximum throughputs are close to the throughputs of the correspondant Interval Searching algorithms
[1}: o0.429 for the Tree Interval Searching Algorithm and 0.462 for the Modified Tree Interval Searching
Algorithm. Interval Searching algorithms are fairly better than the corresponding bimodal protocols in
infinite population, but they do not satisfy remark 2 and 3, and their bimodal stability is doubtfull.

II1-2 The Bimodal Behaviour of the Protocol.

ITI-2-1 The Equilibrium Equation

In this section we briefly outline the behaviour of the protocol when A, < A < 1.0. In such area,
queueing phenomena take place and the delays are O(N), N being the number of identical active stations.
We consider N large.

The input load being above A. the stability of the system is possible iff the reservation scheme is
consistently used. Thus s has to be O(N). Therefore s is large too. At every time the total number of
sessions (in preparation and already resolved) is obviously greater than the number of successfully transmitted
packets. Thus the average number of packets per session is less than 1. In bimodal behaviour the probability
of getting s = O(1) is obviously inconsistent, thus we can precise that the average number of packets per
session is exactly 1.

Let y be the probability that a random packet use a reserved place. Let z be the probability that a
random packet use random allocation; of course z + y = 1.

Theorem :z and y satisfy the Equilibrium Equation:

%: L(z) +yL'(z) .,

Proof : According to the relation between number of sessions and number of packets, y is also the probability
that a random session involve a packet in reserved place (we know that this packet is unique). The scalar
z is also the average number of packet in.random allocation in this session. Let us suppose that the line of
reasoning we introduced in section III can be applied in the bimodal behaviour, namely:
(i) The length of the scale is approximately constant (i.e. s/N does not change if N is large).
(ii) the number of randomly allocated packets in any session is ezactly a Poisson distribution of mean z;
independently this session has a probability y for involving a packet on reserved place.

PP P | £ A snnnian ia A

M. 4Ll .. lomoth Af & cnen daes M s ~rovatler
4 11Uud ui1c CJ\PCDWCU Acusuu Ul G 1aG41UV111 OCTODIVIL 1D CAGL Ly
zﬂ zﬂ
-z -z
(l_y)z Ln—n!e +y§ Ln+l"'-"!e ’
n n
which can be written in the compacter form

L(z)+ yL'(z) .

With an average total number of involved packets of 1, the expected length of a random session is necessarily
1/ A, which terminates the proof of the Theorem.

Remaik 4: Thus, for a given A, there is only one y available, which is largely independent of the random
allocation procedur-.



Remark 5: if the random procedure splits the input load among a laige population of session in preparation,
" say-+/5 or O(s), then it simulates a Poisson arrival rate-on each session in preparation and statements @)
and (ii) hold. Thus the equilibrium equation is also independent of the input process (it depends only on
the average rate A). Thus this equation holds in the case of an asymmetric distribution of traffic on active
stations. : . - = '

Remark 6: The equation is a.]soAi'nsensible to the distribution. of packet length. In the case of variable
length of packet the equation becomes: ' o

>

=T -1+ L(z)+yLl'(z) .

1I1I-2-2 The Evaluation of Packet Delay

Sessions are finite, thus the service time of any random packet is mostly the time spent on the scale.
According to the fact that \/5/s < 1 we can assume that random(s) ~ s and the service time in random
allocation is s/\ (number of sessions x average length of session).

Let us adjustate the time scaling in such way that s/ be the time unit. According to a single station
the system is equivalent to a queueing with single server submitted to a Poisson load p. p satisfyes

2
R

=|>
>im

IJ =
The service time S is the following

1 If the packet found a predecessor when it arrived in file, then
S =1 (reserved place) .
2 Otherwise, if the packet arrived ¢ unit of time after the last termination of service then

S=1-t if t<1 (reserved place),
S=1ift>1 (random allocation) .

The classical analysis of this queueing ([10]) entails the probability that a random packet find an empty
queue:

1-p et .
144
Because of reversibility of the stochastic process [10], this probability is also the probability that a random
packet is the last one in its queue. Multiplying this quantity by e~#, we obtain the probability that a
reserved place may be not used, which also is similarily the probability that a packet get into random
allocation, namely :
1—p
r= ——.
1+4
This last equation provides p in function of A and thus s/N.
The mean delay for a random packet is

EW]_1_»
N T a1-p’

When p ~ 1, i.e. when we are near saturation,

EW] 1_1
N 21—u
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This has to be compared with the mean delay with an hypothetical TDMA on the active stations, which

entails:
E[Wrpma] _ 1 1
N T21-2"

According to Remark 2, we can analyze the simpler case where stations are without buffers (the station
cannot store data and must disgard new generated packets which occur during a service). In this case the A
in the equilibrium equation is the output load, Aoy, which is slighty different from the input load A;,. The
probability that a packet get into random allocation, now is :

z=e"#,

and the mean delay
EWw] 1 —a
NV —m((lﬂt)ﬂ —(1—#)) .

We complete the analysis with the Little formula

N N
=E[W]+;\—,

Aout in

Ain/N and Ay, /N being respectively the input and output load per station.
II1-3 Some General Properties of Bimodal Protocols

1 Determinism: if the collision resolution algorithm is determinist (for example the determinist tree algo-
rithm (7]), then the bimodal protocol also is determinist
Proof: It is sufficient to prove that the length of the scale is upper bounded by a finite scalar spay. In
the case where random(s) = s ~ [x+/s]. We can prove that the maximum number of times a station can
be allocated on different sessions of a given scale of length s is log, log s. Thus the next scale is upper
bounded by N log,logs. Thus

Smax

~ log, log smax

2 High priority for emergency traffic: when the network is submitted to real time constraints (7], we can
add a procedure of emergency allocation dedicated to emergency packets. In case of emergency the
station ¢ set ¢; « 1. Thus its packet will be sent in the next session. If the emergency traffic is so
occasionnal that it does not consistently pertube the steady state of the communication process, then
the delay of a random emergency packet remains O(1) whatever be the utilization of the channel.

3 the optimal utilization of the channel is available whatever be the distribution of active population. This
can be put in opposition with TDMA and Token Bus schemes which provides maximum throughput
such as

2
|
[+

3
o+

related to the rosusiness of performance within traffics. Tor exaiiple, it can be insured lhe stability of

the communication process for any traffic whose cumulated load is less than A, (or A.T/(1+ A(T - 1))
with average length of packet T'), and delays remain finite whatever be the size of the active population.
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IV BIMODAL PROTOCOL BUILD FROM PART & TRY ALGORITHM

IV-1 Description

The Part & Try algorithm [11] is a very powerful collision resolution algorithm. The reason why we did
not immediately mention it as resolution kernel of a bimodal protocol is the fact that Part & Try algorithm
uncompletely resolves sessions. We mean that if a session starts with n initial colliders, then only a fraction
of them, say in average wy, will successfully transmit their packet; the others will be disgarded and must be
allocated again in the next sessions. The Poisson generating function

zﬂ
w(z) = Ew,. —e*
- n!

will be of some importance here.
Thus we must add a new statement to the protocol, say the statement number 8

8 When the packet is disgarded during the current resolution of session, we reallocate it
t; = random2(s) .

The procedure random2(s) is not necessary the same than the first one, random(s).
IV-2 Evaluation

The fact that the unstability of this protocol is equivalent to the unstability of the length s of the scale
remains true. In fact, if the sessions are saturated, i.e. n — oo, then wy, ~ 2.505 [12] (obviously limjn¢ wy, > 2)
and E[As] ~ 2.505 — 1 > 1. Thus saturation of sessions implyes divergence of the scale.

We can apply the line of reasoning of the previous section, with the difference that

AL(z) + z — w(x)

M) = =L
and
E[As]=w(z))-1.
Consequently
w(z) )=1 and A, = Z-(:!:L,\:)— .

Numerical applications give z), = 1.076 and A, = 0.4839, which favorabily compares with the maximum
throughput 0.487 of the ultimate Interval Searching Part & Try Algorithm.

We similarily drive the bimodal evaluation as in the former section. y is the probability that a random
nocket g0 » meserre »acr. Now e heve two Bonilibrinm Equations:

J w(z) +yv'(z) =1

1
- '
: J/l/:“; + il ’J‘) = T
O :

Note that z +y # 1. In general z +y is greater than 1 and denotes the average number of sessions that a
random packet uses before being successfully transmitted instead of being disgarded.

9



In order to simplify the evaluation of packet delay we will set

random2(s) = [xV/5]

in order to maintain the fact the delay of a packet is mostly the time spent during its first sojourn on the
scale. The results of the previous section hold.

IV-3 General properties of the Bimodal Part & Try Protocol

1 Determinism: it is possible to get determinism if one insures an upper bound of the number of retry for
any packet.

2 High priority for emergency traffic.
3 The optimal utilization is available whatever be the distribution of active population.
4 High Adaptability to various types of traffic mixes.

5 High robustness to channel error: a priori the Part & Try algorithm, as the modified tree algorithm,
deadlocks if an empty slot is misinterpreted as a collision. In basic tree algorithm, if a collision occurs,
the initial colliding population is split into two sub-populations. If a blank occurs after the collision,
that means that the first sub-population is empty and the initial population is in totality in the second
sub-population. Thus the second sub-population will necessarily experience a collision (a collision which
follows the blank). The Modified Tree [1] and the Part & Try avoid this collision by skipping the slot by
immediately splitting the second sub-population. This “trick” allows high throughput but drastically
reduces reliability. In order to avoid such deadlocks there are simple versions of the Part & Try, called
b-Part & Try [13] Algorithms, in which, only b skipped slot are allowed in each session, b being an
integer. When b increases, the performances are asymptotically thoses of Part & Try ones (which
formally corresponds to b = 00) and the robustness remains optimal (the algorithms can endur a large
spectrum of random noises). The bimodaal protocols build from b = 0, 1, 2, 3, 4 and 5 respectively
entail A, = 0.4487, 0.4712, 0.4795, 0.4824, 0.4834 and 0.4837.

6 Easy insertion of new station or reinsertion of stations after failure: the b-Part & Try algorithm described
above, when b < oo have the additionnal property [13, 14] that a station can detect the end of the current
session without any knowledge of the past events on the channel. Thus the insertion of new stations
simply reduces to the query of s which can be broadcasted by any active station (reinitiation). This
property is fairly shared with Tree and Modificd Trec algorithms.

V NUMERICAL RESULTS

The first figure is a direct illustration of the equilibrium equation. It shows the probability y for a random
packet to issue on a reserved piace as a function of wne ouwpui load A. The iivee curves aie espeuiively
plotted from the respective bimodal protocols build with (from top to bottom) Basic Tree, Modified Tree
and Part & Try algorithms. Note that y = 0 when A < A,.
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fig. 1: reservation vs output load

The second figure shows the mean delay of a random packet divided by the mean delay it should have
experienced with a TDMA on active stations, both as function of \. Note that if the active population is
not the total population, but only a fraction of it, this virtual TDMA is quite hypothetical. From top to
bottom: Basic, Modified Tree and Part & Try. The dotted line is the TDMA. Note that the limiting value
attained by E{W]/E{Wrpma), when A — 1.0, is exactly (L; — 1)/2, which can be proven through asymptotic
expansion of the Equilibrium Equation near A = 1.0.
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The third figure shows the average delay divided by the number of active stations in the particular case
where all stations are without buffer. Note that Ay, = Aout/(1 + Aout E[W]/N). From top to bottom: Basic,
Modified Tree and Part & Try. ¢
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fig 3: no buffer case, delay vs output load

The next three figures are not directly derived from the analysis of the paper in stricto situ. They give
for the three protocols the set of attainable throughputs when the population of active stations is divided
into two identical sub-populations respectively submitted to uniform loads A; and A,. It is a derivation of
a work in [15] on asymmetric load. We can generally assume that the set of active population is divided
in m sub-population, of respective size Ny, -+, Ny, (with Ny + --- + N, = N) such that each station in
sub-population ¢ is submitted to a A;/N Poisson load. Lets note o; = N;/N. Thus

A= id.v\,‘ .
=1

We can drive the analysis by introducing x; being the probability for a packet issued from population i to
get in random allocation, and y; = 1 ~ z;. The Equilibrium Equation holds with A, z and y such that

z= iz Oikizi

A
and m
_ Dz Oidil
y= S
The analysis of each queue holds with
s A
BN
and entails 1 ]
7= P
4 M v

There are 2m + 1 equations for 2m + 1 unknown variables (z;, #; and s). The figures below are particular
case where m = 2 and oy = o3.
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fig. 4: attainable throughputs for Basic Tree Kernel Protocol
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fig. 5: attainable thronghputs for Modified Tree Kernel Protocol
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fig. 5: attainable throughputs for Part & Try Kernel Protocol

Note that optimal throughputs slightly degrade in assymetric cases but remain largely above A.. The
attainable set of throughputs from the hypothetical TDMA on the active stations should be the square
A1 < 0.5 and X3 < 0.5, and without stability in infinite population.
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