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BIRTHDAY PARADOX, COUPON COLLECTORS,
CACHING ALGORITHMS AND SELF-ORGANIZING SEARCH

Philippe Flajolet
Daniéle Gardy

Loys Thimonier

Abstract: This paper introduces a unified framework for the analysis of a class of random allocation pro-
cesses that include: (i) the birthday paradoz; (is) the coupon collector problem; (1) least-recently-used (LRU)
caching sn memory management systems under the independent reference model; (iv) the move-to-front
heuristic of self-organizing search. All analyses are relative to general (non uniform) probability distribu-
tions. ]

Our approach to these problems comprises two stages. First, the probabilistic phenomena of interest are
described by means of regular languages extended by addition of the shuffle product. Next, systematic trans-
lation mechanisms are used to derive integral representations for expectations and probability distributions.

PARADOXE DES ANNIVERSAIRES, COLLECTIONS DE COUPONS,
GESTION DE CACHES ET RECHERCHE ADAPTATIVE

Résumé: Cet article introduit un cadre unifié pour analyse d’une classe de problémes d’allocation aléatoire
qui comprend: (i) le paradoxe des anniversaires; (ii) le probléme du collectionneur de coupons; (iii) la gestion
des caches mémoire LRU sous le modéle de références indépendantes; (iv) la régle de déplacement en téte
pour la recherche auto-adaptative. Les analyses présentées sont relatives & une distribution de probabilité
générale (non uniforme).

L’approche suivie comporte deux étapes. Dans un premier temps les phénoménes probabilistes étudiés
sont décrits au moyen de langages réguliers augmentés du produit de mélange (shuffle). Dans un sec-
ond temps, des mécanismes de traduction systématique sont utilisés pour obtenir diverses représentations
intégrales d’espérances ou de distributions de probabilité.
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Abstract: This paper tntroduces a unified framework for the analysis of a class of random allocation pro-
cesses that include: () the birthday paradoz; (11) the coupon collector problem; (¥i1) least-recently-used (LRU)
caching in memory management systems under the independent reference model; (iv) the move-to-front
heuristic of self-organizing search. All analyses are relative to general (non uniform) probability distribu-
tions.

Our approach to these problems comprises two stages. First, the probabilistic phenomena of tnterest are
described by means of regular languages extended by addition of the shuffle product. Nexzt, systematic trans-
lation mechanisms are used to derive integral representations for expectations and probability distributions.

1. Some Random Allocation Problems

We present in this paper a unified treatment for a number of related probabilistic allocation problems. The
problems that we consider will be defined in detail in later sections, but we offer here an informal description.

1. Birthday Paradoz [BP]: One needs on the average 24 people to discover two that have the same
birthday, assuming all birth dates to be equally distributed over the days in the year. Generalizations of this
problem concern non-uniform distributions, and multiple “hits”.

2. Coupon Collector Problem [CCP]: A company issues coupons of different types, each type having a
certain probability of being issued. The coupon collector problem asks for the expected number of coupons
that need to be gathered before a full collection is obtained.

3. Least-Recently-Used Caching [LRU]: Caching algorithms aim at maintaining fast access to a large
number of items by keeping a small “cache” that may be addressed quickly. The classical problem of cache
analysis consists in determining the steady state probability of a cache “fault” when items are accessed with
a fixed, not necessarily uniform, distribution. The LRU caching strategy is to apply replacement, when
needed, to the oldest element in the cache (the “least recently used” element).

4. Self-Organizing Search, ‘Move-To-Front’ Rule {MTF]: If a list of items is to be searched sequentially,
the optimum arrangement is by decreasing order of access probabilities. Self-organizing strategies aim
at minimizing the access time to items, when the underlying probability distribution of item accesses is
unknown. A good heuristic is the so-called “Move-To-Front” heuristic, under which an element is moved to
the front of the list when it is accessed. The problem is to determine the steady state cost of this method.

it can be recognized that these four problems have a common flavor: A sequence of elements from a
finite universe is drawn at random, according to some probability distribution; when an element arrives, a
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certain action is taken depending on the different elements present in the system, and a corresponding cost
function has to be analyzed. As we shall see, the four problems go by pairs: CCP is a specialization of BP,
and MTF resembles a particular case of LRU.

Our methodological approach to these analyses is related to symbolic methods in combinatorial analysis,
It can be described as follows: (i) Determine a proper specification of the underlying combinatorial process in
terms of formal languages. (ii) Use systematic translation mechanisms to derive generating function expres-
sions for quantities of interest. The class of formal languages relevant to our analyses is the class of regular
languages, and the “shuffle” product plays a particularly important rdle in the formal descriptions that we
encounter. In this way, we obtain expressions that are combinations of rational operations (corresponding
to usual regular language operations) and Laplace transform integrals (arising from shuffle products).

We provide exact solutions to these four problems under a general probability distribution for items

(birth dates, coupons, memory references, keys), only assuming independence. For reasons we have just
explained, the solutions are naturally expressed as integrals, from which symmetric expressions can be
derived. .
It can be seen that problems considered here are of a Markovian nature. Though we make some
occasional use of Markovian properties, this observation is of little help for explicit computations since the
associated Markov chains tend to have an exponential number of states. Furthermore, our analyses lead
to integral representations for quantities of interest that bear no resemblance to the expressions usually
obtained by standard Markovian analysis [Feller 1968]. These integral representations are computationally
useful (see Section 7). For instance, a Markovian analysis of a typical cache problem would require roughly
time 10180 and space 10%0, and the time complexity would only decrease to about 10%° using symmetric
function expressions that resemble a summation over all possible cases. Instead our integral forms (Theorem
5) can be estimated using about 107 /10® elementary function evaluations, which is achievable on a medium
size computer.

Section 2 introduces the necessary background regarding languages and probabilities. The succeeding
sections (Sections 3-6) present the analyses of the four problems that we have described. Section 7 concludes
with a brief discussion of potential applications of our integral representations.

2. Formal Languages and Probabilities

In this section, we recall general tools for translating formal specifications by regular languages into counting
and probability estimates. General references on this subject are [Salomaa, Soittola 1978], [Goulden, Jackson
1983], [Comtet 1974, [Stanley 1986] and [Wetherell 1980].

Regular Languages. Let A = {aj,4az,...,a,} be a fixed set called the alphabet whose elements are the
letters; A* represents the set of all finite sequences —called words or strings— of A. A language is any subset
of A*. Let L, L1, L2 be languages. The union of L; and L; is denoted by L; + L2. The {catenation) product
of L, and L5, denoted by L, - Ly, is defined as

Ll . Lg = {wlwg / w; € Ll, wg € Lz}
and the “star” operation L* is obtained by forming all possible sequences from elements of L,
L*={ey+L+(L-L)y+(L-L-L)+---
with € denoting the empty word.
The class of regular languages is classically defined as the smallest class of languages containing the
finite sets and closed under the three operations of union, product and star. Regular languages are also
closed under a fourth operation, crucial to our analysis, the shuffle product [Lothaire 1983]. If w; and w;

are words, their shuffle, denotedt by (w; 11 w;) consists of the set of all words obtained by mixing in all
possible ways letters of w; and w, while preserving their order inside w; and wy. It is defined recursively by

{av1 wbvz) = a{v; mbdvs) U b{avy mve)j,

t This symbol is a Russian letter Ja, an abbreviation for shuffle often used in combinatorics on words.
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with (vine) = (emrv) = {v}. The shuffle of two languages L, and L; is

L]_ mLz = U (w1 me).

w,€Ll,
w3€ELy

For instance, (abmcd) = {abed, acbd, acdb, cabd, cadb, cdab}.

Generating Functions. The important property, as far as counting and estimating probabilities is con-
cerned, is that these operations have direct translations into generating functions. If L is a language, we let
£y,.....n,, be the number of words in L that have n; occurrences of letter ay, ..., ny occurrences of a,,. The
multivariate generating function of L is

e(zl""’zm) = Z e"'lv"’)v--vnmz;.‘lz;lz o 'z":lm

n:.-...anO
NOTATION: Given a generating function

f(z) Y, z) = Z fm,n.pzmynzp

m,n,p

we use [z™y"2”]f(z,y, z) to denote the coefficient of z™y"2P in f:

[zmynzp]f(z’ Y z) = fm,n,p- [ |

We now assume that a fixed “weight” distribution (which we shall specialize in a moment to be a probability
distribution) p = (p1,p2,-- -, Pm) over A is given, so that p; is the weight of letter a;. The weight is extended
multiplicatively to words, the weight of w = aj, a;, - - - a5, € A" being taken as

W[w] = P51Psa """ Pga-
The function

e(plz,pzz’ ceey sz) = E tn;,...,n,,.P'f' e P&"‘z’“*‘"""""‘ = Z 7r[w]z|'”| (1)

Niyeeesiom wE A*

is called the ordinary generating function (OGF) of language L (with respect to weight p) and is denoted
by £(z). The ezponential generating function (EGF) is similarly defined, with z"/n! replacing 2™:

2ttt nm

[w}
"yt = Z_ 2
o E”nm enp---v"mpl Pm (n], I nm)! E W[w] le! ( )

and we denote it by (z).

When the weight function satisfies p = (1,1,...,1), we have the classical ordinary and exponential
generating functions from combinatorial analysis (see e.g. [Comtet 1974], [Goulden, Jackson 1983], [Stanley
1986]), and [2"]¢(z) is the number of words of length n in L. From now on, we specialize the weight
distribution to be a probability distribution over A, so that ) .z, p; = 1. This defines in the usual way the
product probability measures on A™ and A% (the set of infinite sequences): w|w| is the probability of word
w in A™ as well as the probability of w- A% in A®. Accordingly, {z"]f(2) represents the probability that a
random word in A™ be in L. It is also the probability that a random word of A belong to (L N A"} - A
when L is “prefix-free” (i.e. no prefix of a word of L is in L).

As is well known, ordinary and exponential generating functions are related by the Laplace-Borel trans-
form,

oz) = /0 " iat)et dt, (3)
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as follows from the classical relation

oo
/ t"etdt = nl.
o

In the sequel, we adhere to the notational convention of representing a language L, and its generating
functions £(z), £(z) by the same letters. With this convention, we can state:

THEOREM 0. When they operate unambiguously on their arguments, the operations of union, product, star
and shuffle product translate into generating functions:

L=Li+L; == {2)=4£,(2)+2(2) (a)
L=L; L, == Z(z) =4 (Z) £2(z) (b)
L= = fa)=(1- )" ©
L=1, mL, = t(z) = 21 (z) lz(z) (d)

In essence, an operation on languages is unambiguous if every word of the resulting language is obtained
only once. Thus, an unambiguous union is one that operates on disjoint languages; product L = L; - L, is
unambiguous iff each w € L has a unique decomposition as w;ws; a star operation is unambiguous if the
defining unions and products are. Finally, a shuffle product L = L; 1 L, is unambiguous when languages
L; and L; are subsets of A} and A3 where A, A2 C 4 satisfy 4; N Az = §.

The first three cases (a—c) are the basis of the classical Chomsky-Schiitzenberger (1963) theorem: Every
regular language has a rational generating function. The result for the shuffle product is a classical one in
the context of word enumerations [Lothaire 1983]; its proof is based on the observation that

n & fin, bm
SR> ( )‘*M”m AP D v

ni+ny=n "1, N2 ni+na=n

where the multinomial coefficient counts the number of possible shuffles on words of lengths n; and n; and
L, = [2"]i(2) etc.

Finally, in many cases, we not only need to determine probabilities of events but also analyze distribu-
tions or expected values of auxiliary parameters. This is achieved in the usual way by introducing a further
variable in generating functions. Let ¢: 4* — N be an integer valued parameter of words. Then the OGF
and EGF of L with variable v “marking” parameter ¢ are defined as

Jwl
i{z;v) = Z rlw)2l®ly9(®), and [(z;0) = E w[w]-'zw—vd’("’).
wEA* weA*
There is a direct extension of Theorem 0 to these bivariate generating functions. Let L and M be two

languages related by L = M*, where the star operation is unambiguous; a parameter ¢: M — N can be
extended additively to L by

$lwiwz - w,) = $(w) + (w2) + - + p(w,)  where w;EM.

If I(z; v) and m(z;v) are the generating functions of L and M with v marking ¢, then

l(z;v) = Z wlw]2l®ly9w)
weL
= Z Z lwy] - w2l el yolwa) 4ot o(we)
r20 wy, - w,EM
_ 1
1—mlz;v)’
Probabilities. From Theorem 0, there iz a general procedure to determine the generating function of a
language defined by a combmatlon of the four basic operations. This makes it possible to analyze “mechani-
cally” probability distributions of combinatorial parameters described by regular languages. (See for instance
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[Goulden Jackson 1983], [Greene 1983], [Flajolet 1987] for other approaches). The expressions obtained are
a combination of rational operations and Laplace transform integrals where shuffle products appear.

8. Birthday Paradox

The alphabet A represents here the dates in a year with m days, and p; is the probability of date a; € 4.
We consider the following generalization of the birthday problem:

BP. Determine the expectation of the number B; of elements that need to be drawn from A (with
replacement) till we first encounter 5 distinct elements that are each repeated at least k times (i.e.
the waiting time till the j-th different-letter occurrence of a k-hit).

The case k = 2, j = 1 is the classical birthday problem. Klamkin and Newman [1967] have given an integral
formula for j =1 (first hit) and general k in the uniform case where p; = 1/m.

THEOREM 1. The expectation E{B;} of the time for obtaining j different-letter occurrences of a k-hit
under a general probability distribution {p;}%, is given by

7-1 00 m
E{B,} = Z /; [w7] (H (ex—1(pit) + u(e”* — ck_l(p;t)))) e~tdt (4)
q=0 t=1

where e (t) represents the truncated exponential

t 2 tk

ex(t) =1+ TR i

Before going into the proof we mention an immediate corollary:
COROLLARY 1. The expected time of a first k-hit E{B; } is given by

E{Bl} = ‘/(;ao (H ek_1(p,~t)) e—'dt (50.)

In the equiprobable case (p; = 1/m), we have

BB} = [ (ama(Z)" e at (st)

and more generally

ey -3 (7) [ [ (st )™ (s - )’ e-fdt] . s

q=0

Equation (5b) is Klamkin and Newman’s original result and though they do not state it explicitly, their ap-
proach could readily provide the more general result (5a). Equations (5c) and (4) are natural generalizations
of Klamkin and Newman'’s integral formula.

PROOF. The proof decomposes into two stages: a preparatory probabilistic argument and a suitable regular
language description of the problem.

We start by the (classical and easy) probabilistic argument. The random variable (RV) B; is a first
time of occurrence of a certain event in an infinite sequence of trials. It is thus a RV defined on A* with the
product measure. Let Y,, be the RV defined on A" representing the number of k-hits (on different letters)
in a sequence of n trials. Though the probability spaces are not the same, the two probability distributions

are related by
Pr{Ya 2 5} = Pr{B; < n}. (6)
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To see it, introduce the language G; consisting of words with at least 7 hits of multiplicity k. The first
quantity in (6) is the probability that a random word of length n belongs to G, while the second one is the
measure of (G; N A™) - 4. From this, the expectation of B; is easily found:

E{B;} = Z Pr{B; > n}

n>0

= Z Pr{Yn < .7.}

n>0

=0 ‘n2>0

The first equation in (7) is a classical form for expectations of discrete random variables, and the second
follows from the equivalence principle (6). The third equation only expresses the decomposition of Pr{Y,, < 7}
according to the possible values of Y,,.

The problem is now reduced to estimating the inner sum in Eq (7). Let H, be the language consisting
of words with exactly p letters that occur at least k times (the other r letters occurring at most k— 1 times),
so that Hy = Gg\ Gy-1. Witha<F =¢+a+a?+: -+ ! and o2* = o* . a*, language H, is specified by

_ Sk Sk >k <k <k .. <k
H, = U (aix mag W wmag ) m (afl ma, "1 wma, )’ (8)
1,7

where the summation is over all sets I, J of cardinality ¢ and r = m — ¢ such that
I'={iy,...,%}, J={5,---,7} with INnJ=9, TuJ={1,2,...,m}. (9)
If o is a letter with probability o, the EGFs of a<* and a2* are
ex—1(0z2) and  €7% — ex-1(02).

Thus by Theorem 0, the EGF of H, is (with I, J in the sum satisfying (9))

o) = X (en-alpaa) -+ -enmalpi)) (9 = enmalpssl) - (00" - ex-1(pi=) ),

1,J

and noting the general expansion
N .
(] [T +um) = 3700 Aeg) - (g, -+ 123,),
=1 1,7
we can express h,(z) as

hq(2) = [u]®(2,u)  where ®(z,u) = H (ex-1(pit) + u(e?t — ex—1(pit))). (10)

=1

Now the OGF of H, is given by the Laplace-Borel transform (3),

he(z) = /ooo[uq]d)(zt,u) e tdt,

Z Pr{Y, = q} = h,(1) = /m[uq] O(t,u) e tdt, (11)

n>0 o



and a combination of (11) and (7) yields the statement of Theorem 1. B

The estimates of Theorem 1 are clearly symmetric functions of the {p,} and can sometimes be expressed
in a reasonably pleasant form. Expanding the products in (5b) and evaluating the integrals, we find:

COROLLARY 2. For the classical birthday paradox (k = 2 and j = 1), the expectation of waiting time is
E{Bl} =14+18 +2!'S+---mtSm,

where the S, are elementary symmetric functions of the p;

Sy = H Pj1Pja " Piy+ (12)
N1<92<<J,
For instance, with m = 3 and (p1, p2, ps) = (a, b, ¢}, we have
E{B,} =1+ 1(a+b+c)+ 2! (ab+ bc+ ca) + 3! abe,
and for general m and a uniform distribution (p; = 1/m),

(m—1)(m-2) ... (m—l)(m 2)--

m?2 mm—1 !

m-1
E{Bl}—l—l‘i' oy +

a sum that was studied by Ramanujan and shows in several analyses of algorithms. Hashing with linear
probing was Knuth’s first analysis of an algorithm, on an afternoon of 1962 [Knuth 1973, p.529]. Knuth
[1968, p.112) uses it as an introduction to asymptotics by the Laplace method; it next appears [Knuth 1969,
p-454] in the analysis of random mappings (related to random number generators). It is from this analysis
that Pollard conceived his integer factorization algorithm (the “rho method”, see page 608 of the second
edition in 1981 of [Knuth 1969], and [Brent 1981]). That Ramanujan function finally arises in optimal.
caching [Knuth 1985}, the study of memory conflicts [Knuth, Rao 1975] and Union-Find algorithms [Knuth,
Schénhage 1978].

It may be of interest to conclude this section by noting that the Markov chain which corresponds to
Corollary 2 has 2™ states.

4. Coupon Collector Problem
The alphabet A now represents the set of coupons, with p; being the probability that coupon ¢ is issued.
The general coupon collector problem is the following:

CCP. Determine the expectation of the number C; of elements that need to be drawn from A (with
replacement), till one first obtains a collection with j different coupons.

Quantity E{Cp, } is of particular interest since it represents the expected time to obtain a full collection.
The solution of this problem in the equiprobable case is a classical exercise: One needs to draw 1 element
to gather a collection of cardinality 1; then m/(m — 1) draws are necessary on the average to gather a new
element etc. In this way, one finds

1 1 1
E{Cm}zm( +-—1_—1+ 2+'~+I)=mHm

where H,, is the m-th harmonic number. In the same vein, E{C;} = m(Hm — Hp—;). In the general case
of a non-uniform probability distribution, we have:

THEOREM 2. The expectation E{C;} of the time necessary to gather a collection of j different items under
a general probability distribution is given by

E{C;} = ’{;/O“qu] (lj (14 u(eP* - 1))) e7tdt, (13a)
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and for a full collection,

E{Cn} = /:o (1 - ImI (1- e’P-")) dt. (13b)

i=1

PROOF. Form (13a) is just a specialization of formula (4) to the case k = 1, and requires no further proof.
To obtain (13b) from (13a) when j = m, introduce the function ®(t,u) = [T/~ (1 + u(e?* — 1)) which is the

m

special case for k = 1 of the @ function of Eq (10). If we expand it as ®(t,u) = 37" pq(t)u?, we get
900(t) + 901(t) +o @m-l(t) =¢(ta 1) - Pm(t)

=e' - H(c”‘t -1). ]

=1

Again symmetric function expressions are available in this case.

COROLLARY 3. The expected time for a partial collection satisfies

E{C;} = Z_:(—-l)"_l_q(mr;z; 1) Z I '-IPJ with P; = Zp,-, (14a)

=0 [T=q jeJ

and for a full collection

m—1
1
— ~1ym—1l-¢
E{Cm} = >_(-1) > - (148)
¢=0 |J=q
For instance, when m = 3 and (p,, p2, p3) = (a,b, ¢), we find

1 _ 1 _ 1 + 1 + 1 + 1
l1-a 1-b 1-¢ l1—a-b 1—-b—-¢c 1—c—a

E{Cn}=1-

For general m and a uniform distribution, the symmetric function expression reduces to

Zmieny =30 (7)1,

a quantity otherwise known to be equal to H,,.

5. Least-Recently-Used Caching Algorithms

Caching algorithms are general purpose methods used to speed up access to a large collection of items stored
on a slow device, by maintaining a small “cache” on a high speed device. An infinite sequence w = wWywaws...
of elements of 4, also called references, represents the items to be accessed at times 1,2,3,.... At any given
time £, the cache contains a subset of size k of A where k is a fixed design parameter. Let K; be the state
of the cache at time ¢, assuming we are given an initial state Kq of the cache at time 0. A cache algorithm,
or page replacement algorithm, specifies the transition from K;_; to K, when reference w; arrives:
K K if w € Ky (15(1)
t= .
Koy —{z} +{w} ¥ w¢Ke, (158)

In case (b), the selected item z, € K, is specified by the cache policy and we say that a fault occurred:
Since the element to be accessed w; is not in the cache, an element z; is removed from the cache and wy is
inserved. ui vic other case (aj, the element is found in the cache and we say that a hit occurred.

The tndependent reference model is the probabilistic model under which the references are independent
random variables with a common distribution {p; %, unknown to the algorithm. The cache analysis problem

8



consists in determining the steady state probability of a page fault under this model. We consider here a
well-known and important cache algorithm, the least-recently-used (LRU) algorithm:

LRU. In the replacement rule (15), select as z; € K;_; the element that is the oldest to have been last
referenced.

Other important caching algorithms have been known for a long time, and the reader can refer to Smith’s

paper [1982] for an extensive survey of practical issues involved in cache design.

RAND. In the random replacement algorithm, z; is chosen randomly to be any of the k elements present
in the cache with probability 1/k. (The algorithm is non-deterministic).

FIFO. The first-in-first-out algorithm choses as z, the element that is the oldest to have entered the cache.
This differs from LRU, where an element that is frequently accessed is very likely to remain in the
cache for a long period of time.

OPT. The “optimal algorithm” has the peculiarity of depending on the future: The element z; to be
replaced is the one whose next access is the most remote in the future. The optimality of this
strategy has been discovered by Belady [1966]. Surprising as it may seem, OPT can turn out to
be a practical algorithm in certain contexts where a machine is driving another device’s cache, as
shown by Fuchs and Knuth [1985].

Several analytic results are known under the independent reference model, and a good discussion is given in
Chapter 6 of [Coffman, Denning 1973]. Algorithm RAND has long been recognized to behave poorly since
it does not discriminate between frequently accessed items and others. FIFO has been analyzed by King
[1971], and Gelenbe [1973] later showed that the page fault probability of RAND is the same as that of FIFO.
LRU is known to perform fairly well in many practical situations since it tends to keep frequently accessed
elements in the cache. King also presents symmetric function expressions for its page fault probabilities
(see our corollary 4 below). OPT provides an upper bound on the efficiency of any general purpose caching
algorithm. Little is known yet about its performances under non-uniform models: Knuth [1985] gave a partial
analysis under a uniform probability distribution (p; = 1/m) and showed that the page fault probability is
1 - O0(Vk/m).

There is an alternative description of LRU caching by a move-to-front rule. Assume at each time
the cache is kept as a sequence of elements arranged in order of latest reference time, so that K; =
(c(l), (2),..., (k)). Element c( ) is the last referenced, so that c{ ) = w; etc. Then the replacement
rule (15} at time ¢ is simply: ,

~ In case of a page fault, eliminate element c£ ) from the cache, shift all other elements down one position
and prepend wy,

1 2 k-1
K, = (wg,c£ )1ac£ )1’ s € 5—1 ))' (16a)
~ If there is no page fault and the referenced element w; is in j-th position in the cache, shift down by
one position the first 5 — 1 elements and put w, in the first position,

Ky = (we, el 00, 4R, (160)

t—1

Forinstance, if £ = {a,b,¢,d, e} and w = badacedead. .., with k = 3 and the cache initialized as Ko, = (a, b, ¢),
we have the sequence of transitions

[} L] * o * * * [} * [}
abc = bac => abc = dab = adb = cad => eca = dec = edc => aed = dae
b a d a c e d e a d

where => and => represent transitions with and without page faults, z being the element referenced.

Thls presentatlon of LRU caching has also the merit of showing that LRU caching under the mdependent
reference model is a Markov chain with Ic'( ) states, each state being an ordered combination of k elements
amoresr v T4 3 also clear that this Markov chain is irreducible and aperiodic. Thus, by standard Markov
chain’ theory, t.he long run (stationary) probability of a cache fault is well defined and is independent of the
inislalstatc 27 4he c~;';c.



THEOREM 3. The long run probability D of a cache fault in the LRU algorithm is given by

k-1 o '
1-D= Z[u"] / O(t, u)W(t,u) e~ *dt, (17)
0

¢=0
where functions ® and V¥ are
m m 2
= pit __ = p; .
®(t, u) g (1+u(et~1))  and ¥t u) ; e =) (18)

PROOF: The long run probability of a page fault due to a reference to a; is well defined as the joint
probability of events “a fault occurs” and “the referenced item $s a;”; the page fault probability D follows
then by summation of these quantities for ¢+ = 1,...,m. By symmetry, we only need to consider the case
1 = m, and to simplify notations, we write a = a,,, p = pm.

Our line of proof to determine these probabilities is to use suitable shuffie decompositions for languages
representative of LRU caching, compute corresponding generating functions by means of Theorem 0, and
perform an asymptotic evaluation of those probabilities over finite reference sequences.

Shuffle decomposition. Let B = A\ {a}. Any word of 4* can be decomposed according to its occurrences
of letter a: With the usual notation Lt = L - L*, we have

A* = (8*a) B*. (19)

This equation only expresses the fact that a word is formed by an alternation B-blocks (8*) and of a-letters,
so that any w € 4* can be written as

w = f1af2aP3...aP+1 with /9_7' € 8*.

Let us assume that the cache initially contains letter a (we know already that this assumption does not
affect long run probabilities). Then, the combinatorial condition that determines faults on a-references takes
an extremely simple form:

An a-letter gives rise to a fault if and only if the preceding B-block B; contains more than k — 1
different elements.

We decompose 8* as a union of two sets, 8* = R + S where R is the language formed with words in 8*
having at most k — 1 different letters, and S = B* \ R. Thus, S is formed of words with at least k different
letters and at most m — 1 different letters, and decomposition (19) can be refined as

A* = ((R+ S)a)* 8" (20)

Generating functions. Theorem O enables us to determine generating functions of the various languages
appearing in (20). For @ and 8*, we find respectively

pz, ﬁ; ‘ (21)

Let r(z) and s(z) be the OGFs of R and S, with #(z) and §(z) the corresponding EGFs. We have

R= U (s mefm - maf) (22)
0<|J|<k
the union being over all sets J = {jy,%,...,J-} such that m & J and 1 < r = |J| < k. With &,,(z,u)
dafined by

m=—1

Bn(zu) = H (14 u(e* - 1)), (23)

=1
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we find from Theorem 0 and an argument similar to the one developed for Eqs (8-10):

k-1
#(z) = Z[uq] P (2, u). (24a)
q=0

From there, we obtain the OGF of R by a Laplace-Borel transform,

r(z) = Z/ [69)(®m(zt,u)) e7'dt  and  s(z) = -1—_(—11_—

2 e r(z). (240)

Probabilities. We now consider the bivariate generating function

49 = (=t o) (i) e

which is constructed as follows: When v = 1, form (25) is obtained directly from decomposition (20) by basic
translation principles of Theorem 0, so that A(z;1) = (1—2)~!. More generally, variable v in A(z; v) “marks”
occurrences of R-blocks in decomposition (20), and the reader should have no difficulty in convincing herself
that the coefficient [2"v*]A(z; v) represents the probability of having ¢ R-blocks (i.e. a-hits) in a random
word of length n. Thus the quantity

= [z"] aa—vA(z; v)

(26)
v=1
is the expected number of R-blocks in a random word of length n.
Equation (25) and the fact that A(2;1) = (1 — 2)~! permit us to complete the computation of the
derivative in (26),

det 8

6( ) ——A(Z U) (1 — (1 - )z)pz r(z)

v=1 (1-2)2
From the fact that R C B*, we know that r(z) is-analytic for |z| < (1—p)~!. Thus, the asymptotic behavior

of the coefficient é,, is fully determined by the behavior of its generating function at the (double) pole z = 1:
If §(z) ~c(1—2)"2 as z — 1, then 6§, ~ cn as n — co. We thus get

(27)

[
-

b = lim
[o o]

™ = lim (1 - 2)26(2) = r(1). (28)

"
Quantity 6o in (28) is the long run probability of the event: “the referenced item is @ = a,,” and “a hit
occurs”. From (23), (24) and the relation ®(z,u) = (1 + u(ePm* — 1))®,, (2, u), we find

Z/ [u?)] (<I>(t u)1+u(epm¢— 1)) e tdt. (29)

The statement of the theorem now follows by summing quantities obtained from (28) replacing m with
1=1,2,...,m, which corresponds to taking into account all possible references a;, a, ..., dy;. &

A symmetric expression that closely resembles (14a) is obtained by expanding the integrand and eval-
uating resulting integrals.

COROLLARY 4. The cache fault probability D satisfies

m k-1 '
'\“h 20 k—1— m—-q—2 1 . _ . o
cm D= S T (=) q<m_k_1) )y —F vt P,_E. 'pj. (30)
=1  ¢=0 |7|=q j€J
igJ
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King [1971] gave another form of this probability, but with the same order of complexity, namely (m*/k!). -
Due to this complexity, King’s numerical data are limited to m = 9 and k < 7. In Section 7, Theorem 5,
we shall give brief indications on the possibility of exploiting the result of Theorem 3 instead of these huge
combinatorial formulz. _

Formul (17) and (30) can be checked against special cases. If k = 0 the sum in (17) is empty so that
D =1 and there is a page fault at each reference. If k = 1, expression (30) gives

m
D=1- Z p?,
=1 :
which is the probability that a reference differs from the immediately precedmg one. If k =m, then D 0
and there is no page fault.
If the probability distribution is umform, pi = 1/m, then we should have 1 — D = k/m. To see it, it

suffices to check that 6, in (29) is equal to k/m2. This fact comes from the 1dent.1ty

( q‘l)/o (e'/'"—1) " etdr= 1.

Setting e~*/™ - v reduces the integralto an Eulerian Beta integral and the identity follows.

Cold Start Analysis and Transient Behavior. We show here how a simple modification of our previous
argument yields the transient behavior of LRU caching. Our earlier analysis has concerned itself with a
steady state analysis, and to simplify computations, we have assumed that element a was initially in the
cache. This has the effect that the first a-reference behaves like all other references; globally this is equivalent
to assuming the cache to be initially in an idealized state that contains all the elements.

A realistic assumption is that the cache is initially empty when the system is started. A corresponding
analysis is sometimes called a cold start analysis and is of practical relevance [Smith 1982]. We let D,, be
the page fault probability in n steps of LRU caching, and (fixing again a = am, p = pm) 6n be the expected
number of a-hits (non faults) under a sequence of n random references, when the cache is initially empty.
(Thus D, is a sum of the 6,/n corresponding to a-references for a = ay,...,am.)

To determine &,,, we use a slight modification of decomposition (20), namely

= (e+ 8*a((R+ 8)a))*) B*.

The first a is always a fault. Thus the bivariate generating function A(z;v) of A* with v marking hits
becomes

A(zyv) = (1 + bz . - 1 ) . ! .
1-(1-p)z 1- =i (vr(2) +s(2)) )] 1-(1-p)z
Let 6(z) = £ A(z;v)]y=1. Function §(2) is the OGF of §,, and a simple computation shows that
p?22r(2)
o (1 —z)*
To extract &,, we expand the integral expressing #(z), next compute r(z) as a Laplace transform (e**
(1 - a2)™!). By partial fraction expansions, the coefficients of §(2) can be found.

§(z) =

COROLLARY 5. The transient page fault probabilities of LRU caching in n steps, assuming a “cold start”
are given by

D,=D+ —f— + F(n)
where D is the long run probability of a page fault, and E, F(n) are

= k—1—q[(M—4q— 2-P
p=$n S (10 8

q=0 |J]=4q
i¢J
5 3 oo ®
Zpt l)k_l—q( _ 2
7=0 m—k—-1 |-’| (I—PJ)
'€J
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‘with R) = EJ'EJ p;-
The term E/n represents the amortized effect of a cold start. Quantity F(n) is O((1 — pmin)") with
Pmin the smallest of the probabilities; it represents a standard Markovian convergence term with exponential
decay.

Note on the Independent Reference Model. The Independent Reference Model has been often criticized
since actual program paging exhibits localities not captured by the model. Thus if one uses simulation traces
to determine both actual page accesses and page faults, one finds that the model based on observed access
frequencies provides rather pessimistic estimates. However, Baskett and Rafii [1976] show that, introducing
in the model virtual probabilities computed in an appropriate way (the computation schemes constitutes
their so-called A0 inversion model), one then obtains excellent agreement between observed and predicted
performance. Therefore, an actual paging system with dependent references can be modeled accurately by
the independent reference model with modified access probabilities.

6. Self-Organizing Search .

The standard sequential search procedure is well summarized by Knuth [1973, Sec 6.1]: “Begin at the
beginning and go on till you find the right key: then stop”. In the context where keys, represented by set
A, have fixed access probabilities, the optimal arrangement of elements is in order of decreasing probability.
Various heuristics have been proposed to handle the situation where access probabilities are not known in
advance. Two classical rules are “Transposition” and “Move-To-Front” (MTF):

MTF. When an element in position j is accessed, it is moved to the front of the file. Elements in position
1,2,...,7 — 1 are shifted back by one position.

Formally, the MTF rule is exactly an LRU caching algorithm in which the cache size k is equal to the file size
m = card(A). Page faults disappear and the transition from state K;_; to state K; is given by rule (}6}))),
(1) m )

where w; wyows . .. is the sequence of accessed elements. If at time ¢ — 1, the file size is Ky = (¢; /,..., ¢

and the accessed element w; is in position 5, wy = cg"), then the corresponding access cost is taken here

to be 5 — 1. Thus an element on top of the list has access cost 0. (This convention is adopted to simplify
computations.)

Our purpose is only to show that the analysis of MTF can be cast in the framework of shuffles of languages.
The theorem that follows is due to McCabe [1965], useful references on the subject being [Knuth 1973],
[Rivest 1976], [Bitner 1979], [Gonnet et al 1981].

THEOREM 4 [MCCABE 1965]. The expected cost of a search with the Move-To-Front heuristic applied
to a file with access probabilities {p;}*, is

PROOF. We decompose the cost as E = f; + fo+ - -+ fm, where f; is the (long run) cost of an aj-reference.
We evaluate the contribution f,, and set a = a,,, p = p,, and f = f,,. Our starting point is decomposition
(19). We let B(z;v) and B(z;v) be the OGF and EGF of 8* with v marking the number of distinct letters,

def diw) |w| » def d(w) le'
B(z;v) = Z n|w]oHI vl B(z;v) = Z r|w]z Tl
wEB* wEB* :
where d(w) is the number of distinct letters in w. By an argument that should now be familiar, we have

m—1

B(z;v) = H (1+v(e”* - 1)). (31)

=1
Decomposition (19) suggests to define (compare with Eq (25))
1 : 1
1- B(z;v)pz 1-(1-p)z

Afz;v) = (32)
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and the reader can again convince herself that the coefficient [2"v°|A(2;v) is the probability that the total
cost of a-references equals ¢ in a random sequence of length n. Thus

= lim [ laA(z,v)

n—oo n v ) (33)

v=1
The derivative is easily computed,

A:,(Z; 1) = Eig-]—.(—l(——)—ﬁ)-z—)'B'( 1).

It can be checked that B(z;v) is analytic for [2| < 1 (see also the remarks following this theorem). Considering

the double pole z = 1, we find
f=lm(1- 2)24!(z1) = p* B, (1;1). (34)
z—+

But from (31) via the Laplace-Borel transform and differentiation, we obtain

m—1 aco m—1
B, (1;1) = E ./(; (e1=P)t — (1-P=Pi)t) e ~tgs = E (l - ;> (35)
i=1

j=1 \P p+p;

From there, we find f = f,,, under the form

T~ _pip Pm X~ _PiP
fm = ~em Py Bfm (36)
m — Pi +Pm 2 J,=1p,~+pm
The statement of Theorem 4 follows by summing expression (36) with m being replaced by 1,2,...,m. &

Our line of proof, admittedly not the simplest possible, “explains” the derivation of Theorem 4 that appears
in [Knuth 1973, p.403]. In essence Knuth’s derivation amounts to operating with an ordinary generating
function equivalent to B(z;v) and computed directly by summing over all possible cases. Our proof also
yields information regarding the transient behavior of the system. The coefficient [2"]A}(z; 1) is the a-cost
in n steps, and from observation of the smallest pole, we can deduce Bitner’s result: The error term in
the convergence to the stationary cost is O((1 — pmin — Phyin)™), Where pui, and pl . are the two smallest
probabilities.

7. Some Conclusions

It is clear that our derivations are not “unique”, and alternative combinatorial or probabilistic arguments
could be {or have been) given for some of our results. Our goal has been to show how addition of the shuffle
product to regular languages leads to direct analysis of a natural class of random allocation problems. That
approach could be of value in more complex situations, problems around multilevel caching being natural
candidates.

Furthermore, with the single exception of self-organizing search, the integral expressions that constitute
the natural outcome of these analyses are normally easier to evaluate than the symmetric expressions that
we encountered after expanding integrals. Our purpose is not to develop a full theory of numerical evalu-
ation of those integrals, a question which requires further study and is somewhat outside the scope of this
paper. However, in order to illustrate the usefulness of integral representations, we offer a brief and informal
discussion of two problems, CCP under Zipf’s law and LRU caching. Notice that accurate numerical integra-
tion algorithms are known, for instance Romberg’s acceleration of convergence method [Henrici 1977]: On
a well-conditioned function, a few hundred function evaluations will typically guarantee a relative accuracy
between 107° and 1078,

Zipf’s law, a surprising law of Nature, is the probability distribution that assigns to item ¢ the probability
¢/i. Over a set A with cardinality m, the normalization constant is ¢ = 1/ H,,, with H,, a harmonic number.
The starting point for CCP is Eq (13b), which we repeat here

E{C,.} = / (1 - ©ft)) dt, where o(t) = ﬁ 1—e%it) (37)
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It can be proved that ©(t) has a sharp transition from 0 to 1 for ¢ around m log2 m. More precisely, quantity
Fo(z) = —log©(zmlogmH,,) is such that for fixed z as m — oo, we have: Fi,(z) — oo if z < 1 and
Fo{z) = 0if z > 1. Hence:

COROLLARY 6. Under a Zipf distribution of parameter m, the expected time of a full coupon collection

satisfies
E{Cn} ~mlog’m

For instance, the values of E{C,,} when m = 10,20, 50, 100, 200, 500, 1000 are (numbers in brackets
represent the corresponding figures for a uniform distribution):

56 (29), 170 (72), 683 (225), 1857 (519), 4873 (1176), 16702 (3396), 41289 (7485).

LRU caching, as well as several other problems discussed in this paper, has solutions expressed as
integrals of coefficients of bivariate functions. If g(u) is analytic in Ju| < 1, its Taylor coefficients can be
estimated by Cauchy’s formula,

(wilo(w) == § 9() e

1 2r " 0 (38)
= *¥)e % df.
o /0 g(e*)e
Sums of coefficients can be similarly determined since
L om0 4 g=20 4 .. 4 g—lk-1)io 1= eTH (39)
1—¢10

This device can be applied to the various sums we have encountered (integrating over a smaller circle when
necessary). The integrand in the LRU analysis, Eq (17), being analytic for [u| < 1/(1 — pmin) With pmin the
smallest of the p;, formula (38), (39) can be safely applied.

THEOREM 5. The page fault probability of LRU caching is expressible as the double integral

1 2 oo ” 0 . 1-— e—k.'o
1-p=L gt )t L gt 40
1-D 2"/0 /0 Bt )0 (t, ) T2 (40)

where ®(t,u) = [Tz, (1 + u(e?** — 1)) and ¥(t,u) = ;2 , p?/(1 + u(ePt —1)).

At an abstract level, we estimate that formula (40) provides an analysis of LRU caching that has complexity
O(mk): Each evaluation of ® and ¥ in the integrand has cost O(m). In order to estimate the k-th Taylor
coefficient of a function g(u) (or k-th Fourier coefficient of g(e*?)), we expect to perform O(k) evaluations
of g(u) since a numerical integration routine should sample enough points on each of the k “waves” of Pa
This low complexity is to be contrasted with a cost of about (':) for the combinatorial sums of Corollary 4,
and an even higher cost for a direct Markovian analysis on a chain with k!(',’:) states. For instance, realistic
values of m = 1000 and k = 20 lead to a Markov chain with about 10°C states, which could (in theory!) be
. solved using time of the order of 10'8° and space 10C. The cost of evaluating the combinatorial sums is still
about 10%°. In contrast, about 107 /10% elementary function evaluations will suffice to evaluate the cache
fault probabilities in this case.

As a final note, shuffles of regular languages have been found useful in a few places in the analysis of
algorithms. Thimonier’s dissertation [1987] provides a review with several other applications. The problem
of analyzing the evolution of two stacks in a common memory area [Knuth 1968, Ex 2.2.2.13] has been
solved by one of us, using shuffies of one-dimensional random walk languages [Flajolet 1986]. An interesting
approach to the evaluation of concurrency control algorithms and mutual exclusion is developed by Francon
in [Frangon 1986}
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