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Abstract

This work, -essentially expository in nature, is a survey of mixed and hybrid finite
element methods and is meant to serve as a basic reference on the subject. Detailed descriptions
of these methods mcludmg convergence results and error estimates are given for a second order
elhp.tlc problem in R" , for n=23, References for extensions of these methods to more

complicated problems are given.

Résumé

Ce travail est un exposé des méthodes d’éléments finis mixtes et hybrides qui devrait
servir de référence sur ce sujet. Des descriptions détaillées de ces méthodes, incluant des
résultats de convergence et des estimations des erreurs, sont données pour un probléme elliptique

.. n PN .
du deuxiéme ordre dansIR", pour n=2,3. On donne des références pour des extensions de ces

méthodes & des problémes plus compliqués.
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CHAPTER 1

INTRODUGCTION

1 - PRELIMINARY REMARKS

The terms "mixed finite element method","hybrid finite element method", and
even "mixed - hybrid finite element method" come essentially from the vocabulary
of structural mechanics as do the terms "conforming finite element method" and
"equilibrium finite element method" ; cf. in particular the historical account of
hybrid and mixed elements given by PIAN (1983). Consider for simplicity the linear
elasticity problem describing the displacement u of an elastic body Q. A finite
element method based on the variational formulation associated with the principle
of minimization of the potential energy form is called a displacement method as
the procedure yields an approximation of the displacement fiéld ue However, in
structural mechanics one is often more interested in the stress tensor g than in
the displacement. Methods have been devised for computing an approximation of g
from the approximation of u. Alternatively the stress may be characterized as the
minimum of the complementary energy form on the space of symmetric tensors
satisfying a relation expressing the equilibrium between the internal and boundary
forces acting on Q, and finite element methods based on the associated variational
form are termed equilibrium methods. The drawback of these methods is that it is
not usually easy to construct an approximation space of tensors satisfying the
equilibrium relation and having the required amount of regularity, CO in this

instance. Mixed methods and hybrid methods were devised to avoid this difficulty.
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Wwith the aid of Lagrangian multipliers the above contrained minimization
problem may be turned into a saddle point problem. The Hellinger-Reissner

principle characterizes the pair (g,u) as the saddle point of a Lagrangian where ¢

~
=

is allowed to vary over the space of symmetric tensors subject only to regularity
contraints, the equilibrium relation now being incorporated in the Lagrangian.
Finite element methods based on the corresponding variational principle are called
mixed methods. Mixed methods were first introduced in the literature in HERMANN
(1967) for the plate problem. We shall say, more generally, that a finite element
method is a mixed method if it involves the simultaneous approximation of two or
more vector fields defined on the physical domain. These will in general be the

principal unknown and an expression involving one or more of its derivatives.

An alternative approach is taken in the development of hybrid methods. The
idea is to retain the equilibrium requirement for functions in the space in which
the stress is approximated but to relax the regularity requirement. Given a finite
element mesh on the domain (), a mesh dependent Lagrangian is constructed for which
the unique saddle point is (g,¢) where g varies over a space of tensors satisfying
the equilibrium condition but defined only on the union of the interiors of the
elements. The Lagrangian multiplier ¢ is a vector field defined on the union of
the boundaries of the elements which turns out to be none other than the trace of
the displacement u. Finite element methods based on the associated variational
formulation are hybrid methods. It is equally possible, starting from the original
displacement formulation, to define a Lagrangian, again mesh dependent, by
introducing a multiplier A to relax the regularity requirement on the space in
which the displacement u is sought. The space of multipliers is again a space of
vector fields on the union of the boundaries of the elements, and u is looked for
in a space of vector fields defined on the interiors of the elements. There is a
unique saddle point (u,)) for this Lagrangian and, morever, the multiplier X is
the mnormal constraint gev on the boundaries of the elements, v denoting a field of
unit normal vectors on the union of the boundaries. Methods obtained from such a
Lagrangian are also termed hybrid methods. Again we shall adopt a general
cerminclogy saying that the method is a hybrid method if it involves the
simultaneous approximation of a vector field defined on the union of the elements
of the discretization and another defined on the union of the boundaries of the
elements. The first reference for hybrid methods is JONES (1964).

An apergu of these methods is given in CIARLET (1978, Chapter 7).

Besides structural mechanics mixed and hybrid methods have been found useful

in many fields. In fluid mechanics for the incompressible Stokes problem, for
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instance, the role of the displacement is played by the fluid pressure, that of
the stress by the fluid velocity, that of the equilibrium condition by the

Incompressibility condition.

The above ideas will be developped in detail in Sections 2 and 3 in the
context of a simpler model problem. First, however, we need to describe the

functional framework in which we shall work .
Let @ be a bounded, open subset of Rn, with n=2 or n=3, having a boundary T,

I'=3Q2, which is Piecewise Cl. For each natural number m denote by Hm(n) the Sobolev

Space of order m of scalar valued functions on {, defined recursively by

H° () = L2(q) ;

(1.1)
H'(Q) = {v e @) ; va- (a1,...,a ) eN" with " o =m,
i=1
am
% = ‘a_v'—-? € Lz(ﬂ)} ‘ for all m = 1,
8%y +..8x D -
n
We put
3
vy g = Ugv?coax)™,
(1.2) Ivlp o= & Naviz )" for all m>1,
s lal=m ’
3
vl o QIVII;_1,O+|VI;’O] for all m>1.
The product space
@@ = (q = (45)1050n ¢ 9 € H(B) for all i-1,... n)

will be equiped with the following seminorm and norm :

lal, o - (_z‘l‘lqilg,n)*f,
1=

(1.3)
n
]
lally o~ (T Ially )™

We shall make use of the following result from func;ional analysis :
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THEOREM 1.1. The mapping v

>V defined a priori for functions v regular on
(i, can be extended to a continuous linear mapping called the trace map of Hl(Q)
into L®(I'). In other words there exists a constant C, depending only on Q, such

that we have

: 1
(1.4) ||v “ o.r < C ||v ” 1.9 for all v € H' (Q).

It can be shown that on the kernel Hi(f)) of the trace mapping the correspondence

v

ﬂ v ll aQ defines a norm equivalent to the norm v > ”'V “ 10’ i.e. the
Friedrichs-Poincaré inequality holds on H3(Ql). The image of the trace mapping,

denoted Hg(P), is a Hilbert space with norm

(1.5) e lly = (;ng Hl(m;vl 9 1R% Ik o

e (Hl(ﬂ))n the n traces q., are defined and

Thus for each vector q-= (qi)1<i<n H
- r

belong to L?(I'), and in particular, the linear combination qev = Zn qi|
© 7 i=1 Ar

denotes the unit exterior normal vector to Q, is in L2(I). Imposing

ui, where
v = Wigicn
less regularity on each component q;, we can still define the normal trace as an
element of a space of distributions on I', ¢f. Theorem 1.2 below. First, though, we
need to introduce two more spaces. The dual space of Hk(r) is denoted H'*(r) and
is a Hilbert space with norm

(1.6) Hull o, ¢ <p ¥

= sup
e (m; [lvlly, =1
vhere <-,->F is the duality pairing between H%(P) and H'H(F). The space H(div;Q)

is defined by

e @2@)® ; div q = T 2N e 1%(m)

(1.7) H(div;Q) = {q = (q. .
) 3 ql)lslsn ] axi

and is a Hilbert space with norm

. b
1.8) gl yagoiay = Ualldq +lamv gl "
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THEOREM 1.2 . The mapping q

> qev defined a priori from (H(Q))" into L2(I)
can be extended to a continuous, linear mapping from H(div;) onto H-%(P). Further

we have the following characterization of the norm on H-%(P)

(1.9 = inf Hall yigse-an°
L-9) el ¢ (g € H(divia)igey —) © | B(AEVID)

A demonstration of the first part of this theorem can be found in TEMAM (1977,
Theorem 1.2, p.9). The characterization of the norm was given by THOMAS (1977,
Chapter I). To avoid, whenever possible, working in this space H-k(P) which
contains all the functions of L2(T), we define, with the aid of Theorem 1.2, the
Space

(1.10) H(div;Q) = (q € H(div;Q) ; qe» € L2(I"))

which is a Hilbert space with norm

b1
(1.11) Nelly arviay = {119 Pgasysay + Haww IFg o}

We shall make use of the following version of Green's formula :

(1.12) fo(v div q + grad v.q) dx = IF v qev do for all v € HY(Q) and
q € H(div;Q). 0
Remark 1.1 . The reader not familiar with the notation H%(F) or H-%(P) may find

it somewhat surprizing. It is natural in that these spaces can also be defined as
Sobolev spaces of order s, for s not necessarily an integer. The study of such
spaces is not within the scope of this work but may be found in LIONS & MAGENES
(1968, Chapter I) or in ADAMS (1975, Chapter 7). (m]

Other examples of functional spaces will be used in the following, and
corresponding trace theorems will be stated. However, before ending this section
we would like to give necessary and sufficient conditions for a locally regular
scalar function to belong to H'(Q) and for a locally regular vector function to
belong to H(div;Q). More precisely, let Th be a decomposition of I into compact

sets T, 0@ = U T, such that the interiors of the sets T of Th are pairwise
TeT,
h

disjoint and such that the boundary 4T of an element T of Th is piecewise Cl. For

the sake of simplicity we shall make the following abuses of notation : we shall

write
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m m,e . . -
H (T) for H (T), Il “m,T for || ||m,T ;
H(div;T) for H(div;T), I ”H(div;T) for || - ||H(div;,h;
etc.
THEOREM 1.3. Let Th be such a decomposition of Q, @ = U T. A function
' TeT,
h
v €L%2(Q), whose restriction Vg may be identified with a function Vo € H!(T) for
each T € Th, belongs to HY Q) if and only if for each interface T' = T, n T, with
Ty, , To € T,, the traces of v,, and of v,, on T' coincide :
h T, T,

(1.13) for all T' T, N T,

with T1 , T2 € Th.

VTII T! - vaZl T!

Similarly a function q € (LQ(O))n, whose restriction gl may be identified with a

function 9 € H(div;T) for each T € T belongs to H (div;Q) if and only if for

hl
each interface T' = T; n T, with T, , T, € Th' the normal trace of 7 coincides
-1y
with the negative of that of qp
~1lq
- (1.14 Y + Y =0 for all T' =T, nT
(1.14) (On,v2) |, * G, 1 0Ty
with T1 ’ T2 € Th,
where Vi is the unit exterior normal vector of T. O

Clearly we have = -y on T' = T; N T, so that if v is any nontrivial vector

£ PR &
orthogonal to T’ we have

Qe -V = .V on T'=T; N T,.
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2 - CONFORMING AND EQUILIBRIUM VARTATIONAL FORMULATIONS FOR A MODEL BOUNDARY VALUE
PROBLEM.

Many physical phenomena can be modelled by a system of first order partial

differential equations on a domain Q C R” of the form

du . <i<
2.1) P; Z aij 7%, in Q, 1<i<n,
j=1 J
where the vertor function p = (pi)1<i<n satisfies the equilibrium relation

(2.2) divp+£f=0 in Q,

and the boundary conditions are of the form
(2.3) (pev-g) + t (u-a) = O on I',

where I' is the boundary of Q; cf. DUVAUT & LIONS (1972, pp. 16-17) for example.
For a review of such boundary conditions, cf. DAUTRAY & LIONS (1985, pp.230-240).
The coefficients aij of the system, defined on Q and the function t defined on T
are known functions dependant on the physical problem. The function f defined on Q
and the functions g and @ on I are data functions. The function t is allowed to be
infinite, t = +», on a part Iy, of I' thus implying that u = @ on Iy. The steady
state heat equation with convection terms neglected is an example of such a model;
u denotes the temperature, P is the heat flow, and pev, v a unit vector normal to

', is the flux across TI. Linear models for elasticity problems involve an

" analogous system relating the displacement field u = (ui)l<i<n and the stress
field o = (o..),_. .__ . Hooke’s law gives the stress field in terms of the
= ij71<i,j=n 3u au
linearized displacement field ; eij (u) = % (a—xl- + -5;(—1) is the analogue of (2.1).
j i

For these examples corresponding to fundamental problems of engineering, we
see that it is at least as important to calculate an approximation of P, or even
the moments of pev, on T or of p.vr on a surface contained in Q with normal vector

v, as to calculateran approximation of u or of the trace 1:1F or of the trace of u
on a surface lying in Q. On the other hand, from a strictly theoretical point of
view, an apparently obvious approach would seem to be to begin by simplifying the
study of system (2.1), (2.2) by eliminating the unknown P, thus considering u as

the solution of the second order partial differential equation
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n a du
(2.4) - — (a;, =—) = f , inQ .
i, 3=1 axi ij axj

The classical methods for the numerical approximation of problem (2.1) - (2.3)
are based on the following approach : one determines a function u satisfying
(2.4) in a more or less weak sense--using for instance standard finite difference
or finite element methods. Once the Ffunction w has been calculated, if it is

necessary to obtain an approximation of P, the simplest procedure is to consider

é
the function Ph whose ith component, l<i<n, is given by (ph)i - 0 aij —:h;
; j=1 ]

naive treatment has the inconvenience of producing a function p which satisfies

.This

only in a very weak sense the equilibrium condition and for which the two normal
traces Py, Y ¢ 4cross an interface T’ C Q1 do not agree. Experience shows that it is
better, a priori, to choose a method which solves directly for the desired
quantities rather than to try to obtain them in an indirect fashion as in the -

example above. Our objective here is to propose several such methods.

We shall consider in this chapter, by way of introduction, the case in which
the coefficient Ffunctions aij are constant in 1, and the matrix (aij) is symmetric
and positive definite. Thus the relations (2.1) are invertible :

(2.5) == - ¥ A; Py, 1<izn,

and the inverse matrix (Aij) is also symmetric and positive definite. For the

moment we shall restrict our attention to the two following model problems

The homogeneous Dirichlet problem. Given f in 12(Q), find P € H(div:Q) and
u € Hg(Q) satisfying (2.1) and (2.2).

The homogeneous Neumann problem. Given f in L2(Q) with fﬂ f dx = 0, find
P € Ho(div;Q) and u € H'(Q)/R satisfying (2.1) and (2.2), where for the sake of

simplicity we suppose that 0 is connected.

Just as H(Q) denotes the kernel of the trace mapping of H'(Q) into L%y,
Ho(div;0}) denotes the kernel of the normal trace mapping of H(div;Q) into L2(I‘). A
specific representative of the equivalence class of u in the quotient space
11l /AN s ~

a l4)/k, ror u a solution of the homogeneous Neumann problem, may be chosen by

requiring further that a relation such as f u dx = 0 or such as II‘ u dx = 0 be

Q
satisfied. (Using the standard abuse of notation we write u for an element of

H'(Q) as well as for its equivalence class in H!(Q)/R).
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The solution (p,u) in the case of the homogeneous Dirichlet or the homogeneous
Neumann problem may be characterized as the unique solution of a minimization

Problem. For the homogeneous Dirichlet problem put

(2.6D) Wf = (g € H(div;Q) ; div q + £ = 0}, V = H}(Q),
and for the homogeneous Neumann problem

(2.6N) W' = (g € Ho(divil) ; div g + £ = 0), v - B! (Q)/R.

Then in either case (p,u) is the unique element of foV satisfying (2.1) or

equivalently (2.5). On Wf X V define the functional

n
1 v
(2.7) v =53 G - z a5 3 ( Z Ay - 2X)) ax.
Q i-1 j=1 j i
For each pair (q,v) in Wf X V we have
1 n n av n v
I(q,v) = —f ) ((qy - ¥ a,. —- ) (A, (q, - ) ~=—))) dx = 0,
3 290 i k=1 i j=1 ij axj ik ‘& =1 %ke ax£

with the equality being realized, as [A] is positive definite, only in case (q,Vv)
n

satisfies the relation q, = ¥ a,, v for all i, i=1,...,n ; i.e. if (q,v)
i . ij ox, 2
j=1 J
satisfies (2.1). Thus the solution (p,u) of (2.1) - (2.2) with the homogeneous
Dirichlet or the homogeneous Neumann condition is the unique element of foV
satisfying
(2.8) I(E,u) =0

or in other words the unique element minimizing I on W'xXV. This presentation was

inspired by that in BARLOW (1986).

With this characterization of the solution (p u) of (2.1) - (2.3), it is
natural to try to construct an approximation in the following manner. Let V be a
finite dimensional subspace of V and Wf

h
H(div;Q) or He(div;0l) contained in Wf. We consider the following problem : find

a finite dimensional, affine subspace of

(p,uh) satisfying
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4

(2.9)
I(Eh’uh) -(infv ) ewfxv I(gh,vh).
I Yn) “n'n
Problem (2.9) has a unique solution (Eh’uh) ; the uniqueness is an immediate

consequence of the characterizations given by (2.15) and (2.16) below,
.Furthermore, the calculation of the wvalue I(Eh’uh)>o furnishes, a posteriori, a

control of the error committed in the approximation.

Formulation (2.9) thus seems to provide a natural coupling between the
approximations Py of p and u of u. In fact it does not at all. To see this one
has only to note that, with the choice (2.6D) as well as with the choice (2.6N),

we have
f
(2.10) I(q,v) = J,(q) + T (v),
with
£ L | n v av [
(2.11) J(v) = = Y &, — = ax - ) fv dx,
2 °q i)3=1 ij ij 8xi Q
1 n
(2.12) T == f RAERTEIHES

Hence if (p,u) 1s the solution of (2.8), then u is characterized as being the

unique solution of the minimization problem : find u satisfying

uev;

Jf(u) = inf Jf(v) ;
vev

(2.13)

and p as being that of the minimization problem : find p satisfying

pGWf;

J*(E) = ing J*(g).
gew

(2.14)

Since I(p,u) = 0, we have the relation

(2.15)  JE() + I p) - O
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known in mechanics as the complementary energy principle.

The solution (p, ,w. ) of (2.9) 1is characterized with the aid of the following
Ph'Yh

two minimization problems : find Uy satisfying

u.hevh,

(2.16) £ £
J (uh) = inf J (vh);
vnth

find Py satisfying

£
Ehe Wh ,
(2.17) .
J*(Eh) = J.nff J*(gh).
ghewh

Since the approximate solution u € Vh is an element of V, we say that W is
obtained by a conforming approximation method. Similarly, since the approximate
solution Py € W}f is an element of Wf we say that Py is obtainefd by an equilibrium
approximation method. If J 1is the energy defined by J = J (u) = -J*(E), cf.
(2.15), we remark that the conforming approximation ‘permits us to calculate an
apbroximation Jf(u.h) of J which is of necessity excessive, whereas the equilibrium
approximation permits us to _calculate an approximation -J*(ph) of J which

necessarily too small

- f f
(2.18) - J*(Bh) S-J () =J =J(u) =J (uh).
Remark 2.1 . The possibility to thus obtain an a posteriori bound on the energy

J is what motivated the development of equilibrium approximation methods, cf.

FRAEIJS DE VEUBEKE (1965), (1973), (1975), FRAEIJS DE VEUBEKE & HOGGE (1972).
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Remark 2.2 . Let g be a function in L2(I') satisfying IP g ds = 0, If (E,u) is a
solution of the system

P = grad u : in q,
divp =0 in Q,
pv =g ' on I',

for 2 a connected open subset of ZRn, then as above one can verify that the

function u, defined to within a constant, minimizes on H(Q)/ R the functional
- L 2 -
(2.19) Jg(v) =3 JQ !ggad v]? ax IF gv do,
whereas the vector function p minimizes the functional
" 1
(2.20) T =5 [ 1q]7 ax

on the affine manifold of vector functions q with div q = 0 on Q and qev = gonT T,
If u minimizes Jg(v) then we have div (grad u) = O ; and if p minimizes J*(q), we
have rot p = 0 since then p has a scalar potential. These principles are known in

fluid mechanics as Dirichlet’s principle and Kelvin's principle, respectively ; cf

SERRIN J. (1959, Section 24). In the standard terminology of fluid mechanics, the
vector variables representing the flow rate are denoted u or v, while the scalar

variable is the scalar potential of the velocity field or the pressure and is

generally denoted ¢, ¥, or p. O
Remark 2.3 . We shall see later on, cf. Remark 3.1; that the two minimization

problems (2.13) and (2.14) (or similarly (2.19) and (2.20)) are dual problems in
the sense of the mathematical theory of duality in convex analysis. Usually (2.13)
is considered to be the primal problem and (2.14) its dual. In keeping with
standard practice we shall say that a formulation is primal, respectively dual,
when the elimination of certain variables yields the conforming formulation

(2.13), respectively the equilibrium formulation (2.14). )
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To conclude this presentation of conforming and equilibrium approximations we

give the variational formulations associated with these minimization problems :

Conforming variational formulation. Find a solution u of

u €V,
(2.21)
n du av
'Z' jg aij ax. 8%, dx = fg fv dx for all v e Vv,
i,j=1 j i

which leads one to seek an approximation u of u satisfying

uh € Vh’

n 'f dup vy,
o %ij 3x. Tox
i,j=1 ] 0%,

(2.22)

 ox - I, fv, dx for all v, €V, .

Equilibrium variational formulation. Find a solution p of

p e,
(2.23)
0
Zn f A, p. q, dx =0 for all q e W ;
1, j=1 7ij Y5 4 <
which leads one to seek an approximation p of p satisfying
f
Py € Wh,
(2.24) 0
n
Y fﬂ Aij Phi g dx = 0 for all 9y € W

i,3=1

where WO, respectively WO, is Wf, respectively Wf, for £ = 0 and hence is a
subspace of H(div;Q) or Ho(div;ﬂ) depending on whether the problem considered is

the homogeneous Dirichlet problem or the homogeneous Neumann problem.
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3 - FIRST EXAMPLES OF MIXED AND HYBRID FORMULATIONS

The actual construction of a solution Ph of problem (2.24) (equilibrium
formulation) poses several practical difficulties . If Th is a triangulation of g,
@ = U T, and Wg is a finite dimensional subspace of Wo associated with Th’

TeTh o
then for a test function q, to belong to Wh it must satisfy the following two

constraints

i) The normal traces of 9 must be "continuous across the interface" between
any two abutting finite elements T, and T, of T,, i.e. 9 YT and "Q}, *¥Yp must
~n -1, ~h -1,

coincide on T” = Ty N T, (cf. the second part of Theorem 1.3).

ii) Vithin each finite element T of T, the divergence of gy, must vanish ; i.e.

h
div(ghIT) =0 for all T € Th ; thus, in particular f do = O,

aT YT

We do not intend to attack head on the practical problem of constructing a
basis for the subspace Wg. To circumvent this difficulty we shall free ourselves
of one of the constraints that should be satified by the test functions by using

the technique of Langrangian multipliers.

The dual mixed formulation. The affine subspace defined by (2.6D) in the case of

the homogeneous Dirichlet problem and by (2.6N) in the case of the homogeneous

Neumann problem may be characterized as being the set of functions q e W

satisfying the constraint divq + f = 0 in Q, where W is the space defined by
(3.1D) W = H(div;n),
(3.1N) W =H (div;0).

Thus we are led to substitute for the minimization problem (2.14) the saddle point

problem of the Lagrangian Z*(-,-) defined on W x L2(Q) by
(3.2) I*(g,v) = J*(g) + fn(div q + v dx.

Thus we seek (p,u) € W x L?(0) satisfying
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(3.3) Z,(p,v) < £ (p,w) =L, (q,u) for all (q,v) € W x L%(0).
The solution is characterized as being the solution of the system

(p,u) € Wx L) ,

n
(3.4) ) I A.. p. q, dx + f udivgqgdx =0 for all q € W;
87ij Y3 i 9] s <
i,j=1
f6 (div p)v dx = - fﬂ fvdx for all v € L2(N).

If (g,u) satisties (3.4) it is clear that p satisfies (2.23).

Denote, for the moment, by G the solution of (2.21). Using Green's formula

together with relation (2.5), we see that

Zn fﬂ Aij pJ- qi dx = fn(gfad &)’g dx

i,j=1
= - fﬂ 4 div q dx for all q e W.
Hence the Lagrange multiplier associated with the constraint div q = f is none
other than
(3.5) u =1,
The primal mixed formulation . In virtue of (3.5), the solution (p,u) actually

belongs to W x V. Using Green's formula we establish that the solution (p,u)

satisfies

w fﬂ Aij Py 93 dx - fn(ggad u)+q dx = 0  for all q € W;
i,j=1 -

- fﬂ E'gfad v dx = _fﬂ f v dx for all v € V.

As W is dense in (L2(0))n, the pair (p,u) is the solution of the system
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(p,w) € (L2@)" x vV,

(3.6) Zn f A.. p, q, dx -f (grad u)+eq dx = 0 for all q € (L%())",
12y J0 0y Py % a8t g q
- In pegrad v dx = -,erv dx for all ve V.

&
This formulation, (3.6), can be interpreted as being a characterization of the
saddle point of the functional .tf(-,-) defined on (L"’((’Z))n X V by

(3.7) g, vy = F (9 - J, grerad v ax + I, £ v e,

where f* is the continuous extension of J* to the space (Lz(ﬂ))n. This functional

can be found in the literature written in the form

f 1 ©n n n dv
(3.7 bis) £ (q,v) = - =— ¥ f A..q. q, dx + ) f Q A, q. - 7= )q, dx +
3 2 1) =1 Q 1ij7j ‘i =1 Q j=1 ij *j c')xi i
+ J.O fvdx
The elimination of p from formulation (3.6) gives us again the conforming

variational formulation (2.21) of the problem. This type of method is analyzed in
BABUSKA, ODEN, & LEE (1977). Such methods have proved useful in theoretical
studies such as the development of new models for nonlinear elasticity, cf.
CIARLET & DESTUYNDER (1979%a), (1979b), DESTUYNDER (1986).

Remark 3.1 . We have on the one hand
J Q) ifqewt
£ * 2 K !
sup £ (q,v) =
veV -
+ otherwise,

and on the other

inf £5(q,v) = - & 3" [,
qell i, j=1

av av

ij Tax, ax, &7 fﬂ fv dx.
j i

We deduce that

inf sup .tf(q,v) = inf J*(q) = J_ (P
qew  vev ) qewf i )
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and that

sup inf .t (q V) = - 1an (v) = - J (u).
vev qew vev

Then using the complementary energy principle (2.15), we obtain

(3.8) inf J,(q) = inf sup £ (q,v) = sup inf ol (g,v) = - inf gt v).

qewt qew  vev vev gew vev
In this form we recognize the minimization problems (2.13) and (2.14) as dual
problems in the sense of optimization theory, cf. for example CIARLET
(1982, p.222). o

The dual hybrid formulatlon To a decomp051t10n T, of O, @ = U T, is associated

h TeT.
the affine subspace Y of (Lz(ﬂ)) defined by h

£ 2 n : =
(3.9 Y = {ge (L))" ; vTe Th' dlv(qIT) + flT 0,

in the distributional sense ).

In other words, Yf is the set of vector functions q € (L""(Q))'n satisfying for each

TeTh.

. == 1
fT qegrad Vo dx fT fvT dx for all Ve € Ho(T).

For each T e Th the restriction qIT of the function q € Yf to T belongs to the

space H(div;T). Further, the normal trace ql Vi is defined, c¢f. Theorem 1.2, to

be an element of H~ (6T) the dual space of H (3T) ; we denote by <., ->aT this

duality. We ascertain that the affine subspace Wf may be characterized as being

f
the set of functions q € Y satisfying the constraint

Y <q'T YpsV>ap = 0 for all vev.

TeT,
This leads us to associate to the decomposition Th of Q the Lagrangian D,(+,*)
defined on foV by

(3.10) D (q v) = J (q) - Z <ql Yo v>
'I‘eT
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(The choice of D, (q,v) as given in (3.10) instead of as J £ + . <q| -n:,r,v> a7 is
TeT
made simply to obtain (3.13) below). Thus we seek an element (E'u) e 'fo v

satisfying
(3.11) D,(p,v) < D,(p,u) =D, (q,u) for all (q,v) € Y'x v,

A pair (p,u) is such an element if and only if it is a solution of the system

(p,u) € fo v,

n = 0
(3.12) izj=1 f() Aij qu dx + Z < ql 0 for all q € Y° ,

TGTh<BLI x_{,r,v>aT = 0 for all ve v ;

where YO is Yf for f=0. If (p,u) is a solution of problem (3.12), then p is the
solution of (2.22). It is clear that u is not uniquely defined as an element of
V | only its traces on the interfaces are determined by the first equation of

(3.12 ). However, if O is the solution of (2.20), we can choose

(3.13) u = Q.
Remark 3.2 . 1In fact with the dual hybrid formulation the Lagrangian multiplier
should  not be considered as a function in V defined on all Q but as an element of
the product space I H%(aT) satisfying certain matching conditions at the
TeT.
h

interfaces. This will be the point of view taken for the analysis of the method
given in Chapter 5. A variation of considerable practical interest consists of

taking the multiplier to be an element of II L?(3T) sati isfying again certain
TeT.

. cos . h
matching conditions at the interfaces. a

The primal hybrid formulation. To a decomposition Th of i we associate in a manner

similar to the above a subspace X of L? (Q) defined by
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(3.14) X=(vel?), VTeT

" VIT e HI(T)}.

The space V may be characterized as being the space of functions v € X satisfying

the constraint

Y <q-x~/Tf Voe>ar = O for all q € W.

-~ ~

TETh

Thus we replace the minimization problem (2.13) by the saddle point problem for
the Lagrangian Df(-,-) defined on X X W by

(3.15) Df(v,g) = jf(v) ) <q-v

TETh

where .ff is the extension of Jf to X defined as follows

|r* VT8t

(3.16) fw=-33 J© a2 By - [ fvax.
TeT, T i,j=1 3 % i

Thus we seek a solution (p,u) of the system

(p,u) € WxX,

n du av :
TZT {'{ izj ) B Texy Tox ax - <prupvpgg} = [ fvax for all vex,
€ » J=

h

(3.17)

Y <Up,qevp>an = 0 for all geW.

TETh

The solution (p,u) of problem (3.17) is such that u is a solution of problem
(2.21) and if p is the solution of (2.23) we may choose

P=97,

~ -

as indeed only the normal traces of p on the interfaces are determined by (3.17).

Remark 3.3 . The hybrid formulations have been presented here as subordinate to a

decomposition Th of § which will, of.course, coincide with the triangulation of Q

by elements T on which will be constructed approximations of functions. One
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can, however, generalize this type of hybrid formulation to one subordinate to an
arbitrary decomposition of 1 into subdomains. A particular case is that for which
the decomposition is the simplest possible, a decomposition into. a single
""subdomain". In this case the primal hybrid formulation of the homogeneous
Dirichlet problem becomes : find a saddle point (u,)) € HY{(D) x H-%(I‘) of the
Lagrangian z:f(-,-) defined by zf(v,p) = J-f(v) - <p,v>l., for all (v,p) € HY(Q) x
H-;i(l‘). It was for this type of formulation, adapted to a nonhomogeneous Dirichlet
problem, that the first mathematical analysis of a finite element method with

Lagrangian multipliers was given, cf. BABUSKA (1973). (n]

4 - GENERAL ORIENTATION

The elementary examples of mixed formulations and of hybrid formulations
presented in Section 3 may all be written in the following general form : find a

pair (¢,)X) satisfying

pEW, X eMm,
(4.1) a($,¥) + b(P,r) = £(¥) for all p e W ,
b(é,u) = g(u) for all pe M ,

where W and M are Hilbert spéces, a (+,*) is a symmetric bilinear form on W x W,
b (-,-) is a bilinear form on W X M, f is a linear form on W, and g is a linear

form on M. Then given a finite dimensional subspace W, of W and a finite

h
dimensional subspace Mh of M we consider the problem : find a pair (¢h,Ah)
satisfying
¢h € wh, '\h € Mh ,
(4.2) alep. ) + b)) = £(B) for all ¥, ew,_ ,
( b(¢h1ph) = g(/‘h) for all “h (S M.h.

This finite dimensional problem may then be posed in the obvious manner as a
problem of solving a linear system of Nh equations in Nh unknowns, where

(4.3) N, = dim W+ din M.
The matrix of this system is symmetric but can not be positive definite. Thus the
first problem is to find sufficient conditions, bearing on the pair (Wh,Mh) of

subspaces, for the matrix of the associated linear system to be invertible. In a
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more general way Chapter III treats the numerical analysis of this type of problenm
in an abstract setting. The a priori estimates of the error committed in
approximating the solution (¢,)) of (4.1) by the solution (¢h,Ah) of (4.2) are

obtained as a function of the error of approximation of (¢,)) in Wh X Mh'

In the examples given in Secpion 3, the spaces W and M appearing in the mixed
or hybrid formulations are either L2(Q), HYX(Q), or closed subspaces of these
spaces for the space of scalar functions and either (L2(O))n, H(div;Q), or closed
subspaces of these spaces for the space of vector functions. Chapter II contains
the major results concerning interpolation by finite elements of scalar functions

in H'(Q) and of vector functions in H(div;Q).
Chapters II and III are independent. Both are fundamental for the analysis of
the examples developed in the subsequent chapters.

Chapters IV and V treat essentially the approximation of the model problem

governed by the first order system of partial differential equations

n du .
(4.4) Py ==.E 35 “ax, »  1sisn,
j=1 ]
(4.5) divp+f=0,

posed on a bounded, open domain G c R" with n=2 or n=3 with boundary T plecewise
Cl. The coefficients aij are supposed to be bounded and measurable in Q and to

satisfy the uniform ellipticity hypothesis

(4.6) ' a,.(x) £.6.2a |€]? ae. ona for all ¢ € BT,
i 5o 13 i¥j P )
»J
for some a_ > 0. Unlike in Sections 2 and 3, we shall not suppose the symmetry of
(a], i.e. that aijsaji' Also we shall not maintain throughout the following the

notation particular to Sections 2 and 3.

With the above hypotheses concerning the coefficients aij the matrix [a] may

be inverted to obtain 4

du n
(4.7) — =12 A.. p., l<izn ;:
axi j=1 ij %3

the coefficients Aij are then bounded and measurable in Q and satisfy the uniform

ellipticity hypothesis
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(4.8) 1231,1 Aij (x) fifj = ad|£ |2 a.e. on 0 for all ¢ e Rr" ,

for some ay > 0.

Chapter IV is concerned with mixed methods. Primal mixed methods are treated
rather rapidly, the dual mixed methods in some more detail. Several algorithms
for the solution of the linear system are also given here. In Chapter V hybrid
methods are studied. Primal hybrid and dual hybrid methods as well as the method
of hybridization of mixed methods are included. In Chapter 6 some further examples
of mixed methods and of hybrid methods are mentioned, and some extensions and

variants of the theory in the literature are cited.
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CHAPTER I1I

FINITE ELEMENT TYPE INTERPOLATION OF 'SCALAR
AND VECTORIAL FUNCTIONS

5 - LAGRANGIAN INTERPOLATION : AN Hl -APPROXTMATION OF SCALAR FUNCTIONS

In the examples of mixed and hybrid formulations presented in Section 3, an
essential role is played by two Hilbert spaces : the space H'(Q) of scalar
functions v € L?(Q1) such that grgd v € (L"’(Q))n and the space H(div;Q) of vector
functions q € (LZ(Q))n such that div q € L2(Q). In this chapter we shall describe

several choices of "finite-element-type" subspaces of HI(Q) and of H(div:Q).

For this general presentation we shall use the most elementary setting for

finite element methods (some generalizations will be presented in Section 7)
i) {1 will denote a bounded, open, polyhedral subset of Rn, n=2or 3 ;

ii) Th will be a triangulation of @I by n simplexes T of diameter no greater

than h, (T is a triangle for n = 2, a tetrahedron for n = 3), with

(5.1) 0= uT;

TGTh,
for the definition of a triangulation. cf., CIARLET (1978, p.38) for example.The
boundary of an n simplex T, i.e. the union of its n+l (n-i)-dimensional faces,
will be denoted by 34T, and in a general manner we shall use the symbol T’ to
represent an arbitrary (n-1)-dimensional face of T and we shall write T'<T ; T
will be an edge of T when n = 2, a triangular face when n = 3. We shall also use

the following notation :

mes T = the Euclidian measure of T in R©

(geometric area if n = 2, geometric volume if n = 3) ;
(5.2) h = the diameter of T, which here, with a triangulation by
simplexes, is just the length of the longest edge ;

Py = the radius of the circle inscribed in T if n = 2, of the

sphere inscribed in T if n = 3 ;
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and

(5.3) h = max h,,.
TeT

Let H be a set of positive numbers. A family of triangulations (T, ;: h € H)

will be said to be regular if

inf h =20
heH
(5.4) and
Pp
inf min . > 0,
heHTe Th T

This definition is equivalent to that given by CIARLET (1978, p.124). We shall
say that the family (T, ; h € H) is uniformly regular if

inf h=20
heH
(5.5) and
inf { (min pT) / (max hT)) > 0.
hekH TeT TeT

h h

Thus a family of triangulations {Th ; h € H)} is uniformly regular if and only

if it is regular and it satisfies the inverse hypothesis : there exists a constant

C, independent of h, such that for each h € H#

(5.6) min h, > C h,
T € Th *

cf. CIARLET (1978, p.140).

Remark 5.1 . The fegularity hypothesis (5.4) is quite natural for the theory of
interpolation by finite elements. However, in the chapters that follow we shall be

rather abusive of the inverse hypothesis (5.6), using it often Just to simplify



2.03

the exposition of certain results. o

For each natural number k, we denote by Pk(T) the space of restrictions to T

of polynomial functions of degree k in n variables ; we have

1/2 (k+l) (k+2) ifn=2

- gn+k2§ -
(5.7) dim Pk(T) nlk!

1/6 (k+l) (k+2) (k+3) if n = 3.
(k)

T 1
lattice of order k of the triangle T, i.e. the set of points of T each of whose

To an n simplex T and a positive integer k is associated I the principal

barycentric coordinates, relative to the vertices of T, is a multiple of 1l/k. We

have

(k) +k) !
(5.8) card ZT = LETE%—.

v on T of order k, k > 1, of a function v € CO(T)

The Lagrangian interpolant Zék)

is by definition the unique function in Pk(T) such that

(5.9) Zék)v(a) = v(a) for all a € Zék).
Given a triangulation Th of I and a function v € Co(ﬁ), for a positive integer k,
we shall denote by zék) v the function on { which coincides with the polynomial
function Iék)(v]T) on T for each simplex T € Th' One says that rﬁk)v is the
Lagrangian interpolant of order k on Th of the function v. It is essential to
remark that Iék) v is, for each positive integer k, a continuous function on fl.
Thus one can easily verify that the mapping Zék)is surjective from Co(ﬁ) onto the
space L(i) of simplicial Lagrangian interpolants defined by

¢S O -
(5.10) L' =(veC @) ; VTeT, VI € P (D).

For each k,k = 1, the space Lék) is a finite dimensional subspace of H!(Q). In
dimensions n = 2 and n = 3 one may define Iék)v for v € H2(T) C CO(T) but not for
v € }P(T)(l). With the aid of the following notation, given for each positive

integer m ,

(1) We have adopted the notational convention Hm(A) = Hm(A), A the interior of A.
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(5.11) Hm(Th) -(vel*n) ; vTerT, VI € HNT)),

(k)

one may characterize Lh

Hf(n)n H*(rh)

(k)

as being the fixed point space of the operator Ih on

(5.12) Lék) = (v e BH@nH*(T,) ; v = zék)v}.
Thus we have

THEOREM 5.1. For each positive integer k and each triangulation T, of {I, the

h
mapping .tlgk) defines a projection of H}(Q}) n H2(Th) onto L]:(lk)'
We also have a
THEOREM 5.2. Suppose we are given a regular family (Th ; h € H) of
triangulations of {l. For each positive integer Kk, there exists a constant C,

independent of h, such that

(5.13) | vz R ] -2 < Ch®|v|

v |1,n + vl 0,0 m+1,0

for each v € Hm+1(0), 1 <m=< k.
0
We shall not give here the demonstrations of these results fundamental for the
stuay of the convergence of finite element methods but refer the reader to RAVIART
& THOMAS (1983, pp.79-103), for example, for the details of the proofs.

We would like now to make precise the idea of interpolation of the trace on

the set 4T, = U 3T of a scalar function v continuous on {I. For a triangulation

h
TeTh

Th of @1 and a positive integer k, the space L(g;) is defined by
h

(5.14) Lk _ (b= Wplpcp € I L?@T) ; 3ve Lék) s.t.

oT.
h h TGTh

VTEeT VI

h' Y ar ~ ¥r)-

(k) may also be characterized as being the space to which ¢ = ¥
arh T TETI_1
belongs if and only if it satisfies the following properties

The space L
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i) ¢T € Pk(aT) for each T e Th

(5.15)
ii) ¢T = ¢T on T’ whenever T' is a face common to the
1 2

simplexes T; and T, of Th’

where Pk(aT) is defined to be the space of restrictions to the boundary 3T of T of
Polynomials of degree not greater than k in n variables or equivalently the space
of functions in n variables, polynomial of degree not greater than k on each face

T' of T and continuous on 3T. One may easily verify that

dim Pk(T) if k <
(5.16) dim Pk(aT) =
dim P (T) - dim P 1(T) if k > n.
(k) 0
Let £ be the mapping which associates to an element Y = (¥,) € I C(aT)
aT T'T €T
h h TeT,
(k) 0 th h
the element (2 ¥ , Where z ¥, the k order Lagrangian interpolant of
aT 'T TeTh T .

¢T, is the function coinciding with I( )(¢11T,) on each face T' of T. As the
elements of Lh are of class C0 (cf. CIARLET (1978, p.95) for example), for each

function v € H!(Q)n H2 (4T ), we have

(k) (k)
(v] (IT (v T))IaT for all T e Th'
or in other words, if we put
(5.17) Yoy = Poyr)t er, " Mer’r e,
then we have
(k) (k)
(5.18) w(v) (2" |y o -
THEOREM 5.3 . For each positive integer k and each triangulation Th of {1, the
mapping v -+ I( ) Y(v), with ¢ given by (5.17)), is a surjection of H'(Q) n H2(T )
T, )
onto L(k). It is a bijection of Lék) onto L( ) only in case k < n.
aTh 8T
Proof . In light of Theorem 5.1, it suffices to show that the mapping v-+r(k)¢(v)
is a surjection of L(E)onto Lé;) and is also a bijection only if k< n. For k <

h
the claim follows immediately from the facts that according to (5.16) the spaces
Pk(T) and Pk(aT) have the same dimension and that for each v, Y = (¥

) ,
T TeT,
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(k)

there exists a unique function v in Lh

(k)
arh’
the boundary of T is equal to ¢T for each T in Th.

belonging to L whose restriction to

For k > n, the dimension of Pk(T) is greater than that of Pk(aT), so a-

bijection from Lék) onto ng) can not exist. To show surjectivity in this case, we
' h
have only to remark that given ¥ = (¥.) € L<k), the function v € Lék), for
T TeTh aTh
example, defined by its values at the lattice points ae U Eék) as follows :
TeT.
h
¢T(a) if a € 8T for some T € Th,
v(a) =
1 0 otherwise ,

defines an antecedent of ¥.

O

(k)

BTh

define a norm on the space 1 H%(aT) which will be seen to be well adapted to
TeT.
h

the analysis of dual hybrid methods. Thus, given a triangulation Th of I, we put

Before announcing an error bound for interpolation in L we would like to

e for all v € HI(T), T eT

2 -2 2
[l g = AV e n 2 vl -

.19 (flvlly, 5p - inf Ml ; forall ye HYIT), T e T, ,
| (veH (1)) 40 ¥) ’
s

. 2 ) i
It syom, " (E il 55 570 for all ¥ = (Yp)pp € I H (3T).

h h TETh

We may now state

& e E ot 1- - ;
€ dilceger K, Laere exis

0
fa
0
O
-

[9))
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(k) m
R ] P L I
Proof . With the norms defined in (5.19) we héve

k k 2 -2 k 2
M -z ;>¢mkﬂ, SHvgdv 1T g+ 02 vV i 2

so the demonstration is completed on applying Theorem 5.2,

.

6 - INTERPOLATION OF THE MOMENTS OF A VECTORIAL FUNCTION ;AN  H(div)

APPROXTMATION OF VECTOR VALUED FUNCTIONS

. . s . n
We retain here the assumptions made in Section 5 concerning the domain QC R
n = 2 or 3, and the triangulation T , 1 = U T. Given a positive integer k, we

TGTh

shall associate to each n-simplex T _eTh a subspace Dk(T) of the product space

(Pk(T))rl and an interpolation operator E( )

defined on a subspace H(div;T) of
H(div;T) and having values in the space Dk(T). Denoting by H(div;Th) the space

defined by
(6.1) H(div;T,) = (q € (L2@)" ; vT € Ty h 9y € H(div;T)},

we can associate to each vector function q € H(div; T) the function Eﬁk)q €
(Lz(Q)) determined by

(k) (k) '
(6.2) (E q) |T - ET (gIT) for all T e Th.

The spaces Dk(T) and the operators Eék) will be constructed in such a way that

the following two hypotheses are satisfied

(6.3) div q = 0 ==> div (E;k)q) -0 for all Ter, ,

and for all qeH (div;T),

and

(6.4) £8q e H(div;a) for all g € H(dvil) n H(divT,).

Property (6.3) is a local property of the interpolation of vector functions in

H (div;T). Its analogue for the approximation of scalar functions in H'(T) is that
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the interpolant of a function whose gradient vanishes also has a triviai
gradient ; i.e., the interpolant of a constant function is a constant. However we

did not think it necessary to state such a natural requirement.

Property (6.4) is a continuity condition for the interpolant of a vector
function having a certain amount of regularity on {i. Here of course the scalar
analogue, that the interpolant z(k)v be in H!(Q) whenever v e H! ) n Hz(Th), is

h
satisfied as the space Lék) is a subspace of Co(ﬁ).

Remark 6.1 . Almost reflexively, a mathematician’s first idea is to try to reduce
the study of interpolation of vector functions to that of scalar functions as

given in the preceeding section by choosing
n
D (T) = (B (TH",
H(div,T) = (H2(T)" ,

E(l,;) = (_z(};)) ®mn (kth order Lagrangian interpolation

on T carried out component by
component) .
One may check that condition (6.4) is satisfied ; however, (6.3) is not. To sce
this consider in 2 dimensions, on the reference triangle T with vertices (0,0),
(1,0) and (0,1), the function q = (q1,92) given by
Q1 (x1,%2) = 3% x§ - %, %, ,

2
qz2(xX1,%X3) = % X3 - x; X,.

This function q is divergence free. Yet its Lagragian interpolant in (Pl('l‘))2 is

none other than the function x > (3 %y, % x,) in T whose divergence is the

constant function x —> 1. 0

We shall give two families of examples of H(div) approximation ; the first the
original examples due to THOMAS (1977, Chapter III), cf. also RAVIART & THOMAS
(19773, for the 2 dimensional case and to NEDELEC (1980) for the 3 dimensional
case, we present in some detail ; the second examples due to BREZZI, DOUGLAS, &
MARINI (1985) in the 2-dimensional case , and to BREZZI, DOUGLAS, DURAN, & FORTIN
(1987) in the 3-dimensional case will be described more briefly. Yet another

family of examples of H(div) approximation may be found in NEDELEC (1986).
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For each positive integer k we put

n
(6.5) Pk (B @ x B

and define.bk(T) to be the space of restrictions to T of the functions of Dk' In

other words, the vector function q = (ql,...,qn) belongs to Dk(T) if and only if
there exists n+l scalar polynomial functions qI € Pk-l(T)’ i=0,1,...,n, such
that '

(6.6) g4 (x) = q’:.:(x) + %, q¥ (x) for all xeT ,i=1,...,n.

The expression (6.6) for q may be made unique by further requiring that q: be

homogeneous of degree k-1. Thus we have
(6.7) dim D, (T) = (n+l) dim Pr.1(T) - dim Pr.o(D),

‘which together with (5.7) gives us

(n+k-2)1
dim D T) = n+k) ’
SR (n-1)1(k-1)!
or more specifically
k(k+2), when n=2,
dim Dk(T) =
B k(k+l) (k+3), when n=3.

For each nonnegative integer £ we denote by Mz(T) the space of linear forms on

(C°(T))™ defined by
(6.8) M = (q = Jpar a0 e 2¢@m®, ®) ;e @)™,

i.e. an element of MB(T).assigns to the vector function q on T one of its moments
on T of order no greater than £. In keeping with classical notation we shall write
MI(T) = {0} for £ a negative integer, in particular for Ag=-1,. Similarly for each
nonnegative integer £ and each face T' of T we denote by MQ(T’) the space of

linear forms on (C°(T))" defined by
(6.9) Mp(T') = ((g = [}, quvgw do) € 2((CO(TH™,R) ; w e P,),

where Vo is the unit exterior normal to dT, constant on each face T' of T. Thus an

element of Mg(T’) assigns to the vector function q on T one of the moments on T’

of order no greater than £ of its exterieur normal trace q-¥op- Now we define, for

k a positive integer,
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(k) ,
MY = (U (T)) UK (D),

T'<T

(6.10)

where T'<T mean T' is an (n-1)-dimensional face of T. Without change of notation
we shall consider henceforth that the forms in M,E,‘k) are defined on the space
H(div;T),

(6.11) H(div;T) = {q € H(div;T) ; qev. € L2(3T)).

T

(k)

The dimension of the space M T

is given by
. (k) . n-1
dim M T = (n+l) dim Pk_l(R ) + n dim Pk-Z(T)’

or more explicitly, by

. (k) (n+k-2)! .
(6.12) dim M T = (n+k) (__—_n-l)!(k-l)!
Thus we see that
(6.13) dim D (T) = dim ¥, k=1, 2,....

THEOREM 6.1. Let T be an n simplex and k a positive integer. For each

q € H(div;T) there exists one and only one function, which we shall denote E(l,;)q,
in Dk(T) for which

(6.14) m(E,g,k)g) = m(g) for all m € Mé,k).

The mapping E(I,;) tH(div,T) - Dk(T) thus defined further satisfies the commuting

diagram property

H(div;T) —divg, 12(T)

l £(6) e
T T
div
D(T) —=P (D)
i.e.
(6.15) atv(E{¥q) = 1Y) (atv g) for all q € H(div;T),
where n(Tk'l) denotes the orthogonal projection in L2(T) onto Pk_l(T).
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Proof . Suppose for the moment that the operatbr Eék) from H(div;T) to Dk(T)

satisfying (6.14) is well defined and let q € H(div;T). Then it is clear that the
20

T
degree not exceeding k-1. Thus using Green'’s formula with (6.14) we have

divergence of any element of Dk(T)’ and in particular of q, is a polynomial of

. (k) .
'T div ( E T q) wdx = 'T div q w dx for all w e Pk-l(T)
or equivalently (6.15).

To show that given q € H(div;T), (6.14) does indeed determine a unique
element of Dk(T)’ in view of (6.13) it suffices to show that if P E Dk(T) and
m(g)=0 for each m € M(ﬁ), then p must be trivial. It is easy to check that the
normal trace on any face T' of T of any element of Dk(T) is a polynomial of degree
at most k-1. Thus, the normal trace of p on T’ must be trivial. The divergence of
P: a priori a polynomial of degree at most k-1 on T, can then be shown to vanish
by using Green’s formula. It follows that p belongs to the subspace (Pk_l(T))n of
Dk(T) ; to see this simply apply Euler's identity for homogeneous functions : grad
f(§)-§ = af(g) whenever f is homogeneous of degree a. Next we show that if E’ is a
vector normal to a face T' of T that pev' vanishes on T. As pev’ vanishes on T',
we have that p*v’ = bw, where b is the first degree polynomial whose zeroes form

the (n-1)-dimensional hyperplane containing T', and w € P Now wv' & (P

)n
k-2° k-2

and we have
IT E-(wz ) dx = fT bww dx = 0.

As b is either always positive or always negative on T, w and hence p*v” vanish on

T. The theorem now follows on noting that for any n of the n+l faces of T, the

: 3 n :
corresponding normal vectors form a basis for R". O

For each T € Th we have now constructed an interpolation operator Eék) from
H(div;T) 1into Dk(T) - (Pk(T))n satisfying (6.15) and a fortiori (6.3). To a
triangulation Th of 0 we associate the space H(div;Th) defined by (6.1) together
with (6.11)

(6.16) H(diviT,) = (g € (L2@)" ; v Te T,

q, € H(div;T) and q -v_ € L2(3T)),
It Ap =T

(k)

and the equilibrium interpolation operator FE h of order k on H(div;Th)

constructed from the operators Eék) with the aid of (6.2).
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To see that E(I}:) satisfies (6.4), we note that if q is sufficiently regular in

the sense that q € H(div;Q) n H(div;Th) then Theorem 1.3 implies

(6.17) c_;ITI-x:Tl + ngz.l:Tz =0 on T', for all T'=T;NT,
with Tlt T2 € Th.

Thus, for each T'= T; n T, with T,,T, € Th,lf = E‘I(lk)g satisfies

fT'(EI T, Y1, + El TZ.ETg) wds = 0 for all w € Py

The restrictions rl € Dk(T), T e Th’ are polynomial of degree at most k and their
T

normal traces on 3T are piecewise polynomial of degree at most k-1 ; indeed, on

each face T' of T, T € T,, Xevn is constant. With this observation of central

importance we see that r satisfies the continuity condition (6.17) and hence

15==E(§>g € H(div;Q1) ; i.e. (6.4) holds.

We denote by E(II:) the finite dimensional space of equilibrium interpolants
(6.18) e - (g e HG@ivio) ; v T e Tyr 9 € D)),
T

which, as we have just seen, is the space of functions q € (L2(ﬂ))n for which the
restriction q' may be identified with a function in Dk(T) for each T e Th and for
which (6.17) holds. In analogy with (5.12), E(E) may also be characterized as a

space of fixed points as follows :

(6.18 bis) E(ﬁ) = (g € H(div:Q) n H(div;Th) : E(E)(g) = g).

Thus we have

THEOREM 6.2 . For each positive integer k, and each triangulation Th of @, the
mapping E(E) iIs a projection from H(div:0Q) n H(div;Th) onte E(t). }

The next theorem gives a bound for the error of interpolation by E(?

THEOREM 6.3. Suppose {Th » hel) is a regular family of triangulations of @ and

k is a positive integer. There exists a constant C, independent of h, such that
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k y 2 n
(6.19) lq - E(h)‘.‘ ”0'ﬂ < ¢hgq '2,0 for all q € (H°(Q))", 1sisk,
and
. . (k) b oo PR S
(6.20) [[aiv (q - E nlly s cnfaiv al, q for all q € (H*(@))" with

div q € H'e(ﬂ), O<i<k.

Proof . Estimate (6.20) is a classical corollary of property (6.15) identifying
div (E'(;,c) q) as the image under the orthogonal L%-projection onto ngk) of div q,
and we shall not give the details of its demonstration. The argument justifying
(6.19) is more technical : for each T € Th we must find a bound for the

- k n k 2 1k -
quantity || q - E(T)g “O,T = [iél Il a - (E(T) 9)1 “O:T] ; however, this can not

be done component by component as the interpolation space is not a simple tensor
product of n copies of the same space of polynomials. Thus it is necessary to work
directly with the subspaces of vector functions of n variables with values in R".
We employ the technique of reducing the question of the error bound on T to that
on the reference triangle T as in CIARLET & RAVIART (1972). For each T ¢ Th' there
exists an affine transformation F : T =+ T = F(T), bijective from T onto T. We
denote by DF the linear tangent mapping and by J the Jacobian of the
transformation. We have here IJ I = (mes T)/(mes 'i‘). To each scalar function v €

H'(T), classically is associated the function v & HY(T), defined by

(6.21) v(x) = (%) for each x = F(%) € T.

Here, to each vector function § € H(div;’i‘) we associate the function q, that we

shall show belongs to H(div;T), defined by
L or g %) for each x = F(%) € T
(6.22) g(x) = m 1 .
The transformation (6.22) was constructed in such a way that:
(6.23) f qegrad v dx = f grgrad ¥ dk.
T T -

Using Green’s formula we deduce, cf. THOMAS (1976,Lemma 5.1), that

(6.24) fvdiqux=J: Vv div q dx,
T N T "
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and we have, with » denoting of course the exterieur unit normal of aT,

(6.25) [ vavar-f o4,
' aT a1

for all sufficiently regular functions ¢ and q . Thus q > q is a bijective

affine transformation from H(div;'i') onto H(div;T) such that

(6.26) (mes T) div ¢ = (mes T) div 4

and on each face T'= F(T’) of T

6.27) (mes T') qev = (mes T') q-v.

-~

Furthermore, it is immediately verified that this transformation takes Dk('i‘) onto

D (T)

(6.28) g € D(T) & g e (D).

We conclude from (6.27) and (6.28) that the interpolant in Dk(T) of a function q,

image of the function § defined on T, is none other than the image of the

~

interpolant in Dk('i‘) of § :

(6.29) EXgr = 1 ppE® 4.
T = T 2
3]
This property allows us to reduce the problem of obtaining an error bound for
interpolation on T to that of obtaining an error bound for interpolation on T, the
reference n-simplex. As the subspace (Pk-l)n of Dk is invariant under the
interpolation operator, we know that there exists a constant C depending only on T

and k such that.

- E;k)q o2 =¢lal, ; for all ge MY (1)) wich
1 <2 =<k

With this bound and change of variable formulas we obtain for each T in Th a local

bound for || q - E(l,;)q "O T and then the global bound (6.19). in}
Remark 6.2 . The introduction of the spaces Dk is  fundamental for our
construction of an H(div;Q) approximation. We have the strict inclusions (Pk_l)lrl

- Dk C (Pk)n, and we have chosen to index by k the space Dk strictly between

(Pk_l)n and (Pk)n though in the literature one also finds this same space indexed

= k-1. Our choice was made with consideration for the error bounds. As Lagrangian
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(k)

h leads to error bounds in H!(Q)) of

interpolation, Z2 , by functions locally in P

k

order hk, so the interpolation E(:) , with E as in equilibrium, by £functions
locally in Dk leads to an error in H(div;{l) of order hk. O
Remark 6.3. The transformation § - q introduced during the demonstration of

Theorem 6.3 in (6.22) is none other than the transformation known in mechanics as
the Piola transformation of a vector field defined on a manifold of Rn, cf. for
example MARSDEN & HUGHES (1983, pp 116-118).

a

Next we present a few results concerning the approximation of the normal

traces on the set a:rh = U dT of sufficiently regular vector functions q, for
T € Th
example q € (Hl(ﬂ))n. Given a triangulation Th of 1 and a positive integer k, we
denote by E(al;,) the space defined by
h

(6.30) X o w = e n 120T) ; 3¢qeEF se.vrer,

oT T’ TeT, - h h

h h '1‘€Th

YotV = Kl

where E(E) is the space defined by (6.18). The space E(g;. may also be
h

characterized as the space of functions p = (pT)TET satisfying the following two
properties h

i) o € Dk(aT), for each T € Th
(6.31) and

ii) u,, + s, =20 on each T',T'=T; n T, withT,, T, €T, ,

T1 T2 h

where by Dk(aT) we mean the space

(6.32) D,(8T) = (p € L2(T) ; 3 g9 € D (1) , gy = ki,
or equivalently the space of functions polynomial of degree at most (k-1) on each
face T' of T with no continuity constraint at the intersection of two faces. Thus

we have

(n+k-2)!

.33 di aT) = 1 i
(6.33) im D (9T) = (n+l) (n-1) ! (k-1)!
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Let E(k) be the operator which associates to each element p = (p.) e I LZ(aT)
aT T’ TeT.
h h Tr:‘Th
the element‘(E(k)vp ) where E(k) is the orthogonal projection from L2(48T) onto
aT 'T TGTh . aT

Dk(aT), T € Th' Associating to each vector function q € H(div;Th) N H(div;0) the
element '
we clearly have

(k) = (® . (k)
(6.35) For, P~ (Pn D ¥pdrer, € For, -

Hence we deduce :

THEOREM 6.4 For each positive integer k and each triangulation Th of G, the

mapping q—> Egi) #(q)' with #(q) given by (6.34), is a surjection of H(div;Q)n
h - 2
H(div;T. ) onto Esk). It is a bijection of E(k) onto E(k) only in case k=1.
h oTh h aTh

0

Here we shall give only one result concerning error bounds for interpolation

in E;;).' However, beforehand, in a manner analogous to (5.19), we define several
h
norms that we shall find useful. Given a triangulation Th of {I, we put
i il = lall® . + v [l div q ]2 )" for all qeH(diviT),Ter
IMyaiv;T) Ilo dllo,1 3 A X
] : -3
6.36) ( Wl wlll s yp = inf Fa g qiy, ) for all wel "(3T), TeT,,

(QEH(d1viT); govp=p)
2 5 . ~ xS
\ |” H |”_;.2’arh = {TgTh”l ”T I“_;i’a'r} for a]-_l #_(pT)eTgT: (8T) .

The following result will be needed for our analysis of primal hybrid methods :

THEOREM 6.5 Suppose (Th : h € §) is a regular family of triangulations of QI.
For each positive integrer k, there exists a constant C, independent of h, such

that if q € (Hf(ﬂ))n, 1 < £ < k, and p = u(q) is determined by (6.34), then
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K
(6.37) lllqE(;ﬂlll ;,aThSChIqlzn-

To obtain this result we employ the bound (6.19) of order £ and the bound (6.20)
of order (£-1). ni

The second family of examples, is defined for integers k, k = 2. One chooses

for interpolation space on the simplex T the space

* ' n
(6.38) D, (T) = (P, _;(T))

where we have kept the indexing convention of Remark 6.2 instead’ of that of

*
BREZZI, DOUGLAS, & MARINI (1985). For q € H(div;T) the interpolant ET(k)

*
to be the unique element of Dk(T) such that

q is defined

*
m(E:(k)q) = m(q) for all m € MT(k),
where the set of moments M;(k) used to define the interpolant is the union
* (k) , grad 1
MT (U M(k-l) (T')) UM k-2 (T) v Mk_l(T),

T'<T

with M}Z(T') defined by (6.9),

n& 3 (1) = ((g

S J‘T gegrad w dx) € Z((¢°(T)™,R) ; v € P,)

and

My (D = (@ — [ qw ax e 2@ R) ; we )"

wey, = 0 on 4T, and div w = 0}.

*
£y =00
equivalently (6.18 bis). It can be shown that (6.15) st111 holds with E( )replaced

by E;(k) anda 1D (k-2)

Define the operator (6.2) and the space E by analogy with (6.18) or

replaced by Iy , and thus so do (6.3) and (6.4) if E(:) is

also replaced by Eh(k) . In fact the analogues of Theorem 6.1 and Theorem 6.2

*(k)

* *
obtained by replacing E(k) (k), Dk(T), and Ehk) by E (k) E (k), D:Z(T) and Eh

By h
respectively remain wvalid. One can also demonstrate the following analogue of

Theorem 6.3 : 1if {Th ; h € HY is a regular family of triangulations of {I, then
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* 2 .

(6.39) N - h(k)ﬂllo,a < chlq Iy 0 for all g € (H ()" with
1=<2=<k,

and

%

(6.40) IIdiv(g-Eh(k)g)llo,ﬂ < Chzldiv q |£,n for all q € (?1(0))“ with
div q € H'(Q) for
0=< £ =<k-1.

*(k)
Remark 6.4 . The space Eh
*
(6.41) £ - (g enatvia) n Ay T 5 g = B V@)

is clearly a proper subspace of El(lk) .Hence fewer degrees of freedom are needed to

*
determine the interpolants in Eh(k) than in Elgk) . The interpolation errors in

these two approximation spaces are of the same order when measured in the

*(k)

; however, interpolation in Eh is less precise by one order

L%-norm ” I 0.0

than that in E}(‘k) when measured in the H(div;Q) norm unless Idiv q Ik-l q- 0, i.e.

unless div q € P Moreover one may verify that

3 k-2°

* .
D.(T) = (g € D(T) ; div g € P ,(T)).
0

Remark 6.5 . In fact one of the most important distinctions between the

) (k)

*
approximations in Et(‘k .and in E h lies not in the interpolations themselves but
(k)
h

in the fact that for the dual mixed method for the elliptic problem the E

interpolation for the vector variable is used in conjuntion with a locally Pk-l

. . . . . . *(k) .
interpolation for the scalar variable whereas when interpolation in Eh( ) is used

for the vector variable the natural domain for approximating the scalar variable

ig the

the space of locally P functions. Thus, for example, when a piecewise

VVVVVV k.p fun )
constant approximation is sufficient for the scalar variable but more precision

than that provided by the (1) interpolant is desired for the wvector variable, one
y P

*

h(2) while retaining the
2

approximation of the scalar function instead of using the full Pl’ Eé )

has the option of approximating the vector function in E
locally Po
approximation. The gain in accuracy thus obtained, however, is, a priori, omnly in

the (L2(a))" norm.
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7 - EXAMPLES OF FINITE ELEMENT TYPE APPROXIMATION FOR NON TRIANGULAR GEOMETRIC FORMS

Using the families of examples of finite element type approximation developed
in Sections 5 and 6, we can construct approximations of order k, for each positive
integer k, of functions in HY(Q) and of functions in H(div;Q) din the academic
setting 0 a polyhedral domain triangulated by n-simplexes. To simplify vocabulary
we fix n=2. Thus for the preceeding theory Q was supposed to be an open, polygonal
domain triangulated by triangles. Here we shall indicate a few generalizations
related to the geometry of the triangulation : rectangular finite elements, curved

finite elements such as curvilinear triangles, convex quadrilaterals...

We begin with the case of rectangular finite elements. We shall describe
families of examples of approximation of functions in H'(92) and of functions in

H(div;Q) when Q@ is an open set of R? "triangulated” in the form {I =TL:JF T by
T
h

rectangles T having sides parallel to the axes. These families will be the
rectangular analogues of the triangular families defined in the two preceding

sections.

We first consider the approximation of H! functions. For any two nonnegative
integers k and £, denote by Pk 2 the space of polynomials in two variables, of
degree at most k in the first variable and of degree at most £ in the second
variable, and by Pk"e('r) the space of restrictions to the rectangle T of the
polynomials in Pk 2 To a rectangle T and a positive integer k is associated the
set X,gk) of points of the grid on T obtaine(d )by subdividing each edge of T into k

equal parts. The Lagrangian interpolant .t v.on T of order k of a function
v e C (T) is the unique function in Pk k('I‘) Whlch coincides with v at each point

of z'g ). For Ty, a triangulation of {I by rectangles, we define the interpolation

opera'tor I( )from H!(Q) n H2 (T ) onto Lék) , where Lék) is defined by
(7.1) (k)a{veH’(Q)'VTET vi € P, . (T)}
‘ L ’ h’ lp k,k '
(k) (k)

by requiring that r v agree on T with .t,r (vlT) for each Te Th The error estimate
for Lagrangian interpolatlon given by Theorem 5.2 remain valid when the family of
triangulations is a regular family of triangulations by rectangles ; i.e. if {T, ;
h e€H} is a family of triangulations Th of {1 by rectangles T of diameter h < h
which is regular in the sense that the ratio of the width to the length of each
rectangle T, T € Th' h € H, is bounded below by a positive constant independent of

h, then there exists a constant C such that
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+ h-1 ||v - Z(k)

(7.2) |v - z(k) S| P

sch”|v

v|1 o |m+1,0

for all v e W™ (Q) with l<mek

The demonstration for this case may be found in RAVIART & THOMAS (1983, pp.
79-103), for example.

For the approximation of vector functions on a rectangle T we define the space

Dk(Tj to be the product space Pk,k-l(T) X Pk-l,k(T)' The equilibrium interpolant

ék% of order k, k=1, on T of the vector function q € H(div;T) is the unique

function in Dk(T) such that

(k) . _ . i T
(7.3) JT’(E q) Vp W do Y v do for all w € Pk_l(T ) with T'<T,
and

(k) L] - L]
(7.4) f (E q) r dx fT qer dx for all r e Pk-2,k-1(T) X Pk-l,k-Z(T)'

For T, a triangulation of @I by rectangles we define the interpolation operator

h
Eék) from H(div:Q) n H(div;Th) onto Eék), where Eék) is defined by

(7.5) Eék)

= {g € H(div;Q) ; VT € T qI € Dk(T)},

(k) (k)

by requiring that E q agree on T with E (ql ) for each T € T, . Using Green's

h
formula one can show that on each rectangle T

(7.6) aiv(E{q) = n{* D atv g) for all q € H(div;T),
where Hékhl) is the orthogonal L? projection of L%(T) onto Pk-l k-l(T)’ The error
estimate given by Theorem 6 remains valid in the rectangular case : if (T ; - heH)

is a regular family of triangulations of {l by rectangles then there is a constant

C such that

(7.7) Ng - E¥g_ _<ch

with 1<i<k,

and
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(7.8) Maivig-£P9) |1, o < vt | aiv al, o for all g e (H!(@))?with
div q € H (Q),0=<e=<k.

For the demonstration in the case n=2 treated here, see THOMAS (1977, Chapter
III) ; for the generalization to the case n=3, see NEDELEC (1980).

The analogue for rectangular elements of the second family described in
Section 6 is obtained by choosing for k=2 for interpolation space on the rectangle

T the space
* 2 k k
(7.9) Dk(T) = (Pk-l(T>) + (rgt Xy Xg) + (rgt X1 Xp)

* B
and for interpolation operator E&(k) on H(div;T) the mapping associating to q €

*
H(div;T) the unique function in Dk(T) such that

* (k) '
(7.10) fT,(ET Devp v do = [ qv v a0 for all w € P (")
with T'<T,
and
*(k) .. _ . 2
(7.11) [z gy ex ax J; ar ax for all r € (2, ()

Then to a triangulation Th of §I by rectangles we associate the interpolation space
E:(k) and interpolation operator Eh( ) from H(div;Q) n H(div;T ) onto Eh(k)

defined by analogy with the preceding example. The analogue of (7.6) holds in this
case as do the error bounds (6.39) and (6.40). For the details of the construction
and the demonstration of the error bounds see BREZZI, DOUGLAS, & MARINI (1985,
paragraph 5). The extension to the 3 dimensional case is given in BREZZI, DOUGLAS,

DURAN, & FORTIN (1987, paragraph 3).

Remark 7.1 . In the rectangular case the difference in size of the spaces Dk(T)

and D (T) is more striking than in the triangular case. For T a rectangle,

dim D, (T) = 2k? + 2k
dim D;(T) = k% + k + 2,

and indeed, if NE is the number of elements in Th'
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4 NE if k=2,
dim E(:) - dim E:(k) - (k% + k-2) NE =

10 NE if k=3,

However, at the level of construction of the spaces Eék)and E:(k) ,» we note that
the degrees of freedom which assure that the continuity condition (6.17) holds,
i.e. those which assure the connections between the finite elements and thus
contribute to the size of the algebraic system to be solved, are exactly the same

for the two methods.
The situation is not the same in 3 dimensions. If D (T) and D (T) denote the
local approximation spaces on a rectangular solid T as deflned in NEDELEC (1980)

and in BREZZI, DOUGLAS, DURAN & FORTIN (1987) respectively, we have

dim Dk(T) = 3k2(k+1) ,
dim D*(T) = 3 k(k2+3k+8).

Given a triangulation T. of {I by rectangular solids, the degrees of freedom needed

h
to guarantee the required continuity in the corresponding finite dimensional
*
subspaces of H(div;Q), E(;:) and E l-(xk)’ are the moments of the normal component with

respect to

' : 2 (k)
Pk-l,k-l(T ) (i.e. k* moments) for elements of E h

Pr.1(T) (i.e. % k(k+l) moments) for elements of E:(k),

Here the gain in calculation time with interpolation by E (k), the operator

associated with Eh(k) , instead of E(k) , the operator assoc1ated with Eék) is
clear . If NF is the number of 2-dimensiona1 faces T' of elements T of T, with T'

h
C 0, then the difference in calculation time .can be estimated in terms of the

number

6NF, if k=2,
(3k2~3k)NF =

18NF, if  k=3.
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Nevertheless, concérning the precision of the interpolation in 3 dimensions as
well as in 2 dimensions, we note as in the simplicial case (cf. Remark 6.5) that

*
while the order of approximation is the same for Eék) and Eh(k) in (Lz(ﬂ))n, the

accuracy in H(div;Q) of E;(k) is of one order less than that of E(E). ]
Remark 7.2 . Another family of examples of H(div) approximation on rectangles in

2 dimensions and in 3 dimensions may be found in BREZZI, DOUGLAS, FORTIN, & MARINI
(1987). For rectangular elements in 3 dimensions as well as for prisms, other

families are given in NEDELEC (1986). O

We cannot develop here a theory of approximation as general as that
constructed above for finite elements of such an elementary form as a triangle or
a rectangle for the case of finite elements of other geometric forms. However, we
shall describe an example where the triangulation T. of { consists of convex

h
quadrilaterals. Thus for T € Th there exists a bijection F e (P1 1)2 such that T =
F(T), with T the reference square having vertices (0,0), (1,0), (1,1) and 0,1).
For each point & € T, the linear tangent mapping DF(R) and its Jacobien J(R) =

det (DF(®)) are affine functions of the coordinates (%,,%2).

For a scalar function v € H?(T) we may define a function Iél)v in the space
(7.17) (we H(T) ; we Fe Pl’l(f)}

by interpolating the values of v at the four vertices of the quadrilateral T.

Similarly for a vector function q € H(div;T) we may interpolate, on each of
the four edges, the average value of the normal trace to define a function Eél)q

in the space

(7.18) (x € H@iviD) 5 [J[oF N« P e 2, (D) x 2, (D).

Even though the spaces defined in (7.17) and (7.18) are spaces of polynomial
functions only if T is a parallelogram, we note that in any case the trace of 1(13
on each edge T' of T is an affine function and the normal trace of Eél)g on T' is
constant. Furthermore, IJ |div(E£1)g) is constant on T and we have

1

I& div q dx.

(7.19) |9 | atv P =

S

mes T

Proceeding as in each of the preceding examples, by patching together the maps

(L (L
zT , TeT h

he ve define an operator on HI(Q) n HQ(TP) having as image
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CHAPTER III

ABSTRACT THEORY OF APPROXIMATION OF SOLUTIONS OF PROBLEMS

WITH LAGRANGIAN MULTIPLIERS

8 - GENERAL REMARKS

In this chapter we develop an abstract theory for the approximation of
solutions of problems with Lagrangian multipliers. The main purpose for the
construction of such a theory is to unify the analysis of the mixed and hybrid
methods presented in Chapter I, and hence to provide al framework for
generalizations and extensions of the analysis to that of similar prqblems.

Even though these methods were conceived of in the context of approximation
of problems of minimization of a quadratic functional with affine constraints, the
properties of constrained optimization are not at all fundamental to the analysis of
the problems studied here. On the contrary, more than one familiar with
conforming approximations of minimization problems seems to have been misguided
by this approach. In the exposition of the abstract theory given in this chapter, we
will make no restrictions which allow the class of problems studied here to be
interpreted as being minimization problems on an affine manifold. The expression
“with Lagrangian multiplier" will be used in the same formal sense as is the
expression "variational problem".

Let us now give the general framework for this study. Let W and M be
Hilbert spaces with inner products ((-,-))w and (("'»M respectively. The norms
associated with these inner products are denoted ||-||W and H-HM. Further, let
a(s,e) and b(-,») be bilinear forms defined on WxW and on WxM respectively. Given
the linear forms f(-) defined on W and g(+) defined on M, we consider the following

problem : find a pair (4,)) satisfying

(,)) € WxM ,
(8.1) a(¢,¥) + b(¥,2) = f(¥) for all pyew,
b(¢,u) = g(p) for all ue M.
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We introduce the product space X=WxM which is a Hilbert space with horm

b3
Wvilg = (enz, + usng) for all v = (pu) €X.
Clearly one may also formulate (8,1) in the following manner : find u = (6,3)
satisfying
u € X,
(3.2) k(w,v) = £(v) for all v €X,

where k(-,’) is a bilinear form on XxX given by

(8.3) k(u,v) = a(¢,¥) + b)) + b(¢,n) for all u = (4,)) € X and
for all v = ($,u) € X,

and where &) is a linear form defined on X by

(8.4) qv) = f(¥) + g | for all v = (¢,p) € X.

All questions of continuity aside, it is evident that the analysis of the
variational problem (8.2) can not be carried out with the aid of the Lax-Milgram
theorem since the bilinear form k(-,s) is not X-elliptic : for each v=(0,u) € X, we

have k(v,v) = 0. One may show, nevertheless, the following result :

THEOREM 8.1. Suppose that the bilinear form K(s,») is continuous on XxX and that it satisfies

i) inf sup k(u,v)>0,
(UEX 5 [l ully=1) (vEX ;IIV lly=1)

and

i) sup k(u,v) >0 for all v € X with v£0.
(ueX ; [lully=1)

Then for each continuous linear form € +) on X, there exists a unique solution of problem (8.2).
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This theorem is a special case of the theorem due to BABUSKA [1971] given

in the following section. : o
Remark 8.1. Hypothesis ii) is superfluous when the bilinear form k(s,*) is
symmetric because, in this case, i) implies ii). 0

9 - ANALYSIS AND APPROXIMATION OF THE SOLUTION OF A VARIATIONAL

PROBLEM (THEORY OF BABUSKA)

We consider the two Hilbert spaces X and Y equipped with the norms 1B ||
and ||. ”Y’ and let k(.,) be a bilinear form on XxY. We have

THEOREM 9.1. Suppose that k(+,*) is a continuous, bilinear form on XxY which satisfies

i) inf sup- k(u,v) > 0 ,
{ueX ; Ilullx=l} {vey; HVHY=1}

and

ii) sup k(u,v) > 0 for all v € Y with v#0.
(ueX 5 flully=1)

Then for each continuous linear form 4+)on Y, the problem: find u satisfying

u X,
(9.1)
k(u,v) = 4v) forall v €Y,

has a unique solution.

Proof . Define the continuous linear operator K from X to Y by

((Ku,v))Y = k(u,v) for all w € X and for all v eV,



3.04
Hypothesis i) implies that the operator K is injective and that its image is closed
in Y; hypothesis ii) expresses the fact that the image of K is dense in Y.

Remark 9.1.  Conditions i) and ii) together give a necessary and sufficient condition
for problem (9.1) to have a unique solution given a continuous, linear form {+). In

the case X=Y, the ellipticity condition,

inf k(v,v) > 0,
{vex ; IIVHX=1}

obviously implies conditions i) and ii); thus it is a sufficient condition for problem
(9.1) to have a unique solution. In this sense Theorem 9.1 generalizes the

Lax-Milgram theorem. o

In the next section we shall come back to and treat in detail the "particular
case" where X=WxM and k() is of the form (9.3), i.e..the case that motivates
our study. First, however, we give a general result concerning the approximation of
the solution of problem (9.1). Given finite dimensional subspaces Xh and Yh of X
and Y respectively, we seek the "approximate solution" u € Xh, an approximation

of the solution u of problem (9.1), defined by

u, € X

(9.2) h = 7w
k(uh, vh) = ﬂ(vh) for all vy € Yh.
Applying Theorem 9.1 in the finite dimensional case, we obtain :
THEOREM 9.2. Suppose that k(-,*) is a bilinear form on thYh which satisfies
i) inf sup k(uh,vh) >0,
(UhEXh ;Huhllx=l} (VhEYh ;IIVhIIY=1}
and
ii) sup k(uh,vh) > 0 for all Vi€ Y with vh¢0.

Then for each linear form {(+) on Yh’ problem (9.2) has a unigue solution.
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Remark 9.2. The space Xh being finite dimensional, condition i) is equivalent to
sup ' k(uh,vh.) >0 for all u € Xh with uh#O.
. {VhEYh » H Vhll Y=l}

Futhermore, when the hypotheses of Theorem 9.2. are realized, one has necessarily
that

(9.3) dim Yh = dim Xh.

Conversely, when we know, a priori, that (9.3) is satisfied (for example when

Xh=Yh), it suffices to check that either one or the other of conditions i) and ii)
of Theorem 9.2 holds. ]

Remark 9.3. It is important to note that it is not sufficient that hypotheses i) and
ii) of Theorem 9.1 be satisfied in order that the corresponding conditions of

Theofem 9.2 be also. Herein lies the charm of the analysis ! O

Remark 9.4. Even when X=Y and the bilinear form k(e,s) is X-elliptic, it can be
useful to consider examples for which (9.2) holds with XhaeYh. Such is, for
instance, the case in a Petrov-Galerkin type approach to a diffusion-convection

problem, cf, for example MIZUKAMI & HUGHES [1985]. ]

We conclude this section with an estimation of the error committed in

approximating the solution u of problem (9.1) by the solution up of problem (9.2) :

THEOREM 9.3 Suppose that K(s,*) is a continuous, bilinear form on XxY and let K be a

number such that

(9.4) sup k(u,v) < K || u ||X forallu € X.
(VEY 5 11 VIl y=1)
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Suppose that the choice of subspaces Xh and Yh is such that

(9.5) dim Y, = dim X

h h

and that there exists a number k>0 such that

(9.6) sup k(“h’vh) >« |l uh”X for all L € Xh’
(thYh s “Vh“ Y=l }

Then for each linear form ¢+) on Y, if u satisfies (9.1) and u is the solution to (9.2), we have the

error bound '

K, .
(9.7) H u-u les (l+-;:) inf 1i u—whllx.
w, €X
h~™h
This result is due to BABUSKA [1971] ;cf. also BABUSKA & AZIZ [1972,
Theorem 6.2.1, p. 186]) ; a simple demonstration in the case Xh=Yh can be found
in RABIER & THOMAS [1985, Exercise 3.13], for example. For a given problem
of the form (9.1), the constants K and « which appear in (9.4) and (9.6),
respectively, obviously depend on the choice of norm on X and on Y and on the
and Y,

h h
of the norms as a function of the choice of the finite dimensional subspaces. We

choice of the subspaces X - nothing prevents one from making the choice

will see some such examples later on. O

For the moment we shall settle for a simple criterion for convergence when
the index h, indicating the choice of finite dimensional subspace Xh as well as a
real parameter, tends toward 0. The set of parameters will be denoted H.

THEOREM 9.4. Suppose that the norms ||-||X and H-IIY on the spaces X and Y, respectively,

are chosen independently of the parameter h € H and that condition (9.4) is satisfied. Suppose
that for each h € H , we have been able to choose the finite dimensional subpaces Xh and Yh to be
of the same dimension and such that condition (9.6) is realized with a constant k >0 independent
of h. Suppose further that there exist a subspace X of X dense in X and a mapping t,_ of X into
Xh such that )

}:foll w-rh(w) ||X =0 for all w EX

Then, the variational approximation method converges in the sense that we have
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lim ||u-uhllx= 0,
h—0

"where u is the solution of (9.1) and u the solution of (9.2).
The demonstration of this theorem is identical to that showing the
convergence of the approximate solutions of an elliptic variational problem, cf. for

example RAVIART & THOMAS [1983, Theorem 3.1-3]. _ ]

10 -_ANALYSIS AND APPROXIMATION OF THE SOLUTION OF A VARIATIONAL

PROBLEM (THEORY OF BREZZI)

Equipped with the general results of the preceding section, we proceed with
the analysis of a problem of the form (8.1) which we shall call a problem with

Lagrangian multipliers : find a pair (¢,)) satisfing

($,)) € WxM,
(10.1) a(d,9) + b = £ ' for all pEW,
b(4.4) = g(u) for all peM.

In particular if a pair (¢,A) satisfies (10.1) with g(-)=0, then the first argument

¢ is a solution of the variational problem : find ¢ such that

$eV,

a(¢,¥) = f(y¥) for all p eV,

(10.2)

where V is the subspace of W defined by

(10.3) V=(yeW ; VueM, byp = 0).

The following theorem is due to BREZZI [1974a, 1974b]

THEOREM 10.1. Suppose that the bilinear form a(s,") is continuous on WxW and V-elliptic, i.e.

i) inf a(y,¥) > 0.
(VEV | lIvlly=1)
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Suppose that the bilinear form b(s;) is continuous on WxM and that it satisfies

ii) inf sup b(y,u) >0.
(heM ; llully=1} (veW ; lldly=1)

Then for each pair of continuous linear forms f(+) on W and g(-) on M, problem (10.1) has q

unique solution.

Proof . The original demonstration of this theorem is given in BREZZI [1974b]; a
complete demonstration may also be found in GIRAULT & RAVIART [1979,
Theorem 4.1] for example. We shall indicate here a variant of the demonstration
of this fundamental result. Let V- denote the subspace of W orthogonal to V;
denote by ¢° and be' the orthogonal projections of y € W in V and V‘L, respectively.
With this notation, problem (10.1) may be written: find ¢‘L, ¢°, and ) such that

¢le VJ‘, eV, AeM,

(10.4) (¢t ¥ + @y + b = f(¥)  for all yreVh
a(¢t ¥ + a(e®.4°) = f(y°) for all $°€V,
b($.m) = g(u) for all peM.

Note that we have the equality

sup b(y,u) = sup b(y,u) for all peM,
(PEVT 5 Illy=1) (BEW livly=1)

and that we have the characterization of V as a subset of W :

Yyev if and only if sup b(y,u) = 0.
(heM [ liplly = 1}

Using hypothesis i) of Theorem 10.1 one may then establish with the aid of
*
Theorem 9.1 that the linear operator B from M into vt defined by
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is an isomorphism of M onto VL Thus the linear operator B from VL into M
defined by

*
(B )y = (4, B m)y for all y€W, peM
is an isomorphism of V‘L onto M.

Finally, using hypothesis i) of Theorem 10.1 one may show with the aid of
the Lax Milgram theorem that the linear operator A from V into V defined by

(44, ¥y, = a(3.¥) for all ¢ €V, YEW,

is an automorphism. Thus the linear system (10.4), to which is associated a matrix

of operators of the form

*

X X B

X A 0

B 0 0
has a unique solution. m]
Remark 10.1. Condition ii) of Theorem 10.1 is often called the inf-sup condition ;

some authors refer to it as the Brezzi condition, others as the Brezzi-Babuska

condition. The current trend seems to be to use the expression LBB condition,
where LBB stands for LADYZHENSKAYA [1949] - BABUSKA [1971]1 - BREZZI
[1974].

Remark 10.2. A necessary and sufficient condition for problem (10.1) to have a
unique solution (¢,)) € WxM given the linear forms f(+) on W and g(+) on M is that
the inf-sup condition be satisfied and that the operator 4 € £ (V,V) associated with
the bilinear form a(-,s) be an isomorphism. This result, through presented
differently, can be found in GIRAULT & RAVIART [1985, Theorem 4.1]. m}
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With the goal of approximating the solution of (10.1), we take now finite
dimensional subspaces of W and of M,

(10.5) C W,_. C W, M, C M,

" and define the discrete problem : find (¢h,Ah) satisfying

(Bp2y) € WMy,

(10.6) a(¢hs¢’h) + b('»bhs)h) = f('/,h) for all ¢h € wh’

b(é, .4y) = glu) for all p, € M,.
As in the continuous case, we introduce the subspace Vh of Wh given by
One should be careful to note that in- general Vh is not a subspace of the space
V defined in (10.3). Transposing to the finite dimensional case the results of

Theorem 10.1, we obtain

THEOREM 10.2. Suppose that

i) the bilinear form a(e,) is Vh-elliptic
and
ii) the bilinear form b(+,) satisfies
inf sup | b, ) > 0.

Then for each pair of linear forms f(+) on Wh and g(+) on Mh’ problem (10.6) has a unique

solution. 0

Remark 10.3. Condition ii) of Theorem 10.2 is called the discrete inf-sup condition

or again the discrete LBB condition. It says that the choice of the subspace Wh

of W and that of the subspace Mh of M cannot be made independently one
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from the other, that there is a compatibility relation between the two subspaces.

If we introduce the bases ("bg))}l dimW and ("g))i—l dimM of the subspaces
geery h =1 geeay h

Wh and Mh respectively, the discrete inf-sup condition may be interpreted as

expressing the fact that the matrix [B,] whose i,j entry is [Bh]ij - b(dz(i) ”(i))
’ h* "h
has rank equal to the dimension of Mh :

rg [Bh] = dim Mh'
In this form, the condition has been called the rank condition (cf. BABUSKA,
ODEN & LEE, [1978] . Clearly a necessary condition for this condition to hold is
that '

< dim W ‘ ]

) dim M h

h
Remark 10.4. Obviously .if the bilinear form a(.,) is V-elliptic and Vh C V (as will
be the case for dual mixed methods), then a(e,s).is Vh-elliptic, or better yet if
a(,») is W-elliptic, so one no longer needs to have Vh C V (as will be the case
for dual hybrid and primal mixed methods), then a(s,s) is Vh-elliptic. In other cases
it is necessary to verify direct_ly the Vh—ellipticity of a(s,»), something which can
be rather technical (this will be the situation for primal hybrid methods). u]

To verify the discrete inf-sup condition one can use the following result (cf.
FORTIN, [1977]) , the proof of which is immediate :

- THEQOREM 10.3. Suppose there is a Hilbert space WCW, an operator Rh Sfrom Mh into W

satisfying

b(Rh#h’”h)

MR ATy, z C sup b(¥,u,) for all p, € M,

(YEW; 1191 y,=1)

(10.8)

for some C > O, and a continuous linear operator Ly from W into Wh such that the following

diagram commutes -



3.12

I B
(10.9) W et W e M .
1rh _ Ph
B
h
——p
Wh th

where I is the inclusion of W into W, B and Eh are the mappings from W to M and from Wh to Mh’

respectively, induced by b(-.-)(l) and Ph is the orthogonal projection of M onto Mh' Then the

inf-sup condition of Theorem 10.1 implies the discrete inf-sup condition of Theorem 10.2,

We give an estimate of the error made in approximating the solution of
problem (10.1) by that of problem (10.6). This estimate was obtained by BREZZI
[1974a, 1974b].

THEOREM 10.4. Suppose that a(s,») and b(s,*) are continuous bilinear forms on WxW and on
WxM respectively. Let A and B be numbers such that 4

(10.10) a(g.¥) <A {14l 9y Jorall $ €W and Y€ W,
(10.11) b(¥,u) <B Helly HHly, for all y € W and p € M.

Suppose further that the subspaces Wh and Mh have been chosen such that there exist positive

numbers a and B for which we have

12
(10.12) a(vh,vh) > a th“ W for all v, € Vh’

(10.13) inf sup b(',/)h,uh) > B.
(MhEMh ; II#hHM=1) {'/’hewh-; Il¢hl|w=1}

Then there exists a constant C, depending only on A, B, a, and B, such that for each pair of
A n

Iinonr forme £\ n W tiofiac 11
dnear jorms f=) i {i

have

(1) The symbols B and Bh have been reserved for the restrictions of B to Vtand of

'B'h to V'}';, respectively.



3.13

(10.14) l16-dullyy = NA-X i\ s C {:;few 6=, i1y + inf -l }-
h="h Fh=Mn

Proof . Let V‘l'; be the subspace of Wh orthogonal to V. We introduce, as in

the proof of Theorem 10.1, the operator € fé’(Vl and its adjoint

Bhe.?i(M V'L) The discrete inf-sup condition (10 13) 51gmf1es that the operators Bh

‘and Bh are invertible or more precisely that we have

= *- 1
1B, HQ(M vh = 1B, lng(vt M) S5

Similary the condition of Vh-ellipticity (10.12) implies that the operator Ahe

LV Vh) associated with the bilinear form a(s,») is invertible and that we have

h ’

< 1

4, ”.se(v AR

It is now easy to check that the bilinear form defined with the aid of (9.3) on
XxX, where X=WxM (and Y=X), satisfies (9.4) with a constant K depending only on
A and B and for the choice Xh = thMh (and Yh=Xh) satisfies (9.6) with a
constant x>0 which depends only on A, a and B. An application of Theorem 9.3

then leads us to the estimation (10.14). n]
Remark 10.5 . This error estimate is optimal in the product space X=WxM. This

does not mean that the estimation of a single term, ||¢-¢hllw for example, is
necessarily optimal. Say for instance that g(:) = 0 and Vh is a subspace of V.

Then we obviously have

l¢-¢ 1l =<C inf lé-¥, Il
h'w bev, h'w

This sort of refinement of the theory has been developed by FALK & OSBORN

[1980]. We will point out such refinements in the examples treated hereafter.

Remark 10.6. We can deduce from Theorem 10.4 a convergence theorem similar to
Theorem 9.4 for a family of pairs of subspaces (wh’Mh) indexed by h € H. On the
other hand we point out that the approximation result of Theorem 10.4 is still of
interest if the chosen norms or even the spaces W and M themselves change with
the parameter h as will indeed be the case for hybrid methods. The error bound
(10.14) holds with constant C independent of h as long as the constants A, B, «
and 8 may be taken independently of h. )
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Remark 10.7 . Theorem 10.3 gives sufficient conditions for concluding that the
inf-sup condition for b(.,s) on WxM is inherited by b(s,») on thMh. However, given
a family of pairs of subspaces (wh’Mh) indexed by h € H, to obtain convergence
results (cf. Remark 10.6) we need to know that the discrete inf-sup condition holds
uniformly in the sense that there exists B independent of h such that for each h
€ H

inf sup b(t,bh,uh) > 8 > 0.

This will be the case if the norms of Rh and T of Theorem 10.3 are independent

of h. ]

Remark 10.8. With the methods used here to analyze numerically a problem with
Lagrangian multipliers of the form (10.1) whose solution is approximated by the
solution of a finite dimensional problem of the form (10.6), it is easy to find

sufficient conditions for analyzing a problem of the following form : find ¢ and X

satisfying
W |, AeEM |

(10.16) a(@,¥) + b(¥,2) = f(¥) for all yeWw ,
b(g,) + d(Xp) = g(p) for all peM.

This generalization introduces a supplementary bilinear form d(-,) on MxM which we

sﬁppose is continuous, and we let D be a constant such that
(10.17) d(A,p) <D IRNIPVRITTIIV: for all AeM and ueM.

Given finite dimensional subspaces WhCW and MhCM’ the corresponding discrete

problem associated with (10.16) is written as follows : find ¢h and ’\h satisfying

¢h€Wh, AhGMh s
(10.18) a(¢>h,¢h) + b('q/)h,/\h) = f(z,bh) for all t/)hEWh ,

If in addition to the hypotheses of Theorem 10.4 we suppose that

a(¢h9¢h)20 for all t,bhEWh N

d(uh,#h)so for all uhEMh ,

. T
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and that one of the two forms a(-,) and d(s,s) is symmetric, then problem (10.18)
has a unique solution (¢h”\h)' Moreover, if (¢,)) denotes the solution of (10.16), an
error bound analogous to that given by (10.14) may be obtained with a constant C
depending only on A, B, D, a and B. Another generalization of Theorem 10.4 is
obtained by assuming in addition to the hypotheses of Theorem 10.4 that there is

a positive number § , 0 < §< 1, such that

2
- Q
d(p.8p) < (1-6) g P g ey Ny for all A € M; and p €M, .
a’+A? A

The conclusion is the same as in the above generalization except that here the

constant C depends also on §.

- The demonstration of the first generalization relies on the fact that if H is a
Hilbert space with inner product o , ))H and U € 2(H,H) is positive in the sense
that ((Ux,x))H > 0, for all xeH, then [I+U is invertible in $Y(H,H) and

H(I+U)™ I. To show that the second generalization is valid one uses that

1A

al
Y(H,H)
if H is a Hilbert space and U €¥(H,H) has norm in £(H,H) less than 1-6 for some

6 in (0,1}, then I+U is invertible in Y(H,H) and ”(”U-I)HQ(H H)'<‘ -10—-
O

Remark 10.9. An extension of the above results of BREZZI [1974b] to the case
of the following generalized saddle point problem :

(6,0) € WxM ,

a(g,¥) + b,(¥,2) = f(¥) for all ye W ,

g(u) for all peM |,

b2(¢9u)

for which the bilinear forms b,(s,) and by(e,’) on WxM are distinct, can be deduced

from the more extensive generalization given in NICOLAIDES [1982].
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11 - EFFECTS OF NUMERICAL INTEGRATION

Under the hypotheses of Theorem 10.2, problem (10.6), the problem with
Lagrangian multiplier, is reduced, once the bases of Wh- and of Mh have been
chosen, to the resolution of an invertible linear system of order N, with
N =dim Wh + dim Mh' Several algorithms adapted to the resolution of such linear
systems will be presented in Section 17. For the moment we remark only that
even the formation of the linear system can turn out to be practically impossible
or simply too expensive in calculation time. Thus we are led to replace problem

(10.6) by the following problem : find (¢;,,\;) satisfying

* %
($p-Ap) € W, xM,,

(11.1) ah(¢;,¢h) + bh(wh,A;) £, () for all Y, €W,

* .
bh(¢h’”h) = gh(ﬂh) for all [lh EMh,

where ah(-,o) and bh(-,-) are bilinear forms on thwh and thMh, respectively, and
fh(-) and gh(-) are linear forms on Wh and Mh’ respectively. When gh(-) = 0, if
(¢\;,A;) is the solution of (11.1), then the first argument ¢; is a solution of the

variational problem : find a solution ¢>;'1 such that

* *
¢h € Vh ’
(11.2) *

*
ah(¢ha¢h) = fh(')bh) for all ‘l,bh Evh,
where the subspace V: is defined by

* . -
(11.3) v, = {¢h €W, ; Y, €M, b(h.u) = o}. o
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Remark 11.1 For all of the examples that we shall consider, the physical
parameters of the modelled problem actually play a role only in the expression of
the bilinear form a(.,+). The form b(-,») is independent of these parameters; the
same is true, a fortiori, for the subspace V defined by (10.3).

Futhermore, the spaces W, and Mh are constructed in such a way that the

h
exact calculation of the term b(t,bh,uh) poses no practical difficulty since it always
reduces to the calculation of an integral on an affine manifold of a polynomial
function. In the following we shall point out (cf. Remark 11.2) where it can be of

some interest to replace the bilinear form b(.,s) by another bh(-,-). o

Defining Xh to be the product space thMh and putting

k(v = . B) + b)) + b )
(11.4) and

for v, = (¢h,Ah) and vp = (¢h,uh), we can write, as in Section 9, problem (11.1) in
the form : find u; satisfying

*
uy € Xh‘

*
kh(uh,vh) = eh(vh). for all u, € Xh‘

Then in a slightly more general setting, this leads us to study the
approximation of the solution u of problem (9.2) by the solution u; of the
’

following problem : find u; satisfying

*
uy € Xh‘

(11.5) * _
kh(uh, vh) = th(vh) for all Vh eYh,
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where kh(-,-) is a bilinear form on X, xY, and Lh(-) is a linear form on Y, , with

h™ " h
Xh c X and Y, Cc Y. The analysis is based on the following result :

h’
h

THEOREM 11.1. Suppose that k(s,*) is a bilinear form, continuous on XxY and let K be a
number such that (9.4) is satisfied. We suppose that the choice of subspaces Xh and Yh is such that

dim Yh = dim Xh,

and that there exists a number nh>0 such that

(11.6) sup kh(uh,vh) > 'ch”uh“X' for all u € Xh.
(thYha “vh“Y=l } ®
Then there exists a constant C, depending only on K and Kps such that if v is a solution of (9.2)

*
and uy is the solution of (11.5), we have

a(wh,vh)-ah(wh,vh)

(11.7) ||u-u;||x sC{inf (llu-whuX + sup ) +
w, €X, v €Y, lvplly
Z(vh)—Lh(vh)
+ sup e } .
n€Yp  Vylly

This is, of course, in the case ah(-,-) = a(s,») and th(-) = {»+), the result (9.7)
given in Theorem 9.3. It generalizes the results of STRANG [1972] developed for
the elliptic variational problem. The demonstration may be obtained by simply
adapting the demonstration of Strang's result given by CIARLET [1977, pp.186-
187] for example.

We return now to the discrete problem (11.1), Theorem 10.4 may be

eneralized to the following result :

THEOREM 11.2. Suppose that a(s,) and b(e,) are continuous bilinear forms on WxW and on
WxM respectively, and let A and B be numbers such that (10.10) and (10.11) are satisfied. Le!
Ah be a number such that

(11.8) ah(¢h,1/)h) < Ah ||¢hllw IIibhHw for all ¢h€ Wh and for all ¢he Wh'
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Syppose Jurther that there exists numbers ah>0 and ﬂh>0 such that

3 *
(11.9) ah(vh,vh) 2o ”Vh“W for all v, € Vh’
. and
(11.10) inf sup b(wh’”h) b ﬁh'

Then there exists a constant C dependent only on A, B, Ah, ay and 'Bh such that if (¢,))
satisfies (10.1) and (¢;, A;) is the solution of (11.1) then we have

ALID gy gy + 1D Iy, s

a('ﬁhvnh) = ah('ﬁhsr’h)

nhewh i rlhllW

C {inf (1g-# 11, + sup
{5, Oy

+ inf (l])-uhHM + sup
fny) - £,(n,) gvy) - g, (v) }
+ sup ——————————  + sup .
&V, oy VpEM vl M,

We may obtain this result by applying Theorem 11.1. With the given
hypotheses and the definition of the bilinear form kh(-,-) given in (11.4), condition
(9.4) is satisfied with K depending only on A and B and condition (11.6) is
satisfied with ;ch>0 depending only on Ah’ o and ﬂh. The detailed demonstration of
this type 9f result was given by THOMAS [1977, Chapter I, Paragraph 3]. ]

Remark 11.2. The replacement of the bilinear form b(-,s) by the bilinear form
bh(o,-) entails the replacement of the subspace Vh defined by (10.7) by the subspace
Vh
without (10.12)’s being satisfied, even .in the case where ah(o,-) = afe,») on thMh.

defined by (11.3). The ellipticity hypothesis (11.9) can certainly be satisfied

Also, the discrete inf-sup condition (11.10) may hold without (10.13)’s holding. On
the contrary, the converses are valid; (10.12) implies (11.9) and (10.13) implies
(11.10). However, we stress that a careless choice of numerical integration
technique can turn a well posed discrete problem of the form (10.6) into an ill
posed discrete problem of the form (11.1). One should be aware that by replacing
b(s,s) by bh(-,-) one is actually changing the numerical method, and this must be

done with some care. O



CHAPTER IV

MIXED FINITE ELEMENT METHODS

12 - EXAMPLES OF PRIMAL MIXED METHODS FOR A DIRICHLET PROBLEM

A primal mixed wvariational formulation of the model problem, find a
solution (p,u) of the system (4.4) - (4.5) with the homogeneous Dirichlet
boundary condition u=0 on I', is obtained by characterizing the pair (p,u) as

the solution of

(pow) € (LF@)™ x Hi()

(12.1) a(p,q) + b(g,u) = 0 for all g € (L2(a)",
b(p,v) = £v ax for all v € H3(Q),
a
where
Il
2.2y a =1 o e e,
i,j=1
and
(12.3) b(g,v) = - IO g-grad v dx.

We are here in the context of Chapter III with

(12.4) W= (L?@)”, lally=1lally g
and

(12.5) M = H§(Q), v lly = Ivly o



4.02

With the given hypotheses concerning the coefficients aij’ the bilinear fornp
a(e,¢) is continuous on W X W and W-elliptic with constant of ellipticity a =
@y cf. (4.8). The bilinear form b(e+,+) is continuous on W X M and we clearly

have

(12.6) | v |1 g=1 => sup b(q,v) = 1.
' g ewllq |l g-1v  ~

Thus Theorem 10.1 guarantees that, for each f € L2(Q), problem (12.1) has a

unique solution.

In order to construct a primal mixed approximation to this solution, we
introduce a finite dimensional subspace Wﬁ of (L2(0))n and a finite
dimensional subspace Mh of HY(Q). From Theorems 10.2 and 10.4 we deduce :

THEOREM 12.1 . Suppose that the subspaces Wh and Mh are compatible in the

sense that the discrete inf-sup condition is satisfied :

(12.7) B, = int sup bl vy) > 0.
ey s lvly g =1 (@& s g g =1

Then the problem of finding a pair (Eh’uh) satisfying

(ppowy) €W, XM

(12.8) a(Eh,gh) + b(gh,uh) = 0 for all 9 e Wh ,
blp,.vy) = - fn fv, dx for all v, €M,

has a unique solution. Furthermore, for each family of pairs of subspaces

(Wh,Mh) satisfying (12.7) uniformly in the sense that B = inf ﬁh > 0, there

exists a constant C, independent of h, such that



(12.9) || ??h”0,0 +]u - u | 1,0 < C { inf ”E-gh Il 0.0 + inf Iu-vh i 1,0}.
- £ “h
0

Given a triangulation Th by n-simplexes T of a domain 2, supposed to be
polyhedral, and a positive integer k, we take finite dimensional subspaces

W, = Wl(lk) and M.h = M}(lk) given as follows :

h
== 2 n . : n
(12.10) Wh {q € (L“(@)) " ; VTe T l € (Pk_l(T)) ),
and
= 1 .
(12.11) Mh— (veHo(ﬂ) ; VTeTh, vlTe Pk(T)).
(With the notation (5.10) introduced in Chapter II we have M'h =H3(Q) n Lt(‘k)).

Such a choice of subspaces is proposed in REDDY & ODEN (1975) :; cf. also
BABUSKA, ODEN, & LEE (1977, Section 4).

THEOREM 12.2. For each positive integer k ,the subspaces Wh and Mh defined

by (12.10) and (12.11) satisfy the discrete inf-sup condition (12.7).

Moreover, if ( T h € H) is a regular family of triangulations, there is a

h 1
constant C, independent of h, such that if the solution (p u) of (12.1)
belongs to (Hk(ﬂ))n k (Q) we have the error estimate
(12.12)  lppllg g+ luuly g=crdely g+ luly,y o

In virtue of Theorem 12.1, the demonstration of Theorem 12.2 consists
essentially of establishing the existence of a constant B>0 such that for

each function vy € Mh vy = 0, there exists a function 9, € such

h' Sh = 0
that

b 2 8 Mgy Ml ol | o

With the choice of subspaces given in (12.10) and (12.11), we clearly have

that for each vy € M‘h’ grad vy belongs to Wh. The compatibility condition is



thus satisfied with B8 = 1. The proof is now terminated with an application of

classical results giving error bounds for interpolation in (LZ(Q))n and in

H3(Q). (As L(t)u belongs to M, , we may use Theorem 5.2). o
Remark 12.1 . When the coefficients a]..j are sufficiently regular, for
example when aij € Ck, the regularity hypothesis u € Hk+1(0) implies the
regularity p € (Hk(ﬂ) )n. ]
Remark 12.2 . Even with no regularity hypothesis for the solution (p,u) one

can show that the primal mixed method applied in the context of Theorem 12.2

is convergent :

lim p, = p in (L2(a))", lim u_ = u in H}(Q) ;

h-0 ~h - h-0 uh 0
cf. Remark 10.6, ' D
Remark 12.3 . With W= W) as given in (12.10) and with M_= M) as

given in (12.11) but with k' not necessarily equal to k, the compatibility
hypothesis is satisfied once k’ =< k. Error estimates optimal in W X M are

obtained when k’ = k. m]

Remark 12.4 . Let T be the reference n-simplex and for each T € T, , let FT

T The spaces Wh and M.h
given by (12.10) and (12.11) may also be defined as follows :

. denote an affine bijection of T onto T with Jacobien J

. -1 -
(12.10 bis) W = (g € (L2(@))" ; VT € T,, J, DF, (g0 Fp) © (B (M,

h® °T
12.11 bis ={(veH@) ;: VTeT,, v F. € P (D).
It is with these definitions that the theocry is extended to the case of

curved finite elements where T is the image of T under a bijection not

required to be affine. However, we must note that for Vi € Mh’ grad v, need

h
no longer belong to Wh. To show the compatibility relation in this case we
introduce for vy, € M'b.' the function 9y, € Wh defined on each T € Th by

and apply the relations (6.23). a



These primal mixed methods may be easily adapted to the case in which Th
1s a triangulation by rectangles having sides parallel to the axes for n=2,
by rectangular solids having faces parallel to the coordinate planes for n=3.

For a regular family of such triangulations one may show :

THEOREM 12.3 . (Stated here only for the case n=2, T a rectangle). For each

. . S & .
positive integer k, with Wh Wh and Mh Mh defined as follows :
2 2,
(12.13) Wh {g e (L)) ; VTe Th’ ('IIT € Pk-l,k(T) X Pk’k_l(’r)}
and
- 1 .
(12.14) M.h-— {veHo(ﬂ) ;v TeTh, VITePk,k(T)}’

the inf-sup condition, condition (12.7),is uniformly satisfied. Morever if
the solution (p,u) of (12.1) belongs to (H(@)™ x H*1(a) and (pw) is the
solution of (12.8) for Wh and Mh as in (12.13) and (12.14),there exists a

constant C, independent of h,such that

k
(12.15) Il p-pyll o [ u-u] 1.5 Ch dp |k’ﬂ +]u| 1.0



13 - EXAMPLES OF DUAL MIXED METHODS FOR A DIRICHLET PROBLEM

A dual mixed variational formulation of the model problem, find 3
solution (p,u) of system (4.4) - (4.5) with the homogeneous Dirichlet
- boundary condition u=0 on T', is given by characterizing the pair (p,u) as the

solution of

(p,u) € H(div;a) x L?(Q) ,

a(p,q) + b(q,u) = 0 for all q € H(div;qQ) ,
(13.1) - - -

b(p,v) - - Jfv ax for all v € L2(Q) ,
where

n
3.2 e =30 oAy e g ax
i,j=1

and
(13.3) b(g,v) - Iﬂ v div q dx.

We are again in the context of Chapter III with now

(13.4) W=H@ivia), gl =l e Iy gi0.0y
and
(13.5) M= L%(a), Hvlly = livllg o

other than
(13.6) V = {g € H({div;Q) ; div q = 0).

With the given hypotheses concerning the coefficients aij’ the bilinear form
a(s,*) is continuous on W X W and V-elliptic with constant of ellipticity
a=a,, cf. (4.8). The bilinear form b(+,*) is continuous on W X M and the

inf-sup condition is satisfied :



(13.7) inf sup b(g,v) > 0,
et 5 vl o =1 9o 5l el yegiginy = D

To establish (13.7) we shall use the auxillary problem. For each v € L2(Q)
‘denote by ¢V the unique solution in H;(Q), of - A¢v = v on (1. Then q, =

gr§d¢v belongs to H(div;) and b(gv,v) = ” v " Since ” q,

2
0,Q IIH(diV;ﬂ)
< '¢vll,0 + "vllo,ﬂ <C ”3v||0’n, inequality (13.7) follows. Thus we can

apply Theorem 10.1 to obtain the existence and uniqueness of the solution

(E,u) of (13.1).

In order to construct a dual mixed approximation of the solution (B,u) of
(13.1), we introduce a finite dimensional subspace Wh of H(div;Q) and a
finite dimensional subspace Mh of L2(Q). From Theorems 10.2 and 10.4 we

deduce :

THEOREM 13.1 . Suppose that the subspaces Wh and Mh are compatible in the

sense that the discrete inf-sup condition is satisfied :

(13.8) ﬂh = inf

sup b(q, ,v.) > O.
. - ) = <h’''h
{Vhth ) ” Yh ” 0,0 1 {ghewh ’ " Sh” H(div;Q) L

Then the problem of finding a pair (p, ,u, ) satisfying
g Ph Y ¥y

(13.9) a(Eh,gh) + b(gh,uh) =0 for all %, € Wh ,

b(p,,vy) = -£ fv, dx for all v, € LI

has a unique solution. Furthermore, for each family of pairs of subspaces

(Wh,Mh) such that for each Sh € Wh we have

(13.10) (fn vy div 9 dx = O, for all Vi (S Mh) => div 9, = 0

and such that (13.8) is satisfied uniformly in the sense that g = inf ﬁh > 0,

there exists a constant C, independent of h, such that



13.10)  lle-py ygaivay *Mo-op g0 5 € 0 inf le-gy Hyeas;a
ghewh
+ inf IIUﬁVJIo n).

vhth
Hypothesis (13.10) expresses the fact that the space Vh'
(13.12) Vh = (gh € Wh ) i € Mh, b(gh:vh) = 0),-

is a subspace of the space V defined by (13.6). This hypothesis assures the

uniform ellipticity of a(es,¢) on Vh, where the norm on Vh is the H(div;Q)

norm. ] =]

Given a triangulation Th by n-simplexes T of a domain £}, supposed to be

polyhedral, and a positive integer k, we take finite dimensional subspaces W

h
= Wék) and Mh = Mﬁk)given as follows :

(13.13) Wh = {g € H(div;Q) ; VTe Th’ ng € Dk(T)},
and

= 2 .
(13.14) Mh {(vel) ; VT e Th’ V'T € Pk_l(T)},

where Dk(T) denotes the space of restrictions to T of the functions in the

space D, introduced in (6.5). (With the notation (6.17) introduced in Chapter

k
II we have Wh = Eﬁk)). These examples were proposed and analyzed in RAVIART &
THOMAS (1977) in the 2 dimensional case and in NEDELEC (1979) in the
3-dimensional case. In the literature the space Wh X Mh or Wék)x (k) is

refered to as the Raviart-Thomas space of index k (or sometimes k-1 ; cf.
Remark (6.2)) or, in the 3-dimensional case, as the Raviart - Thomas -

Nedelec space.

THEOREM 13.2. For each positive integer k, the subspaces Wh and Mh defined
by (13.13) and (13.14) satisfy the discret inf-sup condition (13.8).
Moreover, if {Th;heH) is a regular family of triangulations, there is a
constant C independent of h such that if the solution (E,u) of (13.1) is such
that (p,u) € (Hk(ﬂ))n X Hk(ﬂ) and div p € Hk(ﬂ) and if (Eh’uh) is the
solution of (13.9) associated with (13.13) and (13.14), then we have the

error estimate



. k ' .
(13.15) || P Py, ] H(div;ﬂ)+ ”u-uh ”O,ﬂ < Ch (Ju Ik,ﬂ + IE lk,ﬂ + | leEI k,ﬂ)’

Proof . With Wh and Mh as given in (13.13) and (13.14) we clearly have that
div %, € Mh for each %, € Wh and thus that Vh C V. To establish the discrete
inf-sup condition we apply Theorem 10.3. Take for subspace of W = H(div;Q)
the space W = (1-11(0))n and for continuous linear operator ™ from W into .Wh’
the operator T = t(lk) » 8iven by (6.2) together with (6.14). Then (6.15)
guarantees that (10.9) is satisfied. Let R be any continuous linear map from

L?(0) into (H'(@))" satisfying
(13.16) div(Rv) = v,

and let R, from M, into W = (H* (@)™ be defined by

thh = th for all Vh € Mh

We note that with sufficient regularity the function gv € H(div;Q) used to
establish the inf-sup condition (13.7) belongs to (Hl(ﬁ))n and Rv could be
taken to be q,- To avoid having to invoke regularity results for Dirichlet
problems in polyhedral domains which would necessitate certain restrictions
on the geometry of @I, it suffices to extend the functions v e L2 (@) by zero
to functions v € L2(0) where O is a ball containing Q, to solve the Dirichlet
problem A¢_ = v in 0, ¢ = 0, and to define Rv to be the restriction to Q
of grad ¢ V V‘ao
~ v '
To verify (10.8) we note there is a constant CO depending only on the

ball O containing G, such that

I Rpw 11y g =G llvy Il o

bRy vy, vy) I, 11§ o 1
Thus —22 - —— > < vy 1l o

IR Il N




Since sup b($,v, ) =< || div ¢ ”Oﬂ Il v, ”Oﬂ s ”Vh ”OQ .

we have that (10.8) holds with constant C = 1/CO, and (13.8) now followsg

from Theorem 10.3.

Next suppose that (Th;heH) is a regular family of triangulations. We have
just seen that Rh may be defined with norm independent of h, and Theorem 6.3
guarantees that for the operator T = Etgk) there is a constant C independent

of h such that

Imy g W geasiay = € laly g +llaivally o).

Thus the discrete inf-sup condition is satisfied uniformly and we have the

error bound (13.11). Then to estimate the error of approximation

. (k)

inf ”E-gh ” H(div:Q)’ we take %, Eh (E) and use (6.19) and (6.20). |

q, €W.

h~"h

Remark 13.1 . When the coefficients aij are sufficiently regular, for

example when aij € Ck, the regularity hypothesis p & (Hk(ﬂ))n and div p
€ H(k) (8) is enough to give the error bound (13.15). If we suppose only that
P € (Hk(ﬂ))n we may easily adapt the last part of the demonstration of

Theorem 13.2 to obtain

k-1
|

e - o lpagysny + My llg g = o plly,q

or with a more careful study we obtain

| k
(13.17) le-p, Il Heaiviey = o0 lledly g

If in addition we suppose the regularity of the Dirichlet problem in Q, a

hypothesis which is satisfied once the open polyhedral domain Q is convex, we
have
(13.18)  flu-ull, o= b [luf * with k= max(k,2).

0,0 k ,Q

These results are demonstrated in FALK & OSBORN (1980, Section 3). O



Remark 13.2 . Even with no regularity hypothesis for the solution (p,u) one
may show that the dual mixed method applied in the context of Theorem 13.2 is

convergent :
lim p =p in H(div;Q) , lim uw =u in L2(@). o
h»0 °~ - h-0
; ' (k) . . . (k')
Remark 13.3 . With Wh = Wh as given in (13.13) and with Mh =M h as

given in (13.4) but with k' not necessarily equal to k, the compatibility
hypothesis 1is satisfied once k'< k. Error estimates, optimal in W X M, are

obtained when k'=k. If 1 < k’< k the subspace V. is no longer a subspace of

h
V | however, the method remains convergent. O
Remark 13.4 : 1let T be the reference n-simplek and for each T € T,, let FT
denote an affine bijection of T onto T with Jacobian JT' The spaces Wh and Mh

given by (13.13) and (13.14) may also be defined as follows
-4 . . -1 -
(13.13 bis) W, = (g € H(div;Q) ; V Te T IJT lnr& (gIT o Fp) € (D)},

< 2 . =
(13.14 bis) Mh {vel@) ; VTe Th’ VIT 0 FT € Pk_l(T)).
It is with these definitions that the theory is extended to the case of
curved finite elements where T is the image of T under a C1 bijection not
required to be affine. To show the compatibility relation in this case, we

construct for vy, € Mh, the function 9, € W, such that

h

div 9, = ﬁhvh,

w [3,.nl
where . € L (Q) is defined on each T e T by 6, (x) = sup —————— | for each

h h h
yeT lJT(xﬂ

x € T. 0O
Remark 13.5 . 1In the context of Theorem 13.2 it is obvious that for q € Wh

we have div 9, € Mh' Moreover, the proof of Theorem 13.2 shows that for each

vh e Mh there exists a function gh = Wthvh € Wh such that div gh = Vh' Thus

in this case we have the characterization

(13.19) M = (v, €L%(@) ; 3 q €W with div 9 = V)

h “h



Such is not the case for the generalizations described in Remarks 13.3 and

13.4. w}

For the dual mixed method analyzed above, given a triangulation Th of
" by n-simplexes, the vector functions in W = H(div;Q) are approximated in the
space Wh defined by (13.13) which is the space E(II:) defined by (6.17) in
Chapter 2. An alternative method is obtained by instead approximating the
vector functions by functions in the space E:(k)(k)also defined in Chapter 2.

. (k) -
For each integer k,k>2, take W, = Wh and M.h Mh

h as follows

1 . - *
(13.20) W, = (g eH@ivi) ; VTeT, 9o € DM,

(13.21) M o= (vel?() ; VTerT,, vlTePk_z(T)),

where D:(T) = (Pk-l(T))n ; cf. (7.1). These approximation spaces were
introduced and the corresponding methods analyzed in BREZZI, DOUGLAS & MARINI
(1985) in dimension n=2 and in BREZZI, DOUGLAS, DURAN & FORTIN (1987) in
dimension n=3. In the literature the space Wh X M.h or W}(lk) X (k) is referred
to as the Brezzi-Douglas-Marini space of index k (or sometimes k-1, cf.
Remark 6.2), or in the 3 dimensional case the Brezzi-Douglas-Duran-Fortin

space.

As for the Raviart-Thomas (-Nedelec) spaces it is clear that if Py € Wh,
then div Py € M.h, and one may show that the discrete inf-sup condition (13.8)
is satisfied. In fact we again have the characterization (13.19). For a

regular Dirichlet problem in Q we have the error estimates
k
lo-pllg g =cnllplly .
k-1
s g g = el g

‘ k-1 1 ..
laivep-pp) I g g = 0"l aivp | k-1,0°

i i i ~ 3 n wrmaed mem R DU . Y
1s a trxi ‘""g‘”n"""" b}' n- there is & wariant a.ud.ytcu to tne case

where T, is a triangulation by rectangles with sides. parallel to the axes

when n=2 or by rectangular solids with sides parallel to the coordinate



planes when n=3.The description of these methods and the corresponding
analyses may be found in the references cited above for the associated method
for a triangulation by simplexes. Here we shall simply state for the case n=2
the analogue of Theorem 13.2 when Th is a triangulation of by rectangles

‘'with sides parallel to the axes.

THEOREM 13.3 : For each positive integer k, the subspaces Wh = W(k)and M.h =
) defined by
(13.24) Wy - (g €H@IvO) [ VTET, g ¢ DE(T)},

and

2 .
(13.25) Mh {(vel“@ ; VT e Th’ VIT € Pk-l,k-l(T)}’
with Dk = Pk,k-l X Pk-l,k’ satisfy the inf-sup condition (13.8). Moreover, if
{Th;heH) is a regular family of triangulations, there is a constant C,
independent of h, such that if the solutlon (p u) of (13.1) is such that
(E,u) € (Hk(ﬂ)) X H () and div p € H (Q) and if (ph uh) is the solution of

(13.9) associated with (13.24) (13.25), we have the error estimate

e, U gcasvsay * 1oun g g s o dul, g+l el g +laivel, oo

Other dual mixed methods are presented and analysed in BREZZI, DOUGLAS,
FORTIN, & MARINI (1987) and in NEDELEC (1986) ; cf. Remark 7.2.



14 - EXAMPLES OF MIXED METHODS FOR A NEUMANN PROBLEM

We consider the model problem, given f € L?(n) with fﬂ f dx = 0, find u
(to within a constant) and p satisfying (4.4) and (4.5) with the homogeneous

‘boundary condition pev = O on T.

Avpfimal mixed variational formﬁiatibn of this problem is obtained by

characterizing the pair (B,u) as the solution of
(p,u) € (L2(a))" x B (Q)/R ,
(14.1) { a(p,a) +b(gu) =0 for all g € (L2(a))" ,

b(p,v) - -J ) £ ax for all v € HY()/R ,

where the bilinear forms a(-,*) and b(+,*) are given by (12.2) and (12.3).
Recalling the notation for the abstract problem of Section 10, here we put

(14.2) W= (Lz(n))nv "q ”W=”q ”O,Q’
and
(14.3) M = H'(Q)/R, Hvily=1vl, o

With Wh'and Mh denoting finite dimensional suBspaces of (L? (Q))n and H}(Q)/R,
respectively, we obtain the analogue of Theorem 12.1, with no modification of
the statement, and also the analogue of Theorem 12.2 if we specify the

subspaces W,_ and M.h as follows :

h
(14 4 U = fae (L2 - v T T . = (P (TN
N="TTe Ty “h L € (L (L) y ¥ I £ “h’ gIT V-1
and
1 .
(14.5) M o= (veH'@)/R;VTET, v &R,

for some k = 1. In the case of a triangulation by rectangles, with the
appropriate modification of the subspaces Wh and Mh, the analogue of Theorem

12.3 is obtained.



. Thus for primal mixed methods there is no difficulty in adapting the
theory for the Dirichlet problem to obtain that for the Neumann problem. The
construction of examples may even be easier for the Neumann problem as the
functions of Mh need no longer satisfy, a priori, the zero trace condition on

- T'. The situation for dual mixed methods is quite the opposite.

A dual mixed variational formulation of the homogeneous Neumann problem

is obtained by characterizing the pair (p,u) as the solution of
(p,u) € Ho(div;0) x L*(Q)/R ,
(14.6) a(p,q) + b(q,u) =0 for all q € Ho(div;0),

b(p,v) - J v oax for all v € L%(Q)/R ,

where the bilinear forms a(s,*) and b(-,+) are, given by (13.2) and (13.3).
For convenience, L?(Q)/R will be identified with the subspace of functions v
€ L?(Q) such that jﬂ v dx = 0. Here the spaces W and M and their norms are
defined by

(14.7) W = Ho(div;Q), Wally =191l yaiv:0y:
and
14.8) M= (ver2@ ; [ vax-o), vy =Nvilg o

The inf-sup condition analogous to (13.7) is also established with the aid of

the dual problem. For each v € M denote by ¢v the unique element of H!(Q)/R
a¢

satisfying A¢V = v in Q and v =0 on I'. The function q,
dv -
to W and satisfies div q, =V in Q.

= grad ¢v belongs

With Wh and Mh denoting finite dimensional subspaces of Ho(div;Q) and M
respectively, a demonstration similar to that given for Theorem 3.1 shows
that if the discret inf-sup condition is satified, there exists a unique

solution of the following problem : find (ph,uh) satisfying



(Ppwy) € Wy XM

(14.9) a(Eh,c_lh) + b(gh,uh) =0 , for all gh € Wh ;

b(Eh’Vh) = -£ fvh dx, for all vy, € M'h
To show that the discret inf-sup condition holds for a pair of subspaces wh
and Mh, however, is a more delicate matter here than for the Dirichlet
problem. It suffices, of course, to be able to associate to each vy € Mh a g
€ Wh with div N but this is made more complicated here by the
requirement that 9, € Wh C W have a vanishing normal trace on' TI. Nonetheless,
one may show that the discrete inf-sup condition is satisfied when, for a
triangulation Th by n-simplexes, the subspaces Wh and M.h are defined as

follows :

(14.10) Wh = {g € Ho(div;Q) ; VT e Th, ng € Dk('l‘)}

and

1 - 2 . =

(14.1D) M.h— {v e L°(Q) ; fﬂvdx Oand VTeT,, VITGPk_l(T)),

for some positive integer k. We give the demonstration for the case k=1 :

Let v, € Mh ; thus Vi i1s constant on each n-simplex T and has zero

average over f{1. Denote by & the space of functions #, € HY(T,) with
& Y % P h h

h)

continuous across the interior faces at the barycenters of the faces T’ common

fQ ¢h.dx = 0, with d’hl’l” for each T € T an affine function, and with ¢h

to two n-simplexes of Th. For each v, € Mh’ introduce the non-conforming

solution ¢h(vh) of the dual Neumann problem : find ¢>h satisfying

¢h€<1>h;

(14.12)
Y IT grad 4, - grad ¥, dx = IQ vy ¥, dx,  for all Yy € 0.

TGTh



Let 9 = gh(vh) be the function of (LZ(O))n whose restriction to T, for each

T & T,

to that of ?hIT' One can verify that 9 belongs to Wh and that div %G = Yy

coincides with the function of Dl(T) having normal trace on 3T equal

One may further establish that, for a uniformly regular family of
triangulations (Th;heH), there exists a constant C, independent of h, such

that

Y
(14.13) Il |l sc (Y Jv. 2.7,
h'to,n Ty hli,T

h
a result which amounts to a generalization of the Friedrichs-Poincaré
inequalities to the nonconforming case. One thus obtains the existence of a
(new) constant C, independent of h, such that for the preceding construction

we have

a1 ey Myagviay = v llg g
thereby showing that the discrete inf-sup condition is satisfied uniformly.

Hence we may deduce that there is a constant C, independent of h, such that
“E'Eh ”H(div;ﬂ) + “u'uh ” 0,0 <¢h {Iu l 1,0 + IE l 1,Q + l div p Il,ﬂ}'

To verify the discrete inf-sup condition we have avoided using the regularity
of the Neumann problem on polyhedral domains. Thus the above argument may be
extended to the case of a problem with a Dirichlet condition on part of the
boundary and a Neumann condition on the remaining part. For this type of
problem, an extension of the above result to the case k>1 may be found in
RAVIART & THOMAS (1977a).

. The uniform regularity hypothesis for the family of triangulations can be
removed using the regularity of the solution of the Neumann problem for the

Laplace equation in a polyhedral domain ; cf. THOMAS (1987b).
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15 - EXAMPLES OF MIXED FINITE ELEMENT 'METHODS FOR_A ROBIN'S BOUNDARY
CONDITION

In this section we discuss the adaptation of mixed formulations to the
following model problem : for a given function f € L?2(Q) and function q &
L2(r), find a solution (p,u) of system (4.4) - (4.5) with the Robin's

boundary condition
(15.1) pev + tu=g on T,

where t is a continuous, strictly positive function on I'.(Thus t is bounded

above and away from 0.)

A primal, mixed, variational formulation of this problem is obtained by

characterizing the pair (B,u) as the solution of
(piw) € (L2@)™ x B(a) ,
(15.2) a(p,q) + b(q,u) =0 for all q € (L2(a))"

b(p,v) + d(uv) = -J fvax -J o gv s forall veni@

where the bilinear forms a(e+,+) and b(es,+) are defined as for the Dirichlet
and Neumann problems by (12.2) and (12.3) and where the bilinear form d(-,*)
is defined on H*(Q) x HY(Q) by

(15.3) d(u,v) = -IF tuv do.

blem (15.2) is the first example we have encountered of the generalization

(10.16) developed in the abstract setting in Remark 10.7 with here

(15.4) W= (L2@an"



and

(15.5) M = HY(Q).

The numerical analysis of a primal mixed finite element method derived from

formulation (15.2) is not difficult when to a triangulation Th of Q by

n-simplexes T are associated the finite dimensional subspaces

(15.6) W= lge @@ ; VvrerT, 9, < (B 1 (TH
and
(15.7) M = (ve H@Q) ; VTe T, vlr € B, (T)),

where k is a positive integer . We remark nonetheless that in this situation
the inf-sup condition can never be satisfied as the functions constant on

each n-simplex belong to Mh' o

With the dual mixed variational formulation, the solution (p,u) of system
(4.4) - (4.5) with boundary condition (15.1) is characterized as the solution
of

(p,u) € H(div;Q) x L%(q) ,

1 : .
(15.8) a(p,q) + b(q,u) = IP < 8 qwv d for all q € H(div;Q) ,
b(p,v) - -J v ax for all v e L2(q) ,

where the bilinear form b(s,+) is defined as for the Dirichlet and Neumann

problems by (13.3) and where the bilinear form a(+,+) is now given by

n 1
(15.9) a(B,g) =i23=1 fﬂ Aij qui dx + J} T P°¥ q-v do.

We thus obtain a problem of form (10.1) with now



(15.10) W = H(div;Q)
and |

(15.11) M = L2(0).

There exists a continuous 1linear operator R from LZ(Q) into H(div;Q)
satisfying divRv) = v for each v € L?(Q). (One may use, for example, the
operator R from L?(Q) into (H! (Q))n constructed in the proof of Theorem 13.2).
Hence the inf-sup condition is satisfied, the norms for the spaces W and M

being given by || . || W= Il . and " -

I H(div;0) M Il "o,n :

For a triangulation Th of Q by n-simplexes T, take for finite dimensional

subspaces Wh and M.h

(15.12) Wh = {c.; € H(div;Q) ; VTe Th’ ng € Dk(’l‘))
and

2 .
(15.13) Mh {(vel“@ ; VTe Th’ V‘T € Pk_l('l‘)),

where k is a positive integer . One can show with no new difficulties beyond
those already treated for the problem with Dirichlet boundary condition that
the problem, find a pair (ph,uh) satisfying

(pry) €W, XM,
(15.14) { a( ) + b )= Lgqewds forall q ew
' Pn'dn %’ TIr T B WY Ih = "h
\ bp,vy) = -Jg v ax for all v, € K,
admits a unique solution (ph,u.h). 1f {Th;h € H} is a regular family of

triangulations, the discrete inf-sup condition is satisfied uniformly and if

further the solution (p,u) is sufficiently regular, then we have

' k
(15.15) Il E’Eh" H(diviay I} u-w ] 0.0 = o). o



16 - OTHER EXAMPLES OF MIXED FINITE ELEMENT METHODS

All of the examples presented above treat only elliptic problems governed

by second order partial differential equations of the form

a du
D Y-y A L U
1)§=1 axi ij axj

The generalization of these methods to problems governed by an equation of

the form
a du n du
Y - (a,, 2y 4 Yy b, — +cu=f
i)5=1 axi ij axj j=1 j axj

poses no difficulty for the primal mixed formulation. The case is quite
different for the dual mixed formulation. A mathematical analysis of this
problem can be found in DOUGLAS & ROBERTS (1982) and (1985). A generalization
of these methods to the quasilinear problem where the coefficients in the
governing equation depend on u is analyzed in MILNER (1985). Several methods
adapted to treat numerically the case where the the convection term is large
in comparison with the diffusion term have been studied in JAFFRE (1984),
JAFFRE & ROBERTS (1985), JOLY (1982), and THOMAS (1987a). Another

generalization of mixed methods to problems governed by an equation of the

form
a du
S R CYRNIC L G
i)§=1 axi ij 8xj

with coefficients aij which can degenerate has been studied by LE ROUX
(1982).

Estimations of the error made by a mixed method approximation have been
given in norms other than the L?-norm and the H(div)-norm. Estimates for u-uh
in the Lw-norm have been given in SCHOLZ (1977), (1983), DOUGLAS & ROBERTS
(1985), and GASTALDI & NOCHETTO (1987). Negative norm estimates in H-S(O),
for s a nonnegative integer, are given for u-, PP and diV(E-Eh) in
DOUGLAS & ROBERTS (1985). These estimates have been exploited in DOUGLAS &
MILNER (1985) to obtain super convergence results.
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Mixed methods have been "generalized" to Ath order problems such as those
governed by an equation of the form A%u = f, where we write "generalized"
with quotation marks to indicate that these methods were introduced, for the
most part, before those presented for the an order problem and without the
use of the general abstract theory for problems with Lagrangian multipliers.
We cite in particular the work of BRAMBLE & FALK (1983) ; BREZZI & RAVIART
(1978) ; CIARLET & RAVIART (1974), HELLAN (1967) ; HERRMANN (1967), (1983) ;
JOHNSON (1973) ; MERCIER (1974) ; MIYOSHI (1973) ; QUARTERONI (1980a),
SCAPOLLA (1980) ; and SCHOLZ (1978). A precise analysis of the best known of
these methods can be found in FALK & OSBORN (1980). An excellent exposition
is also given in CIARLET (1978 Chapter 7).

A generalization to problems governed by an equation of the form (-A)mu=f
for an integer m,m>2 is proposed in BRAMBLE & FALK (1985).

17 - SOLUTION OF THE LINEAR SYSTEM

We conclude this chapter with some remarks concerning the solution of the
algebraic system resulting from a mixed method or, in particular, from a dual
mixed method. We shall restrict our attention to the case of the model
problem (4.1), (4.2) as in Sections 12 through 14. We assume that the
continuous problem is written as a problem with Lagrangian multipliers in the
Aform (8.1), and that finite dimensional subspaces Wh and Mh of the spaces W
and M where the solution is sought have been introduced in such a way that 1)
and ii) of Theorem 10.2 are satisfied. We thus suppose that the finite

dimensional problem is of the form (10.6) : find (wh,Ah) satisfying

wh e v, Ah [ Mh ;
(1.7.].) a(¢h:¢h) + b(lﬁh,)\h) = (f,¢h)’ for all Iﬁh [ Wh ’
\b(¢h’ﬂh) = (g.4) for all u_ € Mo

and we further suppose that a(-,.) is symmetric. Once bases Wh

been chosen we may write the algebraic problem associated with (17.1) as

and Mh have

A B b, £
(17.2) _
h B

where A is a symmetric, dim Wh X dim Wh matrix such that (A¢h,¢h) - a(wh,wh)



for all <¢h'¢ﬁ) in Wh X Wh, and B is a dim th dim Wh matrix such that

(B?/’h,;uh) = b(¢h,ph) for all (t,bh,ph) in W >4, . The functions fh and g,_ are the
orthogonal projections of f onto Wh and g onto Mh, respectively.

Theorem 10.2 guarantees that the matrix L,

*
A B
(17.3) L =
B o J,
of order N x N, N = dim Wh dim M.h, is invertible ; however, it is not

positive definite. Hence direct solution of the system (17.2) is generally
not feasible. On the other hand A 1is here positive definite. So,

theoretically it is always possible to eliminate ¢h from the system,

17.4 At - BN
( . ) ¢h = ( h = h)!
to obtain
“1_*® -1
(17.5) BA "B Ah = -gh + BA fh'

. . s -1
However, there is no reason, a priori, why A should be sparse.

For the primal mixed method, the space W is (LZ(O))n. So, among the
degrees of freedom determining an element of Wh there is none needed to
enforce a continuity requirement. Thus A (and hence A‘l) is block diagonal,
and the structure of the linear system (17.5) is the same as that associated

with the conforming problem (2.21).

For the dual mixed method the situation is different. Thus while we can
not give here an exhaustive treatment of the solution of linear systems of
the form (17.2), we would like to mention briefly some techniques that have

‘been used when the system (17.2) results from a dual mixed method,

* Remark 17.1 The algebraic system associated with the primal or dual
hybrid methods discussed in the following chapter can, under restrictions
similar to those indicated above, take the form (17.2). However, as with the
ﬁrimal mixed method, the form of A is such that the linear system that must
be solved is that of a more standard problem, again as for a conforming
problem for the dual hydrid method, as for a nonconforming problem for the
primal hydrid method. Thus no section analogous to this one will be given in

Chapter V. a
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Conjugate Gratient Method. Even for the dual mixed method where A-l is full,

the system (17.5) can be solved using conjugate gradient iteration as A_l never
actually has to be computed. Whenever A-lgb is needed one can solve the
system Ay = ¢ using, for example, Gaussian elimination as A itself is sparse.
However, conjugate gradient iteration without preconditioning is known to
converge slowly, and in general there seems to be no obvious preconditioner,
though in BROWN (1982) and in EWING & WHEELER (1983) several
preconditioners are proposed and tested for the case of a triangulation by
rectangles. Moreover, conjugate gradient iteration is known to be especially

sensitive to round-off error.

It seems appropriate to mention that there has been much research
concerning the use of the conjugate gradient method and its variants to solve
matrix. equations involving matrices that are not necessarily symmetric or
positive definite. Thus one may consider applying such a method to solve
equation (17.2) even though L is not positive definite. In JOLY (1984) several
variants of the conjugate gradient method are described and their performance
in solving equations of the form (17.2) coming from the implementation of a
dual mixed method are compared. As pointed out in JOLY (1984), for such
systems the role of the preconditioner is no longer simply to speed up the

convergence but in fact to guarantee the convergence.

Penalty Method. This method consists of replacing (17.1) by a more

‘regular problem : find (¢h e o) satisfying

¢h‘ee Woo uh’ﬁe Mh ;
(17.6) a(¢h,e,¢)h) + b(“’h’\h,e) = (f,9,), for all y,& W, ;
\ b8y oy) - €Op o) = (8.8, for all ueM,.

The corresponding algebraic problem then becomes

A B ¢h ¢ fh

('17.7)

h,e gh
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= 1
(178) Ah’e - E_(B¢h,€ - gh)s
to obtain

1 * 1 *
(17.9) (A + Py B B) ¢h,e = fh + - B A

For our model problem the matrix (A + %B*B) is symmetric, positive definite,
and sparse, hence (17.9) can be solved by known techniques. In BERCOVIER
(1978, Theorem 3.1) such penalized problems are studied and it is shown that,

under the more general hypotheses that i) and ii) of Theorem 10.2 and

(17.10) inf { a( ¥ | + sup b(¥, m)) > 0
(b EW,; ”’/’h“wh=” (B M | Huhlth =1} 7

hold, there is a unique solution (qShe,)\he) of (17.6), and if (¢h,Ah) is the
solution of (17.1) then there is a positive constant C, independent of ¢, such
that

< Ce.

(17.11) 19t elly + oyl <

The choice of ¢ may thus be made independently of h; though, as pointed out
in BERCOVIER (1978), for each h there is an optimal e.

This method is surely the simplest to implement, but it has one crucial

flaw. The equation
Béy = &y

is not satisfied by the solution ¢he' Thus the method, at least for our model

problem, is mostly of historical interest.
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Augmented Lagrangian Method . Under the hypothesis that a(.,s) is symmetric
and Wh-elliptic, (¢h,Ah) is a solution of (17.1) if and only if (¢h,Ah) is a saddle
point of the Lagrangian I defined on thMh as follows :

(17.12)  T@a) = 5= a¥4) + bG,m) - 1) - 8,).

The classical iterative method of Uzawa to obtain the saddle point of I is

described by the algorithm :
Intialize :

Let A(o) be an arbitrarily chosen element of M

h h

Calculate ¢h N

Once ’\(n) is known, ¢§ln) is defined to be the element of W. minimizing

h h

I‘(t/)h,,\gln) ); ie. ¢§ln) is the solution of

(17.13) A¢g‘) = f, - B*Ag’).

Advance '\h K

a

Let A§n+l) be defined by

(17.14) A, B g ).

This method in general converges quite slowly. The idea of the augmented
Lagrangian method is to "penalize" the Lagrangian T' to obtain a Lagrangian I‘r

for which Uzawa’s method converges more rapidy. For r > 0, put

(17.15) rr(wh,ph) = r(wh,uh) +_; iIB wh -8 Hz-
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It is easy to see that (¢h,Ah) is a saddle point of I‘r if and only if it is a saddle point of
I'. Thus this method is not really a penalty method as I' does not have to tend toward oo to obtain
the actual solution, and the augmented Lagrangian method does not have the defect of the

earlier described penalty method. Applying Uzawa's method to I‘r one obtains the algorithm :
Initialize :

Let A(O) be an arbitrarily chosen element of M

h h’

Calculate ¢h N
minimizing

Once A(n) is known, ¢(n) is defined to be the element of W
h h h

r b A ; ie. 6 s the solution of

(17.16) A ¢§1“) = (A + 1B*B) ¢§1“) =, -BAM 4 1BYg
Advance )‘h N
Let /\g’nﬂ) be defined by
(n+1) _ ,(n) (n)
(17.17) Ah = >‘h +p, (B ¢h - gh).

The augmented Lagrangian method orginated with the work of HESTENES (1969) and
POWELL (1969) and is studied extensively in FORTIN & GLOWINSKI (1983) where the
following two results are shown (theorems 2.1 an_d 2.2) under the hypothesis that A is symmetric

and positive definite :

i) There is a positive constant « such that if o < Pn < 2r for each n, then the sequence
¢§1n)converges to the solution qéh.

i) If )\h is the unique element of Im B satisfying (17.1) with ¢h’ then the sequence ’\gl)

converges to ’\h + )°, where \° is the componant of A;O) in Ker B*.
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Remark 17.2 . The algorithm of Uzawa, and hence that of the augmented
Lagrangian, can be interpreted in the following manner: replace problem (17.1)

by the virtual time dependent problem

a(g, (1), ¥p) + b, (1) = (f.4y) for all ¥, € W,
(17.18) h h h*“h h h= "h

b8y (D) = Gy MOty = (@t for all we M,

and look for the solution (¢h,)\h) as the steady state solution of (17.18).

Introducing an explicit time discretization with nth time step Py = tn+l—tn, one
obtains
a6™.p ) + v A = (E9,) for all ¢ € W.,
h *"h h*“h h h~ "h
o A§n+l)_ Agn) .
b(¢y “ohy) - (——p—n—'— »oBp) = (8.y) for all p € M,

which gives the algebraic system

A¢§:‘) + B Ag‘) = f,

I
b}

pBAY - O D-aly =

for Uzawa’s method and

( (A + rB*B) ¢§1“) + B ,\g“) - + B'g

? Py B s D )

|
©
B
0Q
=

for the augmented Lagrangian method.
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Remark 17.3 . Uzawa's algorithm can be viewed as a gradient type

algorithm for the minimization of the functional J, on Mh :

h="h
= -BAB ) - BATE p) + — (A6 + (g .m)
2 h**h h'#h 2 h’'h h*#n>

in that eliminating ¢§l“) in (17.13) and (17.14),
(n) _ ,-1. p* (n)
™ = a7le BNAM),

we obtain the algorithm

Initialize :

Let Aglo) be an arbitrarily chosen el_ement of Mh'
Advance ’\h N

Once ,\gln) is known, put

A;“”) - ,\g‘) - pn(BA'IB*,\g‘) - BA'lfh + g).

Thus the augmented Lagrangian algorithm can be viewed as a gradient type

algorithm for the minimization of the dual functional J*r on Mh :

J*r (p'h) = - ,’/)mlenw Fr(wh,#h)
h™"h

l -l * -'1 * I -1 * *
== (BAr B uh,uh) - (BAr (fh+rB gh),ﬂh) + (Ar (fh+rB gh) , £ +rB gh).

h

However A;l, like A-l, is, a priori, full. Similarly, one may eliminate ,\f‘n) to

obtain an algortihm involving ¢(n), but again the matrix A;I appears. o
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Uzawa’s algorithm indicates no specific method for solving the equation
determining ¢§ln). As A and Ar are positive definite and sparse, either a direct
method such as Gaussian elimination or an iterative method may be used to
determine ¢§)n) in (17.13) or (17.16). The Arrow-Hurwitz algorithm is an
" algorithm that may be interpreted as being a variant of the Uzawa algorithm

(n)

in which the method for calculating ¢h is specified :

Initialize :
Let ,\go) and ¢§l0) be arbitrarily chosen elements of Mh and Wh,
respectively. '
Advance ¢h :
Once ,\gln) and ¢§1n) are known, ¢§1n+l) is defined by
(17.19) ¢§1’““) - ¢ . wn(Aqsg‘) " B‘,\g‘) - ).
Advance '\h N
Let A™1 be defined by
(n+1) _ (m) (n)
(17.20) A = A+ o (B8 8.).

Thus a variant of the augmented Lagrangian method is obtained by replacing A
by Ar in (17.19).

Remark 174 . . If w_ is taken to be equal to 5 then the algorithm of

Arrow-Hurwitz is also associated with the virtual time dependent problem
' d
agy (D8y) + (g7 $p(DP)+ bE A (1) = (E9,)  for all e W,,

[ b0 + (G 2 0m) = (2 for all we M,

of which the solution of (17.1) is the steady state solution.
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Alternating-Direction Method . These methods can be used both in 2 dimensions

and in 3 dimensions when the triangulation Th of the domain O is a
triangulation by rectangles. Here again one introduces a virtual time
dependent problem to obtain the solution of the original problem as its steady
" state. The idea is, heuristically speaking, to reduce the solution of the two-
(or thrée-) dimensional problem to the solution of one-dimensional problems by
advancing half (oi a third of) a time step in the xl—direction, then half (orva
third of) a time step in the xz-direction (and in the three-dimensional case, a

third of a time step in the x3-direction).

For. example, in the two-dimensional case, for the Raviart-Thomas
elements the subspace Wh of H(div;N)) in which the vectors are approximated is

locally P and we suppose that the basis {wj}j2=nll has been chosen

k+1 K<Fk k+1

m . ;
such that wh,l = span (wj}j=l is locally Pk+1,kx{0}’ and Wh,2

is locally{O)ka’kH. Thus the vector whe Wh may be written

uniquely as w, = wh,l + wh’2 where wh,l € wh,l and wh’ze wh,2’ and the

span{w }2m
P j j=m+l

h

matrices A and B are block diagonal :

‘A0 ' B, 0
A = ] B = .
0 A2 0 B2
As in Remark 17.4 a fictitious time dependent problem is introduced :

aB8) + b AD) = (F4) for all Y€ W,,
b)) - G ADmy) = (B for all we M.

The two step iterative procedure is obtained by introducing an implicit time

discretization as follows :
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aBr ) + 6 W) + b A < (g for all ye W, ,
@) @)
b + A ) - (BB ) = ) for all peMm,
i n
a(¢(n ) ¢(n+l)’¢h) + b('l’h’ (n+l)) (f,qj)h) for all 1/)hE wh,2’
A(n+l) _ A(n+§)
b(¢(n gy - (R p L py) = (gay)  for all ye My,
n

which gives the algebraic systems

(n ) *» .(n+) _ (n)
Adpy * By = fp1 7 Ao
(n ) (n+4) (n) (n)
and
(n+1) + (n+l) _ (n*)
Agbp T ¥ By N = - A
B ¢(n+l) . }\glml) =0 (gh'B ¢(n )) _ A(n+%)
From the first pair of the above equations ,\gnﬂ) can be eliminated to obtain
(n ) _ * (n) +,(n)
(Al +pBB)¢ fh,l —pnBlgh-(A +pBB2)¢ +Bl)\h,
. . . . {n+1) .
and from the second pair, eliminating )\h , one obtains
(Ay = pB3B) #) < £ 5 -5 Byey - (A + p,B3B) 47D+ BIADH),

Thus the algorithm may be given as follows :
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Initialize :

Let /\go) be an arbitrarily chosen element of Mh'

The initialization ¢(0) of ¢h,2 is obtained as the solution of
(17.21) ¢(°) = f,, - B} A0,

2 "h

Advance a half time step in the X, direction .

Once ,\gn) and ¢( ) are known,

(17.22) (A +s, B}B)) ¢(n ) - fu1 - PaBiey - (Ay+p,B]B) ¢(“) ‘
Let Afl’“*) be defined by
(n+t) _ m) (n ) (n)

(17.23) R AR U X )

Advance a half time step in the X, direction :

Once A(nd)and ¢(n ) are known,

(17.24) (A B,) ¢(“+1) -

2*PpB 2 fh2

Let ,\fl““)be defined by
(17.25) A L)L, (8, ¢(“ B X ORI
Correct :

Fmally to obtain ¢(n ), solve

(17.26) ¢(“”) f, | - B} ,\fln”).

- p B3, - (A +o BIB) ¢(“ ) +B®
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This proceedure without the correction step was introduced by BROWN (1982),
and as given here by DOUGLAS, DURAN & PIETRA (1987a), (1987b). It is an
adaptation of the original alternating-direction procedure of PEACEMAN &
RACHFORD (1955). Also in DOUGLAS, DURAN & PIETRA (1987a), (1987b) an
alternating-direction scheme for the three-dimensional case is introduced. This
" procedure is based on the scheme'of DOUGLAS (1962). As with the classical
alternating directions itrerative schemes, only limited convergence results have

been obtained ; cf. the above references.

For the Brezzi-Douglas-Marini elements there is no natural decomposition
of Wh as for the Raviart-Thomas elements. Thus the above algorithm is not
applicable. However, an alternating-direction procedure for these elements
involving the introduction of two virtual time variables is given for 2
dimensions in DOUGLAS & PIETRA (1986) and for 3 dimensions in DOUGLAS,
DURAN & PIETRA (i987a), (1987b) .

Mixed Hybrid Method . As pointed out earlier, the reason that the algebraic

system derived from the dual mixed method poses special problems is that due
to the degrees of freedom imposing the interelement continuity requirements on
the elements 'l,t')h of Wh, the matrix A'l is likely to be full. A technique often
used to overcome this problem is to replace the dual mixed formulation by a
mixed hybrid formulation,cf. FRAFEIJS DE VEUBEKE (1965). The idea is to
eliminate the interelement continuity requirements from the space Wh obtaining
a space Wh and to impose instead the desired continuity on the solution ¢hE
Wh via Lagrangian multipliers. Problem (17.1) is thus replaced by a problem of

the following form : find &Sh ;\h, and M satisfying

~ ~

&she Wioo Ape M, me N

a(&}}ﬂph) + b(wh,;h) + C(wh,ﬂh) = (f,'\[)h) fOI' all 1/)hE Wh,
(17.27)

b(&muh) = (8.4) for all BE M,

C(¢h,rh) = 0 for all ThEN,,
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where Nh C I L*T') is the space of Lagrangian multipliers, and the bilinear

T'<TeTh
form c(s,s) on,. thNh is such that the induced linear map C from Wh into Nh
has as kernel the elements of Wh which belong in fact to Wh. The linear

system thus obtained is

. - . .
A B C ¢h fh

(17.28) B 0 0 '\h = gy ,
C 0 0 m 0

where A is now block diagonal as well as symmetric and positive definite, and
&Sh and :\h are equal as functions to ¢h and Ah’ respectively. Eliminating &h

from the system,

N P | PPN *
(17.29) ¢h = A (fh-B Ah—C r)h),
we obtain

BA'l3* BAlc* A BA~lf
A h h™8h
(17.30) _ s

s-l-# ) PR - =1
CA B CA C ”h CA fh

and the space Nh and the form c(-,) have been constructed in such a way

that this system is symmetric and positive definite. But now we further note

that ﬁA_lB* is also block diagonal. Thus we have
. NS P NS B | -] %
(17.31) dp = BATBY) " (BA 'f -g -BA" C'n )
and
- Aol oA “aola D B *
(17.32) (calc* - cals* @a s 'BAalc ),

- (cal - ca'lp* (éA'lﬁ*)'IBA'l}fh

+ CA lp* (BA‘IB"‘)"gh.
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This system is symmetric, positive definite, and sparse. Thus we can obtain "
by solving (17.32), and then '\h and ¢h are given by (17 31) and (17.30),
" respectively. It is interesting to note that T often has a physical significance.
For our model problem M represents the value of ¢h on the faces T  and in
fact in certain cases can be used together with ¢h to obtain a new
approxxmatxon that converges more rapidly than ¢h or equivalently ¢h’ cf.
ARNOLD & BREZZI (1985) and BREZZI, DOUGLAS & MARINI (1985). Mixed
hybrid methods will be taken up again in Section 21,
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CHAPTER V

HYBRID FINITE ELEMENT METHODS

18 - EXAMPLES OF PRIMAL HYBRID FINITE ELEMENT METHODS

We shall develop several examples of hybrid formulations for the model
problem : find p and u satisfying the system of first order partial differential
equations (4.4) - (4.5) and the Robin's boundary condition (15.1) : pv+ tu =g
on T , with t a continuous, strictly positive function on I. We shall indicate
how to adapt the method to treat a problem with Dirichlet or Neumann
boundary conditions.

To a triangulation Th of the domain {1, we have associated the spaces
H'I(Th) and H(div;Th), cf. (5.11) and (6.16). The space Hl(Th) is a subspace of

L%(01) isomorphic to the product space II HY(T), and the space H(div;Th) is a

Te Th

subspace of (Lz(ﬂ))n isomorphic to the product space II  H(div;T). The hybrid
Te T
h

formulations, both primal and dual, will make use of a Lagrangian multiplier

belonging to the space Lz(aTh) which is defined to be the product space
(18.1) Lz(aTh) = II  L*3T).
Te Th

For the primal hybrid formulation, the subspace of multipliers will be

(18.2) E(T,) = { b= (e T, € L*aT,) ; 3q € H(div;0)

s.t. ¥ Te€T,, pp = gwp on T},
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where for this definition qv denotes the normal trace on JT of the
restnct:on to T of the vector function q. Thus q-. V.r is a priori an element of
H (aT) cf. Remark 18.1 below,

Thebrems 1.2 and 1.3 allow us to characterize E(aTh) as being the

- subspace

(18.3) EGT,) = {# = (bpper € L2OT) ; = T,nT, with
| h

TwT, €T =0 on 'r’}.

oo Bt R,

For the dual hybrid formulation the subspace of multipliers will be

... —- - 2 . 1
(18.4) L(3T,) = {'p = ('/"I‘)TeTh e L¥8T,) ; 3 v e HY(D)
s VT&T,, 4. =v on aT},
where in the expression ":1;.[, = v on 9T, v denotes the trace on dT of the

restriction to T of the function v. This trace is an element of H (aT)

With Theorems 1.1 and 1.3 we may characterize L(aTh) as being the

subspace
(18.5) LETy) = {¢ Wprer € n wien, vr-T, nT,
h TeTh
with Ty, T, €7, ¥y = ¢ on T }
Remark 18.1 . In fact the natural space of Lagrangian multipliers for the

primal hybrid formulation is

E(aT)—{p (b)e . € T H I : aqu(dwn)
h Trer, € L.

The choice (18.2) while more restrictive is less cumbersome and leads to no

restriction for examples of finite element methods. ‘ m]
Remark 18.2 . The first examples of hybrid formulations given in Section 3.

were described as having as Lagrangian multipliers functions defined on all Q.
Such a description is not in general well adapted for the numerical analysis

of hybrid finite element methods. For hybrid formulations the Lagrangian
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multipliers are defined only on aTh. It is sometimes possible to extend the
multipliers to functions defined on all 0 while taking into account
complementary information when necessary. Such a procedure is a post

processing technique. 0

A primal hybrid formulation of problem (4.4) - (4.5) with the Robin’s
boundary condition (15.1) is given as follows : find a pair (u,}) satisfing

(u,)) € H‘(Th) x E (aTh),

(18.6) a(u,v) + b(v,)) = fﬂ fv dx for all v eH‘(Th),
b(u,u) + d(A,p) = -3 f IT B do for all pe E(aTh)',
TETh aTnr
where here
n du ov
(18.7) awv) =Y ¥ 3 3% x. 9%
Te T, i,j=1 T j i
h
(18.8) b(v,p) = - 3%, f VIT B do,
TETh oT

(in this expression, vIT denotes the trace on T of the restriction of v to T)
and

(18.9) o = -5 f T g do.

. TETh aTnT
It is easy to show that problem (18.6) has at most one solution . If the
solution (;3 s u) of (15.2), which is also the solution of (15.8) and thus belongs
to H(div;Q)xH(Q), satisfies the regularity hypothesis that PV € LY3T) for each

T €T,, then the pair (u’(B'IfT)TET) is a solution of (18.6).

h h
Thus we have
(18.10) ’\T = Py on 3T for each T € Th'
Remark 18.3 . The spaces H‘(Th) and L’(aTh) are supplied with Hilbert space

structures in a natural way. With W = Hl(Th) and with M = E(aTh)
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having the norm induced by that of L’(aTh), we note that the bilinear form
b(-,») does not satisfy the inf-sup condition on WxM. a

Toward the end of constructing an approximation (uh,Ah) of the solution

(u,)) of problem (18.6) we suppose that for each T € Th we have two finite

" dimensional spaces PT C HYT) and XT Cc L*@aT), and we put

= 1 .
(18.11) W, = { veH(T) ; VTeT, , M. PT}
and
(18.12) M, = {p - (uT)TeThEE(aTh) JYT €T, , up exT}.
We then seek (uh,Ah) satisfying
(uh,Ah) € Wh xMh,
(18.13) aluy,vy) + b(v A = i!;fvh dx for all v, €W,
buyy) + dOpay) = [ 2 gu do for all y €M, .
TETh aTNn T
Remark 18.4 . To treat the analogons problem with a Dirichlet boundary
condition u = W on I , where T is a given function in H*(I‘) we would keep

the same choice of subspaces Wh and Mh and look for (uh, Ah) satisfying

(uh"\h) € Wh x M

h,
a(uh,vh) + b(vh,)\h) = f{fvhdx for all v, € Wh,
b(u, .4, ) = -3 f uop do  for all g, € M,.
h"h Ter, Tnr T h h

By contrast, to treat a homogeneous Neumann problem such as described in
(14.1) or (14.6) we would introduce the subspace MOh defined by

{ Py oo 230 2N
1 i

'_Th R ph.r =0 on & ||F}

and look for (“h"\h) satisfying
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(uh"\h) € Wh X M()h’

a(uh,vh) + b(vh,Ah) = ‘{fvh dx. for all Vh € Wh’

b(uh,uh) = 0 for all by € MOh'
]

The bilinear form a(e,s) -is not H‘(Th)~elliptic and will not be Wh-elliptic.

However, we shall introduce a hypothesis to make it Vh—elliptic, where
(18.14) Vh = {vh EWh ; Vnh EMh s b(Vh, #h) =0 }

THEOREM 18.1 . We suppose that the two subspaces Wh and Mh are compatible in the

sense that the discrete inf-sup condition is satisfied :
(18.15) {uh €M s ¥V v €W, by, m) = 0}= {0}.

We suppose further that for each interface T "= T, n T, with T,, T, € Th, there exists a

. 2 ’ . . - .
function Xt £ L¥T" ) with fT' X+ do # 0 such that the function A = (AT)TETh in
E (8 Th) defined by A.I.1 = Xy on T, ATz = - Xp- onT |, and AT = 0 on all other

faces for all TeTh, belongs to the subspace Mh'

boundary faceT C T of an element Te € Th , there exists a function XT'G LYXT") with

Similarily we suppose that for each

f X do # 0 such that the function A = (A
T’

T and AT = 0 on all other faces for all T € T, belongs to the subspace Mh' Then problem

in E(aTh) defined by A

Tte T, T, X1 %"

(18.13) has a unique solution.

Proof. Each function i € Vh satisfying a(vh,vh) = 0 is a function whose

restriction to T, for each T €7T,., is constant. The first part of the additional

hypothesis guarantees that such}; function may be identified with a function
constant on each component of Q. The second part forces such a function to
vanish .on T = 8Q .We conclude that the form a(e,) is Vh-elliptic and, in light
of Remark 10.1, that the theorem follows. O

It is important to note that the compatibility condition (18.15) that
should be satisfied by the subspaces Wh and Mh given in the forms (18.11) and
(18.12) is satisfied as soon as, for each T eTh, the spaces PT and XT satisfy

the local compatibility condition
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- (18.16) {pEX cVveb., | uvdo= o}={o}.
T T
oT
By contrast, the additional hypotheses of Theorem 18.1 demand that the
functions belonging to Vh have a minimum amount of continuity at the
interfaces of the triangulation. In the example that follows this continuity
‘hypothesis will be trivially satisfied. (We will in fact choose Xt + to be a

constant function.)

THEOREM 18.2. Let 0 be an open polygonal domain in R? triangulated by triangles T.

Let k be a positive integer , and put

k if k isodd

k+1 if k is even.

For each triangle T € T, , define the subspace X.r C L%¥3T) by

(18.17) ‘ XT = Dk(aT)

(With the definition of the space E(k) given by (6.30), we have M, = E(k) ). Suppose
aTh h aTh

that the subspace PT c HYT) is chosen such that the following property is satisfied :

(18.18) V w EPkt(aT) , 3 v eP  st.v=won 9T

T

Then problem (18.13) has a unique solution.

Proof. The elements of the space Dk(aT) defined in (6.32) are polynomials of'
degree < k-1 on each edge. It is clear that condition (18.16) is satisfied if
each element of Pk+l(aT) vanishing at the vertices of T is the trace of a
function v € PT' Even though we have dim Pk(aT) = dim Dk(aT), we know
(cf. RAVIART & THOMAS (1977b, lemma 4)) that the subspace of Dk(aT)

consisting of all those functions u € Dk(aT) satisfying f pw do= 0 for each
aT
w € Pk(aT) is trivial only if k is odd. It is of dimension one when k is even.

a
Before giving an error estimate we need to make precise our choice of
norms. For the sake of simplicity we suppose here that the triangulation is
uniformly regular. To each function v eH‘(Th) we associate the function év €
Lz(aTh), constant on each edge T € 8T,, defined by
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S (. = W) do , T =T,N Ty Ty, T, €Ty
mes T T 1 T, , . .
~ (the choice of T; being
(18.19) §v = arbitrary)
S — v dT, if T = TnT.
mes T T

Once the hypotheses of Theorem 18.1 are satisfied, we clearly have 6v = 0 if

ve HL () o V,- The space Lz(aTh) is given the norm

(18.20) o ”0,8Th =12 I b Hf),a'r}*’

Te Th

the space Hl(Th) the norm

_ 2 -t nf&Huz ¥
(18.21) ], 7 = {T): VI3 bl sy o 3
h €T, h

and the space E(aTh) the norm ||| -HI_* ST defined in (6.36). One can show
(by adapting, for example, the demonstration of Theorem V.4.3 in THOMAS

(1977)) that the Poincaré-Friedrichs inequality,

: 1
(18.22) lvilg gsC [v] LT, for all veHY(T),

is satisfied with a constant C independent of h. (Note that the two norms on

1 —_— —_— _ 2 -2 2

BT, v—[v];r and v—lllvill } 7 = (£ (vIjp +« b NVIIE D7, are
h h TETh

equivalent uniformly in h.) One may also verify that there exist constants ¢

and Ck independent of h such that

. * 2
(18.23) Ww g o < o llullggy o all u eLiGT,
and
(18.24) Tl <c, W for all 4_e EX
' h 0,3Th - 7k ; -f,aTh h aTh' :

THEOREM 18.3. We suppose the hypotheses of Theorem 18.2 except here we fix for
each TET

h

(18.25) XT = Dk(aT) . P,r = Pkt (T).

Then there exists a constant C independant of h such that we have

K
(18.26) L2 ] tr, YA My o = Ch { kg * 1oa}
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k+1

k
once the soI;m'on (g, u) of (15.2) and of (15.8) belongs to (H @2 x H () ; (A is
expressed as a function of P in (18.10).)
Proof . It is clear that the bilinear form a(.,s) satisfies
1
a(u,v) <A [ujl,Th [v] I’Th for all u, v € H (Th) .
and
2
a(vp,vy) 2 o [vh] LT, for all v, € V, ,
as v, € Vh implies ﬁrh = 0 . We can also establish the existence of a
constant 8, f>0, such that
b(v, ,u)
h
W = Byl o for all p, €M,.
"h [v] L0 h
Finally we show the existence of a constant By such that
1
b(v,) < By [v] LT, ““‘“'-+,arh for all v € HYT,)
and all peEo(aTh),
where Eo(aTh) is the subspace of functions ueE(aTh) such that IT u do =0

on each edge T 'cTI. Now, for a Dirichlet boundary condition or for a Neumann
" boundary condition, using a variant of Theorem 10.4, we can establish the

existence of a constant C, independent of h, such that

(18.27) [u-u, ] + HIA-2 < C inf [u-v, ]
h" 1,1, h'"-4,8T, { v,EW, h" 1,7,

+ inf 112y 11 }
. h''-4,0T
(B €M, ; A-p EELOT,) ) h

and then using (6.37) deduce the inequality (18.26).

To handle the case of Robin’s boundary condition we introduce the direct
sum decomposition of M = E(aTh) in the form M = M, & M , where M, is

t for each T &€ T with TN'# ¢ 0

11 =
] hd k] I""r
on each edge T contained in the boundary I'. Problem (18.6), respectively (18.13) ,
may be put in the abstract form (10.1), respectively (10.6), posed in (Hl(Th) X

M )xM, , with for bilinear forms
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(U,N),(V,i) —a(u,v) + b(v,)) - b(u,p) - d(3,k)
and
(v':;‘)sl“o _—_’b(va”O) .

We then deduce as above

[“‘“hjl,Th 1A - :‘h”o,arh + A, - th.”'-i,aTh

k

*
Remark 18.5 . If the integer k is even, then k = k+1, and the choice P.r =

T to be
the space generated by Pk(T) together with an appropriately choosen element

of Pk+l(T) . For more details see RAVIART & THOMAS (1977b). o

Pk+l(T) is not optimal. We can obtain the same results by taking P

The primal hybrid finite element method corresponding to the subspaces

and W _  associated with the spaces X and P_ of (18.25) by (18.11) and
h h T T

(18.12) is convergent for each positive integer k, in the following sense : we

M

can show, in the absence of any hypothesis concerning the regularity of the
solution u, that

lim |] u 0.

-u | =
ho 0 h ‘0,0

Approximation methods based on a principle analogous to that which was
the basis for the development of primal hybrid finite element methods have
been studied by BABUSKA (1973), BRAMBLE (1981!), FALK (1976), and
PITKARANTA (1979), (1980a), (1981). For a problem with a nonhomogeneous
Dirichlet boundary condition u = u on T, we dualize the boundary condition
using a multiplier ) € H_*(I‘). The discrete inf-sup condition is established by
means of compactness arguments ; thus the results, notably existence and

uniqueness, are assured only for "h sufficiently small".
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19 PRIMAL HYBRID METHODS AND NONCONFORMING METHODS
We consider the model Dirichtlet problem

- Au

]
o)
N
=]
=

where f is a given function in L%), u a given function in H*(I‘), and Q a
bounded, open domain in IR?> with polygonal boundary I'. For a triangulation
Th of 1 by triangles, the simplest primal hybrid finite element method for
solving this problem 1is given as follows : find (uh,Ah) satisfying

(uh,Ah) € Wh x Mh .
(19.1) a(uh,vh) + b(vh"\h) = r{fvh dx for all Vp € Wh R
b(u,,p4,) = -3 f u p.. do for all y. € M, ,
h™h Ter, sTnr M h h
with
- 1 .
w, = { ve HYTY) ; ¥ TeT, , v_e PI(T)} ,
M, = {&= (hprey € EQT}) 3 YTET, . up € Dy(@T) }
a(u,v) = ) f grad u- grad v dx ,
and TETh T
b(v,n) = - b v, do.
Ter, dtnr T 1T

Eliminating the Lagrangian multiplier, we obtain a characterization of u, as
the solution of the variational problem

(19.2)

a(u,,v,) = {f) fv, dx for all v, €V, ,



with

u . _ -

vy = {vh EW, ; VmeEM, bvos)=-% oo da},
and

vy o= {vh € W, : VeeM, b(vh,uh) = 0}-

It is a simple matter to check that V‘}ll is the set of functions in Wh that are
affine on each triangle T € Th, are continuous at the midpoint of each edge
T common to two triangles T, and T, of Th and have for value at the midpoint
of each boundary edge T  C T the average value of u on T . The set of
midpoints of the three sides of a triangle is P,-unisolvent. Thus a function i
€ Vh is uniquely determined by its values at the midpoints of the edges
common to two triangles of T,. It is not difficult to give a basis of V

h h

associated with this choice of degrees of freedom for a function in Vh. Thus,

problem (19.2) can be solved directly. Such a procedure is said to be a

nonconforming finite element method since Vh is not a subspace of V = H(N),

the space of test functions for the primal variational formulation.

If the solution u belongs to H?(2) we can obtain, using the results of the

previous section, the error bound

4

2

(19.3) ) lu—uhll’T} + oy llgp <C hlulyg
TeT,

an estimate that is classically obtained in a direct manner, cf. STRANG (1972)
or STRANG & FIX (1973, Chapter 4.2).

After having calculated the solution of (19.2), to obtain the solution of

(19.1) we have only to determine A EMh satisfying

h

EW, ,

(19.4) b(v,2,) = 1) fv, dx - a(uv,) for each v, € W,

0

i.e. the functions AhT’ constant on each edge of T, are determined by

f v '\hT do =f fv dx -f grad up e grad v dx for each v € P, (T).
aT T T ° i

Thus once the nonconforming approximation u_ of u has been calculated, a

h
postprocessing procedure furnishes directly an approximation of the flux of
grad u across each edge T  If T  is the edge common to T, and T, € Tps

then the values '\h’l‘l and AhTz obtained from (19.4) satisfy
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A + A =0, on T =T, NnT,.

hT, ¥ “hT,

The flux across T from T, into T, is minus that from T, into T,.

More elaborate examples of nonconforming finite elements derived from
primal hybrid finite element methods for second order elliptic problems on an
open set 01 in IR? may be found in RAVIART & THOMAS (1977b). For those
examples the continuity of the functions of Vh is imposed at the Gauss points
of the edges T " The example treated above, where the functions vy, are
locally affine, is readily generalized to the 3-dimensional case, where fis an
open set of IR®. However the situation quickly becomes more difficult for
higher orders of approximation. An example with k = 2 is given in FORTIN
(1985).

In fact nonconforming finite element methods were first developed for
elliptic problems more complicated than the model problem above, e.g. :

1) a fourth order elliptic problem where the space V is a subspace of (H%(Q))?
and is thus made up of functions of class C! on 1. Examples and analyses of
such methods may be found in CIARLET (1974), (1978, pp. 362-380),
CIAVALDINI & NEDELEC (1974), and ZHONG-CI SHI (1984a).

2) Stokes problem formulated as a variational problem on a subspace of the
space V of divergence free functions in (H! (Q))n. Analyses of such methods are
given in CROUZEIX & RAVIART (1973), FORTIN (1981), HECHT (1981) and
TEMAM (1977, pp. 172-181).

3) a problem of linear elasticity formulated as a variational problem on a
subspace of V = (H! (n))“. The motivation in this case is to obtain models less
rigid than those provided by conforming methods, ¢f. in particular PIAN (1971)
(1972), FRAEIJS DE VEUBEKE (1974b). The most popular noncorforming finite
element for this type of problem is Wilson’s brick (WILSON et al. (1973)). An

analysis of the method

v bha fannd in
aiysi1 s ¢of H T 41 oC i

mn Y
ilay Vadnu i .

(1980), ZHONH-CI SHI (1984b) or as a particular case of primal hybrid methods
in THOMAS (1977,Ch. VI). Other interpretations using hybrid methods have been
proposed in IRONS (1972), PIAN & TONG (1986).

' T ¥
976), LESAINT & ZLAMAL

We conciude this section by pointing out that the probiem of finding
necessary and sufficient conditions for convergence of a nonconforming finite
element method has been the subject of many discussions between theoreticians
and engineers, cf. in particular the response of IRONS & LOIKKANEN (1983)
to STUMMEL (1979), (1580a), and (1980b). When a nonconforming method can be
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interpreted as a primal hybrid method, possibly with reduced numerical
integration, the study of its convergence is based in particular on the

verification of the discrete inf-sup condition.

20 EXAMPLES OF DUAL HYBRID FINITE ELEMENT METHODS

Let Th be a triangulation of the domain TI. Associated to this
triangulation are the spaces H (div;T ) defined by (6.16) and L(aTh) introduced
in (18.4) and (18.5). Given a functxon f € L¥Q) denote by Q( ,,) the affine

manifold defined by

(20.1) Qf(rh)'= {g € H(div;T,) ; VT € T, div Qp *f

h! IT = 0 }’

or more precisely defined as the space of vector functions qu(cth) which

satisfy fqgrad v dx = _ffvdx for each function v € H(Q) whose trace on
9}

aTh is tr1v1al. In particular, QXT ) is the vector space of functions q €

H(div;Th) for which qIT is divergence free for each T ETh.

A dual mixed hybrid formulation of our model problem (4.4), (4.5) with
Robin’s boundary condition (15.1) is given as follows : find a pair (p, #)

satisfying

0. e Qlry) x Lty |

(20.2) a(p,q) + b(g.¢) = 0 for all g€ Q°(Th),
bpw) + dé¥) = - [ gy do for all $ € L(aT,),
TETh aTnr
with here
n
(20.3) apa) = % | Ay b, q dx
ij=1 T
(20.4) baw) = -% | ¢ @y do,

'I'ETh aT

(in this last expression, QY denotes the normal trace on 3T of the restriction

of qto T), and

(20.5) d¢) = % ]t 4y do

Te Th aTn T
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After noting that, for each T €T, the normal trace on the boundary of
T is a surjective mapping of {q € H@iv;T) ; div qQ = 0} onto
{ueL‘(aT) f B do = 0} it is easy to verify that problem (20.2) has at most
one solutxoﬁaT One shows that if the solution (g,u) of (15.2) and of (15.8)
belongs to (H(div;1) n H(div;Th)) x HY(2), (this is the same regularity hypothesis
as that required for the existence of a solution to the primal hybrid problem

(18.6)), then the pair (p , (u )TeT) is a solution of (20.2). One thus has
- h

laT

=u ondT for all Te T

(20.6) ¢T W

Remark 20.1. If we equip the spaces H(div;Th) and L(aTh) with Hilbert space
structures, then b(.,s) considered as a bilinear form on WxM, with W = Q%T )
a subspace of H(div;Th) and M = L(aTh), does not satisfy the inf-sup condmon.
(This situation is analagous to the case of the primal hybrid formulation, cf.
Remark 18.3.) 0

To construct an approximation of the solution (p,¢) of problem (20.2), we
take for each T € Th two finite dimensional subspaces, QT C H(div;T) and YT
b € L¥(Q)

whose restriction to T, for each T € T,, is the orthogonal projection in L%(T)

C H (8T). To a given function f € L%*1), we associate the function f

of f into the finite dimensional space ?div q;4q EQT} . We then put

T

£ . fy

(20.7) W, = {g SH@VTY) ; VT €T, . g €Qr } nQh,) ,
- o _ v . °
(20.8) Wy = W = { ¢ eHdivT) s vV Te T, 9. Q) NQ(TY
and
(20.9) M, = {¢ = ("’T)Terh €L@T,) : VT €T,, ¥ € YT}.
We seek a pair (ph,f,ﬁh) satisfyving
£

(Dpoty) € Wy x M,

1
o

(20.10) a(gh,gh) + b(gh,¢h) = for all q, € Wh R

( bp, ¥y) + A4, 9,) = % f g ¥ do for all §, €M,

Te Th aTNn T
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Remark 20.2 . The analagous problem with a Neumann boundary condition
pev=g, where g is a given function in L*I) satisfying f fdx + fg do = 0 , is
formulated as follows : find a pair (Eh’ ¢h) satisfying r

(0,.6,) € WL xM

“h’"h h h °

apy,.qy,) + blg, » 4p) =0 for all q, € W, ,

b, .¥) = -3 f g ¥, . do for all ¥ € M,_ ,

~h*"h Ter, stnr =~ T h = h

where Wfl . Wh , and Mh are as defined in (20.7), (20.8), and (20.9).

To treat the homogeneous Dirichlet problem we seek a solution (gh,¢h) of
the following problem :

f

a(gh,gh) + b(c_]h,¢]'1) =0 for all a, €V, .

i
(=]

b(p,.¥,) for all $ €M

Oh °
where MOh is the subspace ot Mh defined by

(20.11) My, = {wh €M, ; VTET, , ¢ = 0 on oTn r}.
(]

By construction of the function fh, the affine manifold Wfl is not empty.
Applying Theorem 10.2 with Remark 10.7 we obtain with no difficulty the

following theorem

THEOREM 20.1 .  Problem (20.10) has a unique solution if and only if the subspaces W

and Mh are compatible in the sense that the discrete inf-sup condition is satisfied

h

(20.12) (¥ €Mgy 5 ¥ 0y €W, . bla, ) = o} = {o} ,

where MOh is the subspace of Mh defined in (20.11).
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The global condition (20.12) is satisfied once, for each T € T, , the

h
choice of spaces QT and YT satisfy the local compatibility condition
(20.13) {¢e Y ; V gEQp with div g =0, | $qv. do = o}= P,(3T).
" - aT
Next we develop an example where the above theory is applied.
THEOREM 20.2 . Let Q1 be an open polygonal domain inIR? triangulated by triangles T.
Let k be a positive integer, and put
k ifk isodd;
k¥ =
k+1 if k is even.
For each triangle T € Th define the subspace YT CHJ"(GT) by
(20.14) YT = Pk(aT),
(With the definition of the space L (k) given by (5.14), we have M, = L (k) ). Suppose
aTh h aTh

that the space Q.r C H(div,T) is such that the following property is satisfied :
(20.15) Yue Dk‘(aT) » 3 g€ Qt s.t. QVp = pon aT.
‘Then problem (20.10) has a unigque solution.

To establish this theorem it clearly suffices to show that the local
compatibility condition (20.13) is satisfied. A demonstration can be found in
THOMAS (1976, lemma 4.1). We point out that the subspace of all wepk(aT)
which satisfy f Y pdo = 0 for each p € Dk(aT) with f pdo = 0 reduces to

T 8T
P (ATY onlv when L ic adAd Otharwiceo when ic aven. it ic a cuhcnacae af
Towwis oniy waen X 15 ocdfd, Otherwise, when k is even, it is 2a subgpace 0}
dimension 2, o

We shall give error estimates using the norm ||-||0n on (L,(0)* for

vector functions '(with this method, on each T € Th , div (Q—Qh) = —(f—fh) and

e Hl
1,07,

given in (5.19) for the traces on 6Th of functions in Hl). We suppose we

is considered to be known or estimated a priori) and the norm

have a uniformly regular family of triangulations, where the hypothesis of
uniformness is made simply for ease of exposition. We note the existence of

constants ¢ and Ck independent of h such that
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1

1
(20.16) IM”O,aTh < ch® ||y ”l%,aTh . forally € H (6Th) ,
and
-4 (k)
(20.17) ”Mh”'i,aTh < Ck h “ ] '/’hHO,aTh for all 1l’h ELaTh'

THEOREM 20.3 . We suppose the hypotheses of Theorem 20.2 except here we fix for each

TETh

(20.18) YT = Pk(aT) R QT = Dkt(T).

Then there exists a constant C independent of h such that we have

k
(20.19) I g-ghllo,Th + ”"6'¢h”'§,arh < Ch {Irglk’n + lulk“,n}

once the solution (;_),u) of (15.2) and of (15.8) belongs to (Hk(ﬂ))2 X Hk+l(ﬂ) (¢ is

expressed as a function of u in (20.6)).

Proof . To apply the general theory developed in Chapter 3 we begin by
making the change of variables p to Q—Eﬁk)g , and p, to gh-Egk)E. Thus we

have

_ oK) 0 (k) o
P - E"p €Q Ty . P, E; P €W, cQ Ty
where Egk)g is the equilibrium interpolant of order k described in Section 6.
The continuity properties and Wh-ellipticity with constants independent of h
relative to the norm “‘”0,0 are obvious. Further, we can establish the

existence of constants B and Bo > 0, independent of h, such that

b(g.¥) <B || 9”0,0 ”I"b'”f,aTh for all q € Q°(Th)
and all ¢ € L(aTh) R
and
b(gh, lﬁh)
sup —_— = B ['/’h]% oT for all z,bhe Mh s
WmEWn Nyl g ©oh

where the semi norm []}L a7 1S defined by
> h

1

3
¥ ={z m e - ( | ¥ do) 2 .
[J*""Th {TETh T mesaT ~ 3r T %,aT}
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Using the Poincaré-Friedrichs inequality we can show that [-:]* sy, is a morm

h
on MOh equivalent (uniformly in h) to the norm Ill-lll* aT. Thus there exists
B > 0 , independent of h, such that h
b(ay,.¥) '/)‘ ' ] v v
sup . 28 Y, or a € ,
q. €W “gh“o,ﬂ h ‘},aTh h Oh
“h~"h
The theorem then follows easily. » 8]
Remark 20.3 . When the integer k is even, we can obtain the same result

while taking the space QT to be the space generated by Dk(T) together with
an appropriately chosen element of Dk+l(T)' For details and other examples cf.
THOMAS (1976). m}

The dual hybrid finite element method corresponding to the choice of
h associated with (20.18) by (20.8) and (20.9) is convergent
for each integer k> 1 in the following sense : (with no regularity hypothesis

subspaces Mh and W

for the solution, one can show that) :

lim I p-p.li =0 .
h—0 = *ho0

The principle of the dual hybrid finite element methods given above for
a second order elliptic problem corresponds to that developed by specialists in
structural mechanics and termed assumed stress hybrid finite element model.
We cite first of all the work of PIAN (1964), (1971), (1972), (1983) ; cf. also
PIAN & TONG (1969), (1986), TONG (1983), and the recent articles of PIAN
and his collaborators where can be found a treatment of nonaffine-equivalent
finite elements. Other examples are given in ATLURI (1971), ATLURI, TONG &
MURAKAWA (1983), PUNCH & ATLURI (1984), SPILKER & MUNIR (1980a),
(1980b) and WOLF (1972a), (1972b) amoung many other publications on the
subject. For a mathematical analysis of such methods we refer to the work of
BREZZI (1975), (1977), of KIKUCHI (1973) and of QUARTERONI (1979).

Remark 204 . The construction of the examples given above followed this
strategy : given a space Mh’ find a space Wh large enough for the
compatibility condition to be satisfied. Under reasonable hypotheses we obtain
asympotic orders of optimal error (relative to the given Wh). The construction

of examples proposed by engineers often follows another strategy : given two
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and M’ , the choice of spaces being consistent with the physics of

h h
the problem, we note the existence of "mechanisms" (... the homogeneous

Spaces W

pbroblem does not have the trivial solution as unique solution). One then tries
to eliminate these mechanisms , that is to reduce M;; to a space Mh small
enough for the compatibility condition with Wh to be satisfied. This technique

‘does not lead to satisfactory asymptotic orders of convergence. n]

21 - HYBRIDIZATION OF EQUILIBRIUM METHODS

The dual hybrid finite element method just constructed yields - when the
compatibility hypothesis (18.12) is satisfied - an approximation Py of p
satisfying div Py * fh = 0 in the interior of each finite element T ; however,
the reciprocity of the normal traces on the interfaces is not realized pointwise

along the entire interface. In particular, the solution Ph is not in H(div:Q).

A variant introduced by FRAEIJS DE VEUBEKE (1965) yields an
approximated solution P, € H(div;)) satisfying div P + fh = 0 in 0. The
mathematical analysis can be found in THOMAS (1977, Chapter VII), cf. also
RAVIART & THOMAS (1979). These results are completed by a postprocessing
technique developed in ARNOLD & BREZZI (1985).

We thus reconsider the approximation of the solution (g,qS) of the model
problem with the dual hybrid formulation (20.2) - (20.5). On the one hand, for
each T € Th , we take a finite dimensional subspace Q.r C H(div;:T) and as

before, cf. (20.7), (20.8), define the spaces

£ o fy

@1.1) W, = {geH(dxv,Th) PV TETy, g € QT} n Qh (1)
and

. o _ Tu- . 1]
21.2) W= WD o= {g € H(WivT) ; VT €Ty, g eQT} n Qo).
On the other hand, for each T € Th , we put

= 2 : . =
(21.3) Yy = {$€L%T) ; 3 geQ s.t. quy ¢}
and define

- _ 2 .
(21.4) M, = {¢~ (‘/’T)Terh €L¥aTy) ; VT €T, , ¥ € Y. and

YI' = T, 0 T, with T, T.€ T, , by =¥pon T }
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We seek (gh,¢h) satisfying (cf. (20.10))

f
(gh,¢h) EW, x M, ,

(21.5) a(gh,gh) + b(gh,¢h) =0 v for all g € Wh,
op,. ) + dé b)) =Y [ gy do for all ¢, €M, .
“h’"h h’"h TeTh 3TAT hT h h

Remark 21.1 . Such an approximation method is not a dual hybrid

approximation in the sense of the preceeding section because the spaces YT
are not subspaces of H*(a’l'), and thus the space Mh of multipliers is not a
subspace of the space L(aTh) defined in (18'.4) or (18.5). Whereas examples of
finite dimensional subspaces of L2%(3T) and of H"L(aT) are identical, the
examples of finite dimensional subspaces of L2%8T) and of H*(aT) are
fundamentally different : the functions in H*(BT) which are locally continuous

are globally continuous on dT. ]

It is clear that for each choice of spaces QT C H(div;T) with YT
associated to QT by (21.3), problem (21.5) has a unique solution (;_)h,¢).

Suppose that the coefficient t > 0 is constant on each face T contained
in the boundary T of @ - (this hypothesis is made solely for simplicity of
exposition). Then the elimination of the multiplier ¢h in (21.5) vyields a

characterization of P, as the solution of the variational problem

£
Pp €Vh o
(21.6) n
l * » = l [ ]
) fT Ajj Phj 9 9x * fr-; @y ¥) (@ry)do = [ 2 g gpevdo
1j=1
for all (_]h EVh s
with
21.7) vi < {qeH@ivay divq + f = 0 on 1)
(21.7) p = 19 € Adiviin; q = 1
2 n
n{ge(L ) Vv TeTh, nge QT} s
(21.8) v, = Vo= {g € H(div;t) ; div q = O on n}

ﬁ{ge(Lz(n))n 1 VT ETh s ngE QT}' .
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The approximation P of p thus obtained is an equilibrium approximation (cf.
Section 2) : i.e. Ph is a vector function in H(div;) that satisfies the

equilibrium equation
(21.9) div Py *+ fh =0 in .

Conversely, to an equilibrium formulation (21.6) - (21.8) can be associated a
hybrid method defined by (21.1) - (21.5). Contrary to what one might suspect
at first glance, it is simpler to solve numerically (21.5) than (21.6). The
numerical solution of (21.5) can be carried out by first eliminating the
principal variable Py (This elimination is performed at the level of the
n-simplex T). Then to calculate ¢h’ one must solve a linear system of the
same structure as the one which results from a nonconforming finite element
method, cf., in particular, FRAEIJS DE VEUBEKE (1974a).

Remark 21.2 . When the given function f is trivial, or sufficiently simple that
one can numerically reduce the problem to the case f = 0, to solve (19.6)
(equilibrium formulation) it suffices to know how to construct a basis for Vh'
In dimension n=2, using stream functions we can treat directly problem (21.6),
cf. HASLINGER & HLAVACEK (1975), (1976a), (1976b), HLAVACEK (1980),
and HLAVACEK & KRIZEK (1984). We have not chosen this presentation
because it is not easily generalized in dimension n=3 to the case where f is

arbitrary and the boundary condition is a Robin’s condition. [}

When Th is a triangulation of Q by n-simplexes T, if we take for spaces
QT the spaces Dk(T), where k is a given integer, k > 1, the described method
is to take for spaces YT the spaces Dk(aT). Thus here we have

f _ . . fh
(21.10) W, = {gey(dw,'rh) i VT er, g eDk(T)}n Qhr,)
and
- o _ Tare . n )
21.11) W, o= WP = {geﬂ(dw,rh) VT eT, g|Te(Pk_1(T)) } n QT ,

where for the characterization of Wh we have used the fact that each vector
function in Dk that is divergence free belongs in fact to (Pk_](T))n. The

associated space Vh is then none other than
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= sve) « di - n
(21.12) V= {g € H(ivi0) ; div g= 0 on Nand s.t. VT €Ty , g e (P ) }

i.e. with the notation of (6.17)

Vi

= Eg‘) n {qe(Lz(n))n ; div g= 0 on O }

For simplicity of exposition, to give error estimates we suppose that the
T=Dk(8T)
for each T € T, there is no difficulty in showing that there is a constant 8,

h
> 0, independent of h, such that

family of triangulations Th is uniformly'regular. With QT=Dk(T) and Y

b(q, .¥%,)
“h’"h -4
sup ———— > B, h° [¢ ] , for all y_eM, ,
a e, %lloa ~ 0 h= 0,8y, h=h

where the semi-norm [']061' is defined by
*“h

[¥] ={T M- === (] ¥ do) 2.} .
0,:’9T]_l {Te Th T mesoT 3T T O,BT}

Thus we have

THEOREM 21.} . Suppose that, for each T € Th’

(21.13) Q.r = Dk(T) R YT = Dk(aT).

Then there exists a constant C, independent of h, such that if (Bh’d’h) is the solution of (21.5),
then

-1

k
G119 g - gy llgr + BT I8 - 4y llg o7 < Ch {letea*lvlgiah

provided, of course, that the solution (9’“) of (15.2) and of (15.8) belongs to (me))n x

Hk-](ﬂ). (¢ is expressed as a function of u in (20.6) ).
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Once the solution (gh,cﬁh) of problem (21.5), with the spaces QT and YT as
given in (21.13), has been obtained, we can easily calculate the Ffunction u S
L3(1) whose restriction to each T € Th is the polynomial of degree at most
k-1 defined by

n

fu div qdx = - ) fA..p.q.dx+f ¢~ Qv do
T b e r UM s BT =~

for each qe Dk(T)'

Using that (p,,$.) satisfies (21.5) we remark that this function u, satisfies
~h’"h h

n
. 1
fuh div 9% dx = -} f Aij phj Q. dx + i‘f t (g-l_)hﬂ:) gh-g do

Q i,j=1 0

for each q, € H(div;Q1) such that ghl're Dk(T) for each T ETh.

The pair (gh,uh) is the wunique solution of problem (15.14) (dual mixed
formulation) obtained with (15.12) and (15.13). Thus we know u is a

approximation of u of order k relative to the norm ||-||0Q

Now for each T € T,, we have both the approximation ¢ € D, (3T) of
hT k

h
P, (T) of
r laT th€5 k1D o Yt

and the approximation u . These two approximations
provide complementary information about u| Tand it is reasonable to try to use

= U,

all of this information to obtain a better approximation of uI T We take an

example in dimension n=2 when k is add. The relations

1) (up - ¢ ¥ do = 0 for all $ € D (3T)
aT
and
1f" (@ - w)vdx =0 for all ve P, (T) (if k23)

define a unique function u; € L%(Q) whose restriction to each triangle T € Th
is a polynomial of degree at most k. Under the standard regularity hypotheses,
one can show (ARNOLD & BREZZI (1985, Theorem 2.2)) the order of
approximation is thus improved :

k+1

= 0h" 7).

*
”u = uh HO,Q
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CHAPTER VI

EXTENSIONS AND VARIATIONS

22 - OTHER EXAMPLES OF MIXED AND HYBRID METHODS

The mixed and hybrid finite element methods given in the preceding
sections were developed almost exclusively for second order elliptic problems.
Formulations of such methods for fourth order elliptic problems were noted. The
mathematical framework constructed for the numerical analysis of these methods
for approximating the solutions of partial differential aquations apparently ignores
the physical origin of the model. We have not even sought to exploit the
supplementary properties that might result from the fact in most cases we are
concerned with the solutions of contrained minimization problems. This does not
however imply that the elaboration of such approximation techniques can be
successfully carried out without taking into account the physical properties of
the underlying problem. There is no lack of examples in computational mechanics

in the recent scientific literature. We give here only a brief overview.

Stokes’ problem is a fundamental problem of fluid mechanics. The primary
unknown u is the velocity vector for the fluid displacement. It can be
characterized as being the solution of a minimization problem in a subspace of

the space
Vo=Ay =0 ve H'(Q), I<isn, s.t. div v = 0).

The Lagrangian multiplier associated with the constraint that the velocity field
be divergence free is identifield with a pressure. The approximation of the
solution of this problem has been and will continue to be the object of many
publications. The state of the art in this domain can be found in the book of
GIRAULT & RAVIART (1986) wich has recently appeared, and it does not seem
opportune to duplicate here the bibliography of this work.

The system of linear elasticity constitutes another priviledged domain for

the application of the theory of mixed and hybrid methods. The variational
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formulation of the particle displacement being taken as primal formulation, the
dual formulation called the equilibrium formulation, is a variational formulation
of the stress equation. This equilibrium formulation is a minimization principle in

a subspace of the space
. 2 _ .. . N
S = {g’ = (aij) ; Uij € L), aij = Uji’ I<i,j<n, div g = f}.

With some simplifying restrictions concerning the data and geometry of the
problem under consideration, it is possible to use Airy functions to reduce the
study of the equilibrium formulation to that of the two-dimensional biharmonic
problem. The degree of sophistication necessary for constructing equilibrium finite
element models is more easily understood with this analogy. Examples can be
found in JOHNSON & MERCIER (1978), (1979), KRIZEK (1982), (1983), and
KRIZEK & NEITTAAMAKI (1986). Analyses of mixed and hybrid formulations for
the system of elasticity are proposed in AMARA & THOMAS (1978), (1979),
ARNOLD, BREZZI, & DOUGLAS (1985), ARNOLD, DOUGLAS, & GUPTA (1984),
PITKARANTA & STENBERG (1983), and STENBERG (1986),(1987a), (1987b). The
principal source of difficulty in the approximation of the stress formulation
comes from the necessity of respecting, rigorously or not, the symmetry relations
that should be satisfied by the stresses. The article of ARNOLD & FALK (1987)
proposes a new formulation with one obtains distinct approximations of Uij and

Other recent articles concerning the numerical treatment of problems of
solid mechanics with mixed and hybrid methods are referenced in the
bibliography. While some of these articles may appear to lack a certain degree
of mathematical rigor, experience has shown that the examples described therein

can not, nevertheless, be neglected.

Another domain where quite a few models using mixed or hybrid finite
elements have been constructed is the subdomain of fluid mechanics dealing with
fluid flow in porous media and in particular petroleum reservoir engineering.
These reservoir models are based on nonlinear equations too complex to be
described here in a few lines. We refer the interested reader to the book of
CHAVENT & JAFFRE (1986), where in Chapter V some models directly inspired
by the mixed methods developed above may be found. Other models are
described and analyzed in CHAVENT, COHEN, DUPUY, JAFFRE & RIBERA
(1984), DOUGLAS (1984), DOUGLAS, EWING, & WHEELER (1983), DOUGLAS &

DADITDTQ
NNNJDLIN LD

{i983), DARLOW, EWING & WHEELER (1984), EYMARD, GALLOUET,
& JOLY (1987), JAFFRE & ROBERTS (1985), and WHEELER & GONZALES
(1984).

We conclude this section by mentioning that mixed finite elements have
also been used for the equations of electromagnetism : NEDELEC (1980),
BENDALI (1984), BOSSAVIT (1987).
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23 - EXTENSIONS AND VARIATIONS OF THE THEORY

The methods of Lagrangian multipliers that have been presented here
concern the approximation of elliptic problems. These methods have extended to
the study of eigenvalue problems; cf. CANUTO (1978), MERCIER, OSBORN,
RAPPAZ, & RAVIART (1981). They have also been extended to the study of
problems of evolution : parabolic problems as in JOHNSON & THOMEE (1981)
and in THOMEE (1984), hyperbolic problems as in CANUTO (1981), in DOUGLAS
& GUPTA (1986), and in QUARTERONI (19800b).

Certain mixed methods have been successful only because of the use of
reduced numerical integration. Some examples can be found in JOHNSON &
PITKARANTA (1982), MALKUS & HUGUES (1978), NOOR & PETERS (1983),
SHIMODAIRA (1985). Other examples of reduced integration are proposed in
RAVIART & THOMAS (1977b) to obtain the interpretation of certain primal
hybrid methods as nonconforming methods.

In the preceding studies the approximation of elliptic problems of
constrained minimization has been approached exclusively with the technique of
dualization of the constraints using Lagrangian multipliers. The technique of
penalization of the constraints constitutes an alternative way of attacking these
minimization problems. These techniques can fortunately be combined. The
resulting technique is called the augmented Lagrangian technique for which we
refer the reader to the book of FORTIN & GLOWINSKI (1983). Even though the
penalization technique was not initially retained in the mixed and hybrid
forrhulations of the problem, it can nonetheless be useful for the resolution of
the linear system resulting from the mixed hybrid formulation; c¢f. BERCOVIER
(1978), FELIPPA (1986) ; cf. also Section 17.

Other finite element methods such as nodal methods can be interpreted as
being mixed or hybrid methods ; c¢f. HENNART (1985), (1986), and HENNART,
JAFFRE, & ROBERTS (1986). The so called Trefftz methods can also be
understood as being variantes of the dual mixed hybrid formulations ; cf.
JIROUSEK & LAN GUEZ (1986) and ZIELINSKI & ZIENKIEWICZ (1985).

As an extension of the classical abstract theory of Ritz-Galerkin, with the
development of the theory of internal approximation of wvariational problems
which has been seen to be fundamental for the analysis of "standard" finite
element methods, the abstract theory of Babuska-Brezzi for the approximation of
problems with Lagrangian multipliers has become popular because of jts

applications to the analysis of mixed and hybrid finite element methods. Other
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applications of the Babuska-Brezzi theory have been proposed more recently ;
cf; for -example the analysis of spectral methods proposed in the articles of
BERNARDI, CANUTO, & MADAY (1987), and of BERNARDI, MADAY, &
METIVET (1987) or the analysis of modal decomposition methods in the articles
of STOLARSKI & BELYTSCHKO (1986a), (1986b).

Domain decomposition methods for the solution of partial differential
equations are concurrently enjoying a resurgence in popularity for their use in
constructing algorithms well adapted to use on multiprocessing machines. The use
of mixed and hybrid formulations seem adequate for this type of method ; cf.
WHEELER & GLOWINSKI (1987) for a first example in this direction.
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