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DIVISION ARITHMETIQUE CELLULAIRE

F.P. Preparata* J.E. Vuillemin f

Résumé

Les algorithmes de division introduits ici utilisent des représentations
redondantes des opérandes. IIs se réalisent sous forme de circuits, en taille
et temps O(n), ol n est la longueur du dividende. Le quotient est obtenu par
les poids forts. Ces diviseurs présentent des avantages significatifs pour le
calcul d'exponentielles modulaires (cryptographie RSA), de plus grands
communs diviseurs, d'unités de calcul flottant, et le traitement du signal.
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Practical Cellular Dividers

F.P. Preparata * ~ + J.E. Vuillemin 1

Abstract

The parallel division algorithms discussed in this note may he classified among
modified higher-radix nonrestoring division methods, where redundant representations
are extensively utilized to speed up the operation. The network realizations of these
algorithms are cellular, or even systolic with exclusively local control: they have size
(area) and time both O(n), where n is the length of the dividend representation. The
quotient is produced most-significant digit first. This feature enables the use of the
divider as a signed, digit-serial multiplier. Although only elementary techniques are
involved, these divider/multipliers appear to be the first having such characteristics.
When suitably equipped with some control and a few registers, the divider/multiplier
brings remarkable performance to large modular arithmetic, RSA cryptography, and
ged computations. They are also of interest to the design of floating-point units. and
signal processing applications.

1 Introduction

The design of efficient division algorithms is a central problem in digital arithmetic. Tndeed,
division (the formal inverse of multiplication over the rationals) is substantially different
from multiplication when we operate over the integers, and algorithmically more complex.

Several approaches to digital division have been proposed in the last four decades [I]..
Division methods can be broadly subdivided into two classes: those that iteratively update
the dividend, and those that compute the quotient through multiplication of the dividend
by the reciprocal of the divisor. Only the latter have the capability of achieving high
speed, at the expense of great circuit complexity [Me],[BCH],[PM]. In particular, to this
class belongs the only known method [BCH] that achieves minimal time O(log(n)), where
n is the operand length.

*Ecole Normale Superieure, 45 rue d'Ulm, 75230, Paris. On leave from the University of Ulinois at
l rbana. This work was partially supported by NSF Grant ECS-84 10902.

fInstitut National de Recherche en Tuformatique et Antomatigue, 78150, qum*nmmt [’mm e, Part of
this work was supported by Xerox Palo Alto Research Center.

! 0

H D PAPIER RECUPERE €T RECYCLE



The approach presented in this note belongs to the first class. The operation is very
simple and only elementary techniques are involved, resulting in a small and practical
design. By adopting, as in SRT division [R], a redundant representation for the quotient,
cach quotient digit is estimated on the basis of short prefixes of the divisor and current
dividend (partial remainder). Due to the redundant representation, an inaccurate estimate
of a quotient digit gets corrected by the next digit, ultimately resulting in the (redundantly
represented) correct quotient. ‘

The use of redundant representations not only permits the correct restoration of the
quotient, but also allows constant parallel time computation of the dividend updates. As
a result, the division process can be carried out in time O(n) by a circuit whose size is also
O(n). Asymptotically analogous performance is exhibited by a recently proposed divider
circuit [PP], which is based on an entirely different technique, and generates the quolient
[rom the least significant end. The dividers proposed in this note have thus performance
parameters analogous to those of well known multipliers, bit-parallel as in [L] or cellular
as in [A],[Mu]. Likewise, our divider can be implemented in a digit parallel fashion, or
as a cellular (systolic [Ku]) structure, where each module is amenable to exclusively local
control and data operation.

An approach based on similar principles was presented in [TYY] for the base 2, yielding
an implementation with area O(n?) and time O(n). In this note, we introduce a related
technique, based on euclidean division, which generalizes to arbitrary base b = 2!/, We
also present an alternative method, based on the division by smallest remainder. Both
techniques are ameanable to cellular or systolic realizations.

The presented schemes lend themselves to a number of applications.

o The divider can be operated, in a rather straightforward manner, as an integer
multiplier, where the digits of the (redundantly represented) product are serially
generated starting from the most significant end.

¢ The divider/multiplier can be used to implement modular multiplication, which in
turn can compute exponentials modulo a given integer. This leads to an implemen-
tation of high-security (> 512 bits) RSA-cryptography [RSA] more efficient than
previously known ones.

¢ The approach can be adapted to greaiesi common divisor (gcd) computation, in
linear O(n) time and area. For this application, the use of division by smallest
remainder appears to be crucial. Our direct implementation of Fuclid’s algorithm
should be contrasted with the one described in [BK], based on the binary ged.

‘T'his paper is organized as follows. In Section 2, we briefly review the positional irre-
dundant and redundant number representations used in the algorithms. In Section 3, we
present the two division algorithms. Section 4 describes two typical circuit implementa-
tions, digit parallel and cellular. Finally, in Section 5, we illustrate uses of the divider in
the applications mentioned above.



2 Number Representations

Numbers are represented in base b= 2! | [ > 1 by a sequence ngn, - - - n; of digits, with the
usual positional convention:
nony-cong =Y. nyb7i
0<j<k
By placing various constraints on the range of values allowed for digits n;, j > 1, to the
right of the fractional point, different number systems arise whose nomenclature is given
below: :

e Ordinary nonredundant base b unsigned-digit representation:
n; € [O,b - 1]

Each digit is encoded with I bits. For example, n = 1000/4* is represented in base 4
by [3.3220].

¢ Nonredundant base b signed-digit representation:

b b

n; € [—E.E - 1].

Each digit is encoded with [ bits, the most significant one having negative sign. For
cxample, n = 1000/4* is represented in base 4 by [4.0120], with 1,2 denoting -1.-2.

¢ one-value-redundant base b representation:
’ el b b]
n; €l——=,=|
! 2'2
Each digit is encoded with I + 1 bits, the most significant having negative sign.
For example, n = 1000/4* can be represented in base 4 by [4.1220] as well as by
[4.0120], redundant representations being no longer unique.

e two-value-redundant base b representation:

b

' b
_5 - 19 5]

nj € |
This is a minor, but interesting, variation of the one-value-redundant representation.
e one-bit-redundant hase b representation:

n; € [-b,b-1].

Each digit is encoded with [ + 1 bits, the most significant having negative sign.
For example, n = 1000/4* can be represented in base 4 hy [5.4120] as well as hy
[3.3314], among others.



In all representations involving signed digits, a digit is represented in the conventional
two's complement form.

It is easily seen that conversion (both ways) between n-digit nonredundant signed and
unsigned representations can be achieved with an ordinary adder, with digit-serial time
n, or bit-parallel time log,(n) as in [VG]. The same applies to conversion from redundant
to nonredundant representation. By using classical carry-save adders, to he gencralized
later, we can convert between one-bit-redundant and one-value-redundant representations
in constant parallel time. The following easily established facts are worth noting:

(i) In the conversion from the one-bit-redundant to the two-value-redundant represen-
tation (or to any representation of intermediate redundancy), carries propagate no
more than one digit position;

(ii) In the conversion from one-bit-redundant to one-value-redundant, carries propagate
no more than two digit positions.

3 Division Algorithms :
3.1 N- and Z- Divisions

Let integers N, D,Q, and R respectively denote the dividend, divisor, quotient and re-
mainder, related by:

N = DxQ+RnR
A further condition uniquely determines Q and R. The algorithms to be presented in this
note are based on the following criteria.
(N) Euclidean Division (N-division):
0< R <D;

(Z) Division by smallest remainder (Z-division):
D D

To distinguish between the two, we use the notation
R=NmodD , Q=NquoD

for the (usual euclidean) N-division, and

R:;\’~!.D O=N=D

R , @=N+TL
for the (smallest remainder) Z-division. Both divisions are simply related as follows:

(NquoD) = {f N:|-D<O0 then -1+ N +D else N=+D;
(NmodD) = if N-|'D<0 then D+ N-|-D else N -|- D.

4



3.2 Algorithm for Z-division

The operands are suitably normalized, by shifting the fractional point, and we adopt the
following representations:

e Dividend N = ng---n, is one-bit redundant:

j=>1,n; € [-bb-1] (1)
e Divisor D =dg---dy is signed-digit nonredundant:
izl,d; e[-43-1]. (2

e The membership interval of ny and dy will be specified later.
e Quotient Q = ¢ - - q._q4 is one-value-redundant:

b b .
t>0.q € [“T)"?)‘ J . (3)

In the description of the iterative algorithm, we use superscripts to denote the index ¢ of
the division step. Specifically, we initialize N'® = N, and assume throughout that dy > 0.
At the completion of the t-th division step, we have computed a partial quotient

QW =qo g1 = Y g7,

0<j<t
and a current dividend N®, related to the initial dividend N = N© by:
N = DxQW4+ NG,

We determine the next quotient digit of ¢, by dividing the first digit of the dividend
N®) by that of the divisor, according to the Z-division criterion:

G = nff) + dy. (4)
We then compute the partial remainder
RY = N _ Dxg,

all digits being processed independently without carry propagation

Jj >0, -rﬁ'_l) = nﬁ” —d; X q, ' (f

[Ny |
~—
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so as to obtain the current remainder in one parallel time unit. In order to obtain the up-
dated dividend N1 in the representation (1), we propagate carries through one position

to the left in constant time. To do so, define

J2 1Y = D g Y,
with
j>1, C§t+l) — r§t+1) +b,
Jj>1, sy“) = ry’_l) |- b;

compute the next dividend N+ = p x RI=1 by

ngt—.-l) — (‘('+1)b+ ‘(t‘—l)) ( (r--l)b+ (t= 1))

J =21, ngtH) = 5,1 +c (f 1)

in constant time.

Invariance of the representations of operands From (1), (2), (3), and (5),

2 b2
.}>07(H_1 € [ b—b—b-i"I 1];
from (6),
. - b b
J >0, sg-' Voe [—5,;2-—1],
and ’
‘ b b
. (t=1)
\ ; '—"‘1,‘“ )
J >0, ¢ € | 1 4+1]

for b > 4; base 2 has:

for b > 4 and

Jj>0, n_gf'"'“ € [-1.1]

(6)

we obtain

(12)

for b = 2. Since both membership intervals are contained in [=b,b—1], we have established

the invariance of (1) for t = 0,1,....



Precision required on the ﬁrst digit Relation (4) indicates that digit ¢ of the quo-
tient has been estimated as n —do rather than being computed as N + D However, we
now show that by appropriately controling the membership intervals of no ) and do, the cur-
rent quotient @, differs from the exact quotient N + D by less than bl, -1 L his bound
follows directly from (3). In order for (3) to remain invariant throughout the division

process, the following relation between n((]” and dp must hold:

ny € [- d(), 5 do——l] (13)

Using (13) as an inductive hypothesis, we show that it holds for ¢ + 1 as well. Indeed, (7)
can be rewritten as

n(()t+1) - brf,"*”+r§"*”+c§‘*”.

From (9) and (11), we have
- b? + 5b + 4
HHU +C(zx.1)| < T rootd

4
Tsine . (1) 9
Using the fact that |ry < do/2,
- b* + 5b + 4

Combining this last inequality with (13), we obtain

b b2 +5b+ 4 < b+ 1

glot =3 S 5%
hence
b? +5b+4
dy > —~—,‘;—i—. (14)
This certainly holds for:
b>8, do 20%
b=4, dy >32;
=2, dy 28.

Correspondingly, relation (13) establishes the membership interval of n(()")‘

Remark 1 Relation (12) shows that for b > 4, the membership interval of n Y forj>1
is contained in [-b,b—1], as specified by (1) . This suggests that the membuehz’p intervals
of either d; or q may be enlarged without significantly affecting any other delail of the
algorithm. Indeed, it is easy to verify that we may adopt for d; or ¢, any interval I such
that:

[-5.2] €T C [=b+1,b-1].

t
o
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Example of Z-division An example of Z-division is given in Figure 1. The open ands,
N and D, are represented in decnmal by: .

N =156411, D = 5793,
and, in base b = 4, by:
N=212023323, D=1122201. (15)
After normalization, the operands are initially presented as:
\/—38073373 D =231201.

The resulting quotient Q = 27 is computed, in base 4, by the algorithm in the form:

0=2TT.

] q® RO, N —¢ DO

.
|

0] 2 1 38.023323 | 46.2402

2| 1 | 523207 ' 232201 |231201
|

3 01700 | 0.000

Figure 1: Example of Z-division

3.3 Algorithm for N-division

The algorithm described in this section is based on different selections of the intervals for
the parameters n‘ ) yd; and ¢, and of the division criterion. In the notation of the preceding
section, we have:

J>0.d; € [0.b-1]; (16)
i>0.2" e [~b+1,b-1]; (17)
[-b+ 1,b—1]. (18)

8



The quotient digit ¢, is computed by N-division as follows:
@ = sign(nd’) x (|ng)| quo dy). (19)

‘ . (t+1) . . . 4 +1
As a consequence, the sign of 7" D= ng) — g X dp is identical to that of n.g), and lr(()' )‘ <
d() — 1
We now distinguish three cases, depending upon the sign (> 0,= 0, < 0) of ¢
[q,, > 0| In this case, we first compute

Jj 21, 1'5.'*1) = ng-') - d; x q,

. trl t+1 . e s
and obtain the terms cg- ™ and sg 1 according to the N-division:

cy*l) = 7'](-"“) quob sﬁ-”l) = 7'5-"“"1) modb. (20)

From (17),(16),(18) we immediately have

J> 0,74 e [=bb-1),b-1],
and from (20):

A e-b+1.0] , sV el0b-1]
From these, we obtain

i>0, 28 e [-b+1,b—1],

]

which shows that (17) is an invariant of the method.

r . . t+1
Moreover, we repeat below the expression for né* ):
(t+1 (+1) | (1 t+1
ny ™Y = br + ol )+cg" ),

Bounding 'n.(()'ﬂ) from above, we obtain
™ < bldy—1) +b—1=bdy —1;
bounding it from beloﬂv, we have nff"” > —bb—-1)— (b—1)=—b>+1, so that

™ e [<b +1,bdy — 1.

In this case, symmetric to the previous one, we compute the terms c;l'” and .s(,-'*'),
J > 0 according to the rule:
X 2 N (23 Y I Gty o (t+]) o
c; T =-rpquob . —siT = -y mod b. _ (21)

Arguing as before, we find that:
i>0,n¢Y e [~b+1,b-1],
and
™ e [=bdy + 1,6 - 1].

9



qT-z_() In this case, we let

A1) ()
for j > 1, and
ng*l) = bng) + n(it)-.

We note first that invariant (17) trivially holds. Moreover, ¢ = 0 implies that

n € [~do+1,do— 1)

(t+1)
(

Combining with the above definition of ny™ ', we readily obtain:

ng™ € [=bdy+ 1.bdy — 1].

Merging the analyses of the three cases yields:
nd™) e [—max(d® — 1,bdy — 1), max(b® - 1,bdy — 1));
condition (18) thus holds as long as bdy — 1 > b% — 1, that is
do > b (22)

Remark 2 For b = 2, the N-division scheme offers a simple algorithm which is an al-
ternative to the one described in [T'YY]. The characterizing features of this technique are
relations (20), (21) and (22). '

Remark 3 The Z- and N-divisions can be contrasted as follows. The Z-division has a
smaller interval for the quotient digits ([—2, % — 1] versus [—b+ 1,b— 1]), while it requires
one more digit for dy (dy > b? versus dy > b). This means that the Z-algorithm simplifies

the cocfficients update, at the expense of a costlier computation of each quotient digit ;.

Remark 4 The N-division appears to vequire that the divisor be represented in nonredun-
dant form. This should be contrasted with Remark 1, and will prove to be a handicap in
the applications.

Example of N-division An example of N-division is given in Figure 2. The operands,
N and D, are those of the previous example (15). After normalization, they are initially
presented as:

N=92023323, D=522201.

The resulting quotient Q = 27 is computed, in base 4, by the algorithm in the form:
Q=131



t| ¢ R(® N —¢W D

1] 3 /40203223 15203223 | 1566603

20 1T | 0463213 | 522201 | 5.22201

3 0.00000 0.0000

Figure 2: Example of N-division

4 Implementation

In this section, we consider some network implementations, and limit our considerations
to the algorithm for Z-division (Section 3.2). The approach is readily extensible to the
N-division (Section 3.3). ' _

For convenience, we repeat below the operations to be executed, for ¢ =0,1,2,....

o For j =0
@ = ¥+ do; ' (23)
¢ = nf) | do; (24)
"(()r-:-l) ~ (r(()t-rl)b_*_s(ll-i-l)) + (C(ll-v-l)b_*_c(Qf-.-l)). (‘.’5)
e For j > 0:
f4-1 (t .
-r;'* ) = n;-') - djq; (206)
s = T (27)
(21 1), i
At = s, ()
(t=+1) (t=1) (t+1) ‘
"j = 55-?1 + 55'1_2 : (-)9)

We also recall the representation adopted for the operand digits.
e The dividend is one-bit redundant: j > 1, n; € [-b,b—1].

11




e The divisor is signed-digit irredundant: j > 1, d; € [-2,2 —1].

e The quotient is one-value redundant: j > 0, ¢; € [——g, 3 .

4.1 Initialization of the operands

If we assume that the operands are stored in memory in conventional binary form, i.e.
unsigned-digit irredundant form, it is necessary to perform a preliminary conversion of
the dividend and of the divisor. The dividend is initialized by inserting a 0 bit to the
left of cach b-ary digit represented.in the usual form; the inserted digit becomes the sign
bit in two’s complement representation. The initialization of the divisor requires more
work. Indeed, we must change each digit d; € {3,b — 1] to d; — b, and propagate a carry.
"This conversion is equivalent to an addition; it can be performed, digit after digit starting
from the least significant, in time proportional to the divisor length. For both dividend
and divisor, the initialization can be simply merged with the normalization phase, all in
linear time. An alternative, based on remark 1, is to simply convert d to a redundant
representation, in constant time. '

4.2 Network operations

The above operations (23)-(29) immediately identify two types of modules; the Jront-end
module (j = 0), which computes the next quotient digit, and the standard multiplier

modules (j > 1).

4.2.1 DBroadcast implementation

The most straightforward implementation of the algorithm is one where ¢ is broadcast by
the front-end to all the standard modules, which all execute (26) simultancously. Tt has
the advantage of simplicity, but it falls short of balancing the workload between front-end
and standard modules. Indeed, operations must be performed in the order

(23),(24);(25),(26):(27),(28):(29)

"

where ";" and ".” respectively separate parallel and sequential steps. Since ng has 3 and
dp 2 digits, the most time consuming operations are (23) and (25), both to be performed
sequentially by the front-end. Furthermore, the front-end must be able to broadcast i
which physically requires time asymptotically proportional to length of the global com-
munication link, hence to the divisor length d [MC]. This realization is thus not modular
electrically; in view of its conceptual simplicity, it is however likely to be implemented in
practice for moderaie values of n.



- 4.2.2 Systolic implementation

An alternative implementation has a systolic nature. In this solution, the quotient digits
migrate from the front-end along the chain of neighborly connected standard modules.
The connection is modular and the control exclusively local.

]

recnccdecccccccccncnccc\cmcnrcdecrccnbean-
e D b E T TEGNIp NP, PRI FURIpIpY S

Figure 3: Physical interconnection of the standard module chain.

Standard Modules We begin by considering the standard modules. Using (26).(27)
and (28), we first rewrite (29) as

f—1) (t ( : ' :
nf T = () = dig) | b+ (0, — djag) + b

13



. . . t+
This expression reveals that, in order to compute n( , the correct values of n' _1 and

.(_)2 must be available, i.e., the digit ¢, of the quotient must have proceeded beyond the
position of weight b77-2, This means that ¢ -, must be at least three cells ahead of ¢,. T'his
spacing of the quotient digits is due to the carry save feature, independently of the bdse

For simplicity, terms n” (J 2 1,t > 0) are represented lmplnmtl\ by the pau c Y and

d; D related to n() by (29), with the initializing conventions c =0 and s ( " for
J> > 1. As mduated above, quotient digits are present in a module only one luno umt out
ol three; this time unit is said to be active for that module. Thus, during its active time
unit for g,, module M; performs the following action:

‘5-'*1” = (s§t) + cf'_)l ~djq) +b (30)
§'?11) = (sg-” + c.glll —djq) |- b (31)

"To prove correctness, we assume that g, is available at module Ay, k > 2 at time 3¢+ 1,
for all ¢ > 0. Next, we assume inductively that the pair (s} st (")) is a\ailablc at time
3p+k, forall 0 < p < t. Then, by (30).(31), s\ is available at lune 3L+ and c, 1 at time
3t+j + 1. This and the assured a\mlabllm of q, nmpl\ that one time unit later, i.e. at
time 3t + j +2 = 3(t + 1) + j — 1, the values ofc ) Y and .>7 B ~Y can be computed, thereby
extending the inducl-ue hypothesis.

It follows that each standard module contains four registers, respectively for digits ¢, s, ¢
and d. A fragment of the standard modules chain is shown in Figure 3. The following is a
timing diagram of the operations ol modules A, M;_; and M,_,, where we display values
only at the times of their updates in the module registers:

time M f Moy | M
Rl S I

4+ cﬁ-') SE') , -
RS TN
Bt+j+2] a0,

3t + J c&r;—l) '55,-;-1) . @

Front end Modules We now consider the structure of the front-end section of the net-
. . (t~

work. Refering to (25), we note that ¢ ™" is available two time units after the generation

of ¢. In order to feed the standard moduies at the stipulated rate, ¢, must be pro-

duced three time units after ¢,. Therefore, we only have one time unit to carry out the
computations:

- (I—rl .
qf.--l b 710 — do

Selarine ) . s 1—1)
Considering the large size of the operands n0 7((, and do. this ol)Je(llvo can only be

achieved by adecuately lengthening the duration of the time unit, thereby resulting in a
global slowdown.

14



To circumvent this difﬁcultv we modily the computation embodied by (23)-(25) in such
a way that the update of n ) and the calculation of of ¢ can be conveniently overlapped,
while preserving the essential features of the technique. Specifically, let ¢, now denote the
values of the quotlent digits ol)tamed by the modified technique. Rather than pelf(n ming
the calculation of 51 1) and c1 ™D as specified by (26)-(29), we duectl) add the sum ¢, )b+
( +cg , available at time 3t+2, to the (shifted) current remainder 10 . The resulting sum
hds a discrepancy —d, ¢ from Lhe cotrect value; however, since ¢, is available only at time
3t + 3, it is necessary to wait for the next digit cycle to add the appropriate correction,
which must then be multiplied by b. Thus we have the modified algorithm

8™ = 08+ A + s+ &) — gordid . (32)
G = 0™ +dy (33)
WY = ™Y g (34)

with the convention that cg_l) = .s(l_l) = c.(_,_l) =q¢.o=¢-; =0and 1'((,'1) = ny/b.

First, we prove the correctness of the method, and later illustrate its implementation.
Indeed, by (33) and (34) ¢, and vy’ are such that ¢, € [-b/2,b/2] and r((,” € [—do/2.do/2—-1]
whence by ( (7") (28), and (32):

} 2. 9

(1=1)

The method is correct if ng ™" satisfies (13), or, equivalently, if

(b+1)(b +4) +b(b* +2)
5

-

do 2>

for base b > 4. In the special case b = 2, we have dy > 16.

In this modified algorithm, the term 1{ 1 is not computed according to the general
relation (23), but rather we set 7} = §"*”. This shows that module Af; is somewhat
different from the other standard modules; thus the front-end section consists of the pair
My, My, whose structure we now consider in detail. We allot two time units to carry out

operations (32), (33) and (34), concurently with.the calculation of
(t
o = b+ s ) —gidib
A third time unit is used to form ng”l) =1y b+ 0. A network diagram is given in Figure
4 and the following provides a timing diagram of the front-end modules Af, and A :
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Figure 4: Circuit diagram of the front-end modules A/, and A,.
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Note that this diagram establishes that g, is present at time 3¢ + & + 1 at module ..
We conclude this section by considering the bases b = 2 and b = 4, the most attractive
ones from a hardware designer viewpoint.

Base b=2 In this case, the range values of operand digits are
sj € [1,0],¢; € [1.1],d; € [1,0].q; € [T, 1].dy € [16,31),nq € [77, 77

Thus ng and dy are respectively represented with 5 and 8 bits, which makes the imple-
mentation of (33) ameanable to standard random logic design, such as PLA. The standard
module operation is also very simple, since ¢; € [T, 1].

Base b=4 1In this case, the range values of operand digits are
s; € [21].¢; € [2,2].d; € [2,1],¢; € [2,2]).dy € [64,127),ng € [317,317]

While the operation of the standard module is still simple since ¢; € [2,2], operation (33)
is not likely to be PLA-implemented since the operands dy and ng have 7 and 10 bits. e
propose to implement (33) by the method of repeated substractions. With this choice,
module My operates as shown below, where at time (3¢ + 1), p is inductively assumed to

be equal to n(()").

T € p | o i q ;
e:=if p<O po= p—edo/2 | , b , |

. ! >
3t+ 2 then 1 if €' >0 loi=o+ dep + 5y | of f;jp_;(o._ q+€ !
else — 1 then p =)/ ! N =g :
B N3 i i
p = p- 6(10 i : ! '
. . - : . tf €20 :
dt+3 if e’ 20 i;a::a+c2—_’er10| g t;zen('=¢+e i
then p:=p | =4 ;
3t+4 p=dp+o i o= —~ddyqy qg:=0 ‘

THustration of the operation of module Af;.

Example of Systolic Z-division An example of systolic Z-division is given in [igure
9. The operands, N and D, are thosc of the previous example (15). After normalization,
they are initially presented as:

N = 152.23323
D = 90.201

The quotient Q = 27 is computed by the systolic Z-division algorithm in the form 2 — | —1.
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Figure 5: An example of systolic Z-division

5 Applications

‘The division techniques of Section 3 can be adapted to several significant arithmetic com-
putations. We shall consider integer multiplication, modular integer multiplication and
- exponentiation, and greatest-common-divisor (ged) calculation.

5.1 Integer multiplication

Let integers 4 and B be the multiplier and the multiplicand, respectively represented in
base b by

A= Qp-1Q,-2-° Qg and B= bn—lbn—Z et bO-

We want to compute the product

no_ oA _
I =AX =P2n 1P2n-2 """ Po-

As in Section 3, we assume that both operands A and B are represented either in the
smned digit-nonredundant form, or in the one-value-redundant form. We initially set
—0f01]>—_,andd =b,_ ,[011<J<Il with d_o =d_y =dy = 0.
Subsequentl\ we carry out 2n + 2 steps of the Z- dl\mon algorithm, replacing the
determination of the quotient digits (4) by:

PR Bl if1<t<n,
=10 ifn+1<(<2n+2.
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Relations (5) and (6) are extended to j > —1, while (8) is extended to j > —2. Moreover,
digit n_; is updated as follows:

a7l "’ ) 4 U, (35)

We now establish the correctness of the method. For b > 4, we prove by induction on ¢
that n(' € [—}b ~1,% for all t > 0 and j > —1:

e The base of induction is trivially established for t = 0.

e For t + 1, we have 11( €[=E -3p- b + 3b] for j > 1 while /™Y = pl'"V ¢
[~3b -1 f-b] for I = -1,0. TL follows lhat s('ﬂ) € [-52=1for j > —1, and
('*1) e[~ 1+ 1] for j > 0. This and relation (8) est,al)lnsh the claim.

Since, for i < 0, 7'?“) = n.,(‘*l), relation ((j) vields ¢; € [—1,1]. Tt follows that n'Y e
[-2 — 1, 2], whence by (35), n—y € -2 -22 4 1] € [-b,b - 1], for b > 4. An analogous,
more specialized, argument can be developed fox the base b = 2. This shows that carries
never propagate heyond the position of index -2. Since the ¢-th step of the computation
yiclds the partial product

PO =pP"Y 4 q,, x B
for t > 0, with PO = 0, clearly n('_';?:” is the ¢-th digit of the product for 0 < ¢ < 2n,
counting from the most significant end. The product is therefore available in one-hit-
redundant {orm, starting from the most significant digit.

This multiplier has both area and time O(n), as for the well-known Muller-Atrubin
multiplier {A],[Mu].

5.2 Modular integer multiplication and exponentiation

Let 4. B, and A be three integers. We want to compute the modular product
P = A x Bmod M.

Initially, the operands are represented with n digits in base-b signed-irredundant form.
We assume, without loss of generality, that A/ > (b/2)b"~!. Operands 4 and BB are used
as multiplier and multiplicand, respectively. Integers B and M, the multiplicand and the
modulus, must be normalized so that the most significant digit of A/ is sufficiently large,
while the corresponding digit of B is zero. Specifically, we have:

A= Y a7 B= Y bbb M= Y mpb,

0<j<n+a-1 1<i<n 0<5<n

with mg > 0. The choice of the interval membership of mq, to be made shortly, defines a
unique integer o > 0 such that b” gives the relative shift of A versus B. Correspondingly,
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A is also multiplied by 47, i.e. o zero digits are appended to the right of its representation.
In conclusion, we are effectively carrying out the calculation:

Po" = (Ab°) x B (mod Mb").

The computation is performed in n + o iterations, designated by index ¢ > 1, and using
variables PO U® y{" and ¢ as follows:

gD = pel o % p. (36)
ug Y = coefficient of &° in the representation of U®); (37)
G = uy™Y = mg; (38)
PY = bUY — gy x M); (39)

with P = 0. We thus alternate between one multiplication (36) and one division (33,39)
step. However, the left-shift step is performed only once, after each division step. Obvi-
ously, the divisor register is now replaced by two registers, onc for the multiplicand, the
other for the modulus. Total area and time remain O(n).

To ensure correctness, the interval for mg must be chosen so that:

b+1
2

b+1
u§) e [- ng, —;—"o = 1].

Let py” denote the coefficient of 5 in the representation of P®). Using the notations of
Section 3.2, operations (38,39) yield
(¢ / (f t
P ="+ s
since by = 0 by normalization, we obtain {rom (36)

: ( , (t
wg) =bry’ + 1)+ + gl
where g") is the (dll\ in position ' resulting ﬁom addition (36). IKnowing that |ré,”I <
mo/2. and that ¢ Jl) both belong to [-2 — 1, % + 1], we obtain the condition

b2+ 6b+5
D) !

&~

my 2>

which is analogous to (14).
The above technique for modular integer multipli('ation can be used to implement

maodular erponentiation, as req quired by [PQA] cryptography.  Specifically, denoting hy

LLse H et 84 A =3~ 1, o2

A, M, and E three integers, we wish to compute

C = AF mod M.
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If I is vepresented in binary as
E = €h-1€,-2 " " €0,
with e,_; = 1, the computation of C' is carried out by the following routine:

R =4,
for j=n-1 dountoldo
begin 'R := R x R mod M;
if ej_1 =1then R := R x A mod M;

O

end.

Since both Steps 3 and 4 take time O(1’), where 2 is the number of digits of A and A,
the RSA-residue C' is computed in time O(nn’).

5.3 Computation of the Greatest common divisor

Our last application will be to compute the greatest common divisor gcd(N, D) of integers
N and D, using Euclid’s algorithm, with each step performed by Z-division. Let

N=npoy---ng.D=di-1--dp

denote the base-b two-value-redundant form (see Remark 1) of the two operands, i.c.:

b
J =20, d;n; e[ ——1 ]

Without loss of generality, we assume |: with n,,_; # 0. One iteration of the

process consists of the following steps:

1. While the d-th most significant digit of D is zero, left shift D, and decrease its length
by 1:
D :=bD,d :=d—-1.

2. If d =0 (i.e. the dividend D is null)'t‘.erminat.e the computation with ged = N.

3. Otherwise (when d > 0) perform n — d steps of Z-division, leaving the remainder
R = N mod D in place of N. By (1), R is one-hit redundant:

Jj=21,r € [=bb-1].
4. We perform one step of carry propagation; this can be achieved by computing one

division step with partial quotient ¢ = 0, but, without shifting the opemnd As a
result of (6), R is now in two-value-redundant form:

. b b
jzlr € [-5-13]
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At this point, we exchange the respective positions and roles of both operands:
N:=D; D:=R; n:=d,
and proceed to the next iteration.

Fach shift in Step 1, and each division in Step 2 reduces the total operand length n+d by
one unit. Step 3 is performed only once per stage in Euclid’s algorithms, for a total which
is well-known [Kn] to be of at most log, D < 2d. It follows that the above algorithm for
computing ged as both time and space linear in the length of the operands.
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