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Abstract :

The Strong Categorical Combinatory Logic, (C.C.L. , CCL%SP), developed by P.L. Curien [6]
is, when typed and augmented with a rule defining a terminal object, a presentation of Cartesian
Closed Categories. Furthermore, it is equationnaly equivalent to the A-calculus with explicit couples
and Surjective Pairing. Here we study the confluence properties of (C.C.L. , CCL5P) and of several
of its subsystems and the relationship between untyped Lambda-calculi and (C.C.L. , CCLGSP)
as rewriting systems. We prove that there exists a subset D of C.C.L. and a sub-system SLfn of
CCLASP confluent on D, a very simple isomorphism between A, the classical A-calculus, and a
subset SDy of D, which is extended between (-derivations of A and a class of derivations of SLy.
Substitution, which is a one step operation belonging to the meta-language of A, is now described
by rewritings with SLGn and calculations between several substitutions launched at the same time
may be performed by SLG;. This point is a real increasing of the calculation capacities of the
Lambda- calculus.

The same result holds for the Lambda-calculus with couples and projection rules (without
- Surjective Pairing).

The locally confluent sub-system CCLASP (that is SLGp+ (SP)) is not confluent. This result is
obtained by firstly designing a new counter-example (different from J.W. Klop’s one) for confluence
of the lambda-calculus with couples and Surjective Pairing and then translating it into C.C.L.
However CCLO)SP is shown to be confluent on the set derived from SDj.

We cannot obtain these results with classical methods of confluence and we designed a new
method called Intrepretation Method.

Résumé : :

La Logique Catégorique Forte, (C.C.L.,CCLGSP), introduite par P.L. Curien{6], est , une fois
typée et augmentée d’une regle pour I’objet terminal, une présentation des Catégories Cartésiennes
Fermées. Elle est aussi une théorie équivalente au A-calcul avec couples explicites et Surjective
Pairing. Nous étudions les propriétés de confluence du systeme de réécriture associé ainsi que ses
liens avec les A-calculs. Nous montrons qu’il existe un sous-ensemble de termes D et un sous-systéme
SLAn confluent sur D, un isomorphisme entre A (i.e. le A-calcul classique) et un sous-ensemble SD,
de D qui se prolonge en un isomorphisme entre les f7n-dérivations de A et une classe de dérivations
de SLAn tels que la substitution, opération décrite dans le méta-langage de A, soit fragmentée
en étapes de réécriture par SLAn. Il est des lors possible d’effectuer des calculs entre plusieurs
substitutions en cours d’évaluation. Ces résultats s’étendent au A-calcul avec couples (sans (SP)). .

Nous montrons que CCLASP (SLGn+ (SP)), bien que localement confluent, n’est pas confluent,
en batissant un contre-exemple & la confluence de A-calcul avec couples différent de celui de J.W.
Klop. Cependant, restreint aux dérivés deSD,, le systeme CCLG)SP complet est confluent.

L’obtention de ces résultats nécessite une nouvelle méthode appelée Méthode d’interprétation.

N D PAPIER RECUPERE ET RECYCLE



Introduction and Summary

The theories of classical Combinators [7,8] and A-calculus [5,1] both have the same purpose: to
describe some of the most primitive and general properties of operations and of their combinations.
They are in fact abstract programming languages: higher-order level functional languages can be
translated in these theories in order to study strategies, parameter passing problems ... The pure
A-calculus, A(V), is a formal system built with a set V of variables and two operations: the
abstraction of a variable in a term which constructs a new function ™of this variable” and the
application which applies a function to an argument. The meaning of its operational rule, called
B-reduction, is: the value of a function applied to an effective parameter is obtained by replacing,
in the body of this function, all the occurrences of the formal parameter by copies of this effective
argument. o

This substitution of variables by terms, which is only described in the meta-language, is not
straightforward: it has to avoid variable name conflicts. This is the main problem in A-calculus
implementations.

A(V) is also endowed with one another rule: the 7-rule which says, roughly speaking, that two
functions which have the same value for any argument, are equal.

CL, the Combinatory Logic, is a way of doing computations without using bound variables
[18]. Functions are built up from some primitive ones ( classically the combinators S and K) and
the application operation. Therefore complications of the A-calculus’ substitution are avoided but
the intuitive clarity of A-notation is completely lost. Furthermore, CL-calculus is weaker than
A-calculus: if their bodies are equal then functions are equal in A(V), not in CL. '

So how can we keep this intuitive simplicity of A-calculus and avoid these name clashes ?
Here are two ways. One may use de Bruijn’s notation for A-terms which replaces bound variables
names by integers pointing out the abstractor of the variable. This calculus is denoted by A. The
substitution operation still belongs to the meta-language. It has to do calculations on de Bruijn’s -
numbers to operate exact reallocations when passing an effective argument.

We are concerned with the second way: the Strong Categorical Combinatory Logic, C.C.L. It
is a first-order theory developed by P.L. Curien [6]. Its presentation, named CCLASP, is directly
coming from Cartesian Closed Categories’s definition. There are several different ties between
C.C.L. and A-calculus we shall now explain.

Firstly, let Ac¢(V) be obtained by adding a coupling operator of arity 2 and two projection
operators to A(V). The theory fSP is obtained by adding to the theory fn two projection rules
and the so-called Surjective Pairing rule (SP), which states that every term is a pair. Now in [6],
among other results, P.L. Curien proved that A¢¢(V) and C.C.L. are two equivalent theories: there
exists translations between A ¢(V) and C.C.L. such that the translations of two terms of A ¢(V),
equal in the theory fnSP, are equal in the theory CCLE#SP and conversely.

Our work is a rather complete study of the rewriting system, also named CCLHSP, obtained by
orienting the equations of CCLAP from left to right. Why focusing on this system ?

1. By adding types and a rule for the terminal object, we obtain a rewriting system for Cartesian
Closed Categories [15]. :



2. There is a straightforward translation of A (A-calculus with de Bruijn notation ) into C.C.L.
such that the structure of A-terms is kept. The 3-reduction is simulated by a derivation with
the subsystem called CCLAP. CCLBSP is locally confluent. But A ¢ is not confluent ( Klop’s
counter-example {12]). Is this sub-system CCL3SP confluent ?

3. (A, On) is a confluent theory. Is there a confluent sub-system of CCLA®P which reproduces
On-derivations ?

Here are our results:

1. A-calculus substitution is a one-step operation belonging to the meta-language. It is repro-
duced in C.C.L. by a derivation with a sub-system of CCL35P called Subst therefore broken
in several steps described inside C.C.L. Subst is locally confluent and terminating. The proof
of termination, obtained jointly with A. Laville [10], could not be obtained with classical
termination orderings.

2. There exists a subset D of C.C.L. and a sub-system SLGn of CCLGSP such that:

(a) SLG is confluent on D.

(b) A is isomorphic to a subset SD) of D. This isomorphism is extended between (-
derivations of A and a class of derivations of SL37. Furthermore, let D) be the set of
CCLOSP-derived terms from SDy. Then D) is a subset of D and CCLnP is confluent
on D). So not only we can compute fyp-derivations in C.C.L. and divide the substi-
tution operation in smaller steps but we can also perform calculations between several
substitutions being evaluated.

(c) A is isomorphic to a subset SDpy of D and this isomorphism may be extended between
PP derivations of A ¢ and a class of derivations of SLAn.

&7 Y k] £ /oA T\

Summarizing, ( D, SLAn) is a confluent conservative extension of (A, Gn) and of (Ac¢, AnP).

3. The locally confluent sub-system CCL3SP is not confluent. This result is obtained by first
designing a new counter-example for the confluence of GSP and then translating it into

C.C.L.

These results about confluence cannot be obtained with classical methods. We designed a
general method, called Interpretation Method, based on this trick: a given relation R is confluent
on a set X if and only if a relation £(R) induced by R on a set £(X') is confluent. So it suffices to

find a good notion of interpretation for a given set of terms to obtain confluence (or non-confluence)
properties on this set.

1 Preliminaries

To fix our terminology and notations, we collect in this preliminary section some well-known notions
and results about them. In the last part of this section, we will present the Categorical Logic and
several already known results about it.



1.1 Rewriting Systems
Firstly we recall some well-known results about relations on sets.

Notations
Let R be an internal relation on a set E, called reduction. Let M and N € E. (M,N)eRis
denoted by (M R N). R¢, R*, R*, are respectively the reflexive closure, the transitive closure,
the reflexive and transitive closure of R. =g is the equality defined by R. R* is also called the
derivation relation of R.
A normal form for the relation R is called 2 R-normal form. If it exists and is unique, the R-normal
form of a term M is denoted by R(M).

Definition 1.1 1. A reduction R is weakly confluent if:
VMeE,(M RN)and (M RP) 23Q € E.(N R*Q)and (P R* Q)
2. A reduction R is strongly confluent if:
VMeE,(M RN)and (M RP)=3Q€E.(N RQ)and (P R Q)

3. A reduction R is confluent if R* is weakly (or strongly !) confluent.

4. A reduction R is confluent on the term A € E if the restriction of R to {M|M = R*(A)} is
confluent.

5. A relation is noetherian ( or is terminating ) if R* is well-founded, so if there exists no infinite
sequence M; R My... R M, ....

Extensions of relations

For the formalisation of our results, we need to slightly extend the well-known notion of con-
servative extension of a given relation.

Definition 1.2 Let R be a relation on a set A and S be a relation on a set B. Suppose that:

1. There exists an injection ¢ from A into B (in the classical definition, ¢ is the inclusion of
sets).

2. VM, N € A, (¢(M)S$(N)) & (MRN)

3. VM, N € A, if (§(M) S P), then there exists N € A such that (P S ¢(N)) ( here we do not
request that P = ¢(N)).

Then (B, S) is called an m-eztension of (A,R) (m like monomorphism!).

(B,S) is called a conservative m-extension of (4, R) if:
Va, b€ A, (4(a) =s ¢(b) & a=pgb)
The proof of the following proposition is trivial:

Proposition 1.1 A confluent m-eztension (B,S) of (A, R) is conservative.

3



Term Rewriting Systems

Now we suppose that E is a first-order algebra T'r(V') where V is a set of variables and F is
the signature of this algebra. ‘
Let M € Tx(V). O(M) denotes the set of occurrences of M and M|, is the sub-term of M at the
occurrence .

Definition 1.3 A relation R on Tx(V) is:

1. stable if, for any substitution o, if (M R N) then (¢(M) R o(N)).
2. compatible if, for any term P, for any u € O(P), if (M R N') then (P[u — M] R P[u — N]).

Definition 1.4 A rewriting system is a finite set C of couples (g; , d;) of terms in T'x(V'), such
that V(d;) C V(g:). These couples are called rewriting rules.
The rewriting relation induced by C is the smaller stable and compatible relation containing C. It

is also denoted by C. (M C N) will sometimes be denoted by (M < N )-

A redez is an instance of the left member of a rule. Let M a term such that M|, = o(g). The
term N = M[u——o(d)] is a reduct of M. We will use the following notation to specify the redex

occurrence: M —, N.

The test for weak confluence may be restricted to certain couples of terms: the critical pairs whose
definition is recalled in the following:

Definition 1.5 Let two rules (g, d) and (/,r). Let u be an occurrence of g such that g|, is not a
variable and g, and [ are unifiable. Let N = g|,VI. Let o be the substitution such that N = o(g|,)
and 7 the substitution such that N = r({).

The superposition of these two rules determines the critical pair (P,Q) defined by:

P=o(g[u—r(r)]) Q=o(d)

Proposition 1.2 A rewriting relation C is weakly confluent if and only if, for any critical pair
(P, Q) between two rules of C, there ezists a term S such that:

PC*S and QC*Ss

1.2 A-calculi °

The pure A-calculus on a set V of variables is denoted by A(V). We suppose familiarity with this
theory and we only recall de Bruijn notation. for further details, see [1,11,12,16].

Definition 1.6 A , the set of A-calculus terms in de Bruijn’s notation, is defined inductively as
follows:

1. Ifne N,thenn€ A

D TE M and N e A than A AT
“ @il &

. &b DA v O 43, QGO O 1V

3.If M € A, then (M) € A

~
T 4a

Substitution, in De Bruijn’s formalism, is defined as follows:
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Definition 1.7 The substitution of N at the height n in M, denoted by 0,(M, N), and the incre-
mentation with n from ¢, denoted by 7*(M), are defined by induction as follows:

on(M P,N) = o0,(M,N)o.(P,N)
U,-,(/\.M, N) = A(a'n+1(M9-N))
m-1if m>n
on(m,N) = ¢(N) if m=n
m if m<n
where:
(M) = m+n if m>i

m if m<i
(M P) = 1M(M)T}(P)
HAM)) = ANria(M))
Definition 1.8 The B-reduction in A is the rewriting relation defined by the rule:
(AM)N — 0o(M,N)
We now turn to 7-reduction.
Definition 1.9 M € A verifies the condition C(n) if and only if:

for any occurrence u of a number p in M, one has p # (|u}, M) where (|u|, M) is the
number of A whose occurrences are prefixes of u, so the height in A of u.

The decrementation operation is defined for any term M verifying C(7). It is denoted by M!. M!
is obtained from M by replacing any number p with occurrence u in M by the number (p — 1)
provided that p verifies:

p> (lul, M)

Definition 1.10 The 5-reduction in A is the rewriting relation defined by the rule:
A.A0 — Al if A verifies C(7)

Now we give the two classical ways to add couples.

'
Definition 1.11 The applicative Ac- calculus, denoted by Ac¢a, is the pure A-calculus extended
with constants D, F', § and rules :

(Fst) Fzy — =
(Snd) Szy — y
(SP) D(Fz)(Sz) — =z

Definition 1.12 The functional Ac- calculus, denoted by A ¢, is obtained from the pure A-calculus
by adding a binary operator denoted by <,>, two unary operators denoted by fst and snd and

the rules:
(Fst) fst(<z,y>) — =z

(Snd) snd(< z,y >) — ¥y

(SP) < fst(z), snd(z) > — =z
These rules, with 3 (resp. A7) rule, define the theory BSP (resp. (SP) ). The theory BP is obtained
from BSP by removing the (SP)-rule. Ac,a(V) and A ¢(V) are the corresponding extensions of
A(V). °



(Ass) (zoy)oz = zo(yoz)
(14L) Idoz = =
(IdR) zold = =z
(Fst) Fsto <z,y> = =z
(Snd) ' Sndo <z,y> = ¥y
(Dpair) <z,y>o0z = <zoz,yoz>
(FSI) <Fst,Snd> = Id
(SP) < Fstoz,Sndoz> = =z
(DA) A(z)oy = M zo < yoFst,Snd>)
(Beta) Appo < A(z),y> = =zo <Idy>
(AD) A(App) = W
(SA)  A(Appo < zoFst,Snd>) = =z

Figure 1: The system CCLOnP

Theorem 1.1 (Aca , BP),(Acs, OP) verify Church-Rosser Property.
(Aca BSP),(Acs, BSP) do not verify Church-Rosser Property

The first part of this result presents no difficulties. The conjecture defined by the second part
was stated by Mann during 1972. The first counter-example and, as far as we know, the only one
until ours, was found by J. W. Klop [12,13]. Recently R. De Vrijer [19] proved that A.¢(V) is
a conservative extension of A(V) and, jointly with J.W. Klop [13] that A.¢(V) has the unique
normal form property.

¢

1.3 The Strong Categorical Combinatory Logic

Upon the idea that semantics can be made akin to syntax , P.L. Curien introduced the Categorical
Combinatory Logic, called C.C.L. Numerous results about this -typed or untyped- theory may be
found in its extensive monography [6]. We recall only the results which are needed in the following.

Definition 1.13 C.C.L. is a first-order algebra. Its signature consists of:

1. two binary operators: the composition “o” and the pairing <, >.
2. one unary operator: the curryfication A.
3. four constants: the identity Id, the projections Fst and Snd and the applicator App.

Definition 1.14 The Stron
f figure 1.

=]

We recall the DB-translation between A, ¢(V) and C.C.L. designed by P.L. Curien.
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Definition 1.15 Let M € A.g(V). Let (zo,...,2,) a list of variables such that FV(M) €
(Zo,...,2,). The term Mpp(ss,...,z,) is defined by:

If M =z, then: M DB(z0,..,zn) = Sndo F: st' where i is the smaller integer such that z = z;.
IM=N P, then: MDB(zo,..‘,z:..) = Appo < NDB(:co,...,::,,)aPDB(xo,...,x,.) > ¢

IfM= Az.N, then: MDB(::O,...,:,.) = A(NDB(z,zo,...,z,.)) )

If M = fst(N), then: Mpp(,,...z,) = Fsto Npp(z,,....zn)

I M= Sﬂd(N), then: ‘MDB(zo,...,zn) = Sado NDB(::Q,_...,'.-':,.) .

- If M =< N, P >, then: Mpp(z,,...24) =< NDB(co,..zn)» PDB(z0,.sz0) >

SR R SR

Now the folidv)ing proposition gives a first connection between the two theories:

Proposition 1.3 Let M and N € A, ¢ such that FV(M)U FV(N) C {zo,...,%n}. Then:

M =gysp N = Mpp(s,,....cn) =CCLESP NDB(z,...,zn)

M 'L N = MDB(:::O,...,::,.) Bc'—t"l %t NDB(zo,...,z,.)
The S-reduction is firstly simulated by one (Beta)-reduction followed by a derivation with the rules
of a sub-system called Subst defined below. The research of occurrences concerned with the started
substitution is broken in several steps, each one being the passage through one node of the term
(see example page 12). Note that (FSI) or (SP) steps can be avoided with a good choice of the
strategy. These remarks are the starting point of our study of the sub-systems of CCLOSP.

We now recall the fundamental equational result of P.L. Curien. From the translation M DB(20,.12n)
P.L. Curien defined a translation M¢gr from At into C.C.L. He also designed a translation de-
noted by A from C.C.L. into Acr. As we will not use them, we do not recall these translations
but we give the following result:

Theorem 1.2 Curien Theorem of Equivalencé
Let Aand B € C.C.L, M and N € A ¢. Then:

M =g,sp N = MccL = Neer
A =ccrLpnsp B = Axe = By,
Mccrae =pasp M

AxcecL =ccLpnsp A
In the sequel, we will only work with ground terms: the combinators. So the set of combinators
will still be called C.C.L.

1.4 Sub-systems of CCLHP : weak confluence, termination

The equations of CCIGSP will be always oriented from left to right. We define several interesting
sub-systems of CCIAP in the following:



Definition 1.16 SL = (Ass) + (IdL) + (IdR) + (Fst) + (Snd) +(Dpair) + (DA)
SLB = SL +(Beta) SLoy = SLG + (AD+ (S))

Subst = SL+ (FSI) + (SP) CCIBP = Subst+ (Beta)

With the system KB, developed at LN.R.I.A., which contains an implementation of the Knuth-
Bendix Algczithm {14], we obtain the following results:

Proposition 1.4 Subst , CCLGSP are weakly confluent.
SL, SLB, SLfn , CCLB)SP are not weakly confluent.

In the above presentation, we have noticed that A-calculus substitution may be computed with the
sub-system Subst , so broken in several steps, each of them being the crossing of a node of the
term’s tree. Therefore, we have to ensure that this travel may be done in a non-deterministic way
to obtain the confluence of Subst. As it is weakly confluent, it suffices to prove its termination.
This work was done jointly with A. Laville and published in [10].

Theorem 1.3 Subst is terminating.

We say only a few words about the proof of this result. The presence of the rules (Ass) and (DA)
strongly pertubated all attempts to use standard techniques: polynomial orderings, Recursive Path
Orderings, Recursive Decomposition Orderings ... We analysed the maximal number of applica-
tions of the rule (DA) in any derivation of a given term M. This analysis requires as subroutines
the analysis of the maximal number of A and of <, > in any term N derived from M. The analysis
of the pairs is the most tricky: we computed this number as the length of a list which may be
viewed as the list. of the A-heights of the leaves of the tree associated to the "worst” N. We refer
to [9,10] for further details.

Remark 1.1 In the above presentation, we stated that the sub-system CCLASP can simulate re-
ductions of A ¢ therefore it cannot be terminating.

2 Confluence Properties for subsystems of CCLHP

2.1 Statement of the problems

In the previous section, we showed that the confluent sub-system Subst can manage the substitution
operation and that the S-reduction is calculated with the sub-system CCLASP. This sub-system is
weakly confluent. (A ¢ , BSP ) is not confluent. What about CCL3® ’s confluence ? We will prove
that CCLBSP is not confluent: the Surjective Pairing rule (SP) destroys confluence property.

But, by doing it carefully, we remarked that we get substitution’s simulation without using this
rule (SP) and its degenerated form (FSI). Therefore we remove these two rules from Subst , giving
rise to the system SL (see figure 2).

o o Aanidlan) onla hatornan IMAY and (TADY
5 a CriviCal pail DeIWEeI \iy) ali (uan ).

ritical pair between (FSI) and (Dpair) whose

CT a0 snmd weonalelee cmn o b 2l b AN

V10 LUV wEanly CLUllLuglit. Llle welill ll\.l/}
Its resolution needs the rule (FSI). Now t
resolution needs (SP):

(=N
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[
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@

=
)
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®
e
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(Ass) (zoy)oz = =zo(yoz)

(I1dL) Idoz = z
(IdR) zold = =z
(Fst) Fsto<z,y> = =z
(Snd) Sndo <z,y> = y

(Dpair) <z, y> o0z <roz,yoz>
(DA) A(z)oy = A(zo < yo Fst,Snd >)

Figure 2: The rewriting system SL

Az)old Y Ao < IdoFst,Snd>) ™5 A(zo < Fst,Snd >)

< Fst,Snd > oz (sD Idoz

(D

patr
—

)

< Fst,Snd > oz < Fstoz,Sndoz >

(SL) without (IdR) is weakly confluent but cannot manage the substitution operation. Furthermore
we want to perform the (-reduction. SLB ( SL + (Beta) ) is not weakly confluent. There is one
critical pair between (Beta) and (Ass):

(Appo < A(z),y >)oz—*(zo < z0ld,yoz>); (z0 <z, yoz>)

whose resolution needs (IdR). So we cannot escape this rule (IdR). The only way to get confluence
results for SL and SLA is to restrict the set of terms: we will define a subset D of C.C.L. upon
which SLB is confluent. To obtain these results, we cannot use Newman Lemma: SLA has infinite
derivations. Furthermore the rule (Ass) is essential to manage substitution. It pertubates all
attempts to use a standard technique for confluence. For example there is no way to construct a
parallelisation relation Rp (s.t. which may reduce several redexes already present in a term) which

verifies:
SLB C Rp CSLp*

and which is strongly confluent. The proof of this fact is given in the following remark:

Remark 2.1 Let M, N, P, Q be four constants.
Let X be the term ((M oN)o P)oQ. We have:

X (ﬂ)YE(Mo(NOP))OQ and X(A—”) =(MoN)o(PoQ)



therefore:
X Rp Y and X Rp Z

But Y and Z have only one redex. So the only possibility is:
Y Rp Mo((NoP)oQ)and Z Rp Mo(No(PoQ))
A created redex has to be reduced: Rp cannot be strongly confluent.
So we will build a new method: the Interpretation Method described in the section 2.2 which will
be used to obtain all our confluence results.
2.2 Thev fhferﬁref;fioﬁ Method R
First we recall the definition of an interpretation:

Definition 2.1 Let E and F be two sets. Let £ an application from FE into F. Let R be an
internal relation of E. A &-interpretation of R, £(R), is an internal relation of F' such that the
following diagram holds:

M N
v v
ey ER gy

Our method is based on the following general lemma.

Proposition 2.1 Let R a reduction relation defined on a set E and £ an internal relation of E
such that:

1. £ C R
2. £ is confluent and terminating.

3. There ezists an interpretation of R, E(R), such that:

£(R) C R*

+ 4

confluent on £(X) iff R is confluent on X.

»
“N

1) Let R be a rewriting system defined by the rules 7y,...,7,. The relation £ may be defined by a
sub-system of R or only by certain instances of certain rules ... For example if R contained a rule

10
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Figure 3: Confluence of R
E(R* -
ey gy = e
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\"2 A\

£(P) iy £Q)

Figure 4: Confluence de £(R)
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such (Ass), then this rule would be included in & in order to handle redex creations. Now let X; be
the sub-set of £(E) where £(r;) is defined. Then the £-interpretation of R is defined on N;X; and
is the union of the &-interpretations of the (r;). Furthermore if r; C £ then &(r;) is the identity.

2) Now the construction of £(R) is done in three stages as follows (see figure 5):

Let M be a term having a r-redex A at the occurrence u and let B be the reduct of A4:
Mu«—A] - Mu«— B

On one hand interpret the context: let  be an inert constant ( a hole), let C be the context
M{u — Q). The interpretation of C is C' = £(C). Q may appear at several occurrences of C’. On
the other hand interpret the redex and its reduct. £(A) and £(B) are called the “fragments”. Now,
stick up £(A) at any occurrence of  in C'. We do not get £(M): this sticking may create new
£-redexes. We have to reduce them in order to get £(M). £(N) is obtained in the same way. This
interpretation is well-chosen if, despite the redex creations, the interpretation of r is well-defined.

If R is not weakly confluent and if however the rules verifying r; £ have only critical pairs
with the rules verifying r; C £ then, by taking their £-normal form, some instances of such critical
pairs may disappear. So the interpretation is letting out the ”essential” instances of these critical
pairs. Now either we add the relation obtained by superposition of these "essential” instances
or we restrict the set of terms: we only accept the terms which cannot create such ”essential”
instances. The construction of the subset D in the section 2.3 gives an example of this last choice.
Furthermore, all the confluence results of this paper are obtained with this interpretation method.
In [9], another application of this method may be found. It proves that the system obtained by
removing from SLJ3 the rule (DA) and adding a rule called (Beta’) in [6] is confluent upon the whole
set of terms of C.C.L. This sub-system can simulate the so-called “weak” S-reduction.

2.3 The sub-system SL is confluent on the subset D

Ac woe sal 3d in tha cnrtinn 9 CF santainc eritiea]l nair ‘\nfnvnnn (TARY and AY and CT wit

4 a0 Y w uuuu ALL \l‘-‘.\o oLvLuvivil o 44 LULI\J“I‘LKO ul \4“‘)‘\4‘“‘ ull AR LA S ¥ Y FSS ¥ vdil D‘L il a4 "LULLout
[ 14 \ L) ddila g ] v
(IdR) cannot manage the substitution operation (see the following examples 1 and 2). Instead of
simply deleting (IdR) from (SL), we will replace this rule by its two following instances:
SiD
Fstold ™2 Fst  Sndo1d €2 gnd

It is easy to see that these instances are sufficient to simulate the A-calculus substitution (see again
Examples 1 and 2). The so-obtained system is called £ (see figure 6).

Remark 2.2 The following rule can remove the critical pair between (IdR) and (DA) too:
A(z) — A(z o < Fst,Snd >)
but only with this orientation. So it has no operational sense !

Example 1
Let M be the term: M = Appo < A(< A(< Sndo Fst,Snd >),Snd o Fst >),Snd >

Ramnrlr that. le—{\n Y s m N vy Y o
AVLLILQA AN VIlChUe UYL \ Yo \ N N Yy Ay~ 7~ ”/UU{Z}

The substitution is launched by applying the rule (Beta) at the occurrence e:
M — (Beta) < A(< SpdoFst,Snd >),Sndo Fst > o < Id,Snd >= M’

12



Redex Reduct

Context interpretation

.

Redex creations
indicated by o

—
Reduct interpretation

T Redex

erpretatlon

Figure 5: Sticking fragments in a context

The following term is a reduct of M’:
< A(< Sndo Fst,Snd > o << IdoFst,Sndo Fst >,Snd >),SndoId >

(use rules (Dpair), (DA), (Ass), (Fst) and (Dpair) ). We only need the rule (SiD) to obtain the
normal form of M’. Now look at the following term:

(< A(< Sndo Fst,Snd >),Sndo Fst >)oId
Here is one of its reducts:
< A(< Sndo Fst,Snd > o < Ido Fst,Snd >),Sndo (Fsto Id) >

Now with (Dpair), (IdL), (Fst) and (Snd), the sub-terms “under” A are reduced in normal form:
the (IdR)-redex is changed in a (FSI)-redex by an application of the (DA)-rule and then may
disappear by applications of (Fst) or (Snd) rules. We need the rule (FiD) in order to reduce the
term Snd o (Fst o Id).

Example 2 _
Let N = A(App). Note that N is not a DB-translation of a A-term. N oId has two reducts, itself

and A(Appo < Ido Fst,Snd >) whose (SL)-nomal form is: A(Appo < Fst,Sad >). Here we have
an “essential” critical pair: to solve it, we have to add either the (FSI)-rule or the following rule:

Appo < Fst,Snd > — App

13



e ——
———

(Ass) (zoy)oz — zo(yoz)
(IdL) Idoz — =

(Fst) Fsto<z,y> — =z

(Snd) Sndo<z,y> — ¥y

(Dpair) <T,y>0z — < Z0Z,y0z >

(DA) A(z)oy — A(zo < yoFst, Snd >)
(FiD) Fstold — Fst
(SiD) Sndold — Sud

Figure 6: The system &

which leads to a non-linear rule too.

Now £ is shown weakly confluent with the system KB [14] and as a sub-system of Subst, it is
terminating. So it can be used to define an interpretation: the interpretation of a term M will be
the £-normal form of M denoted by £(M).

However we want to run S-reduction. So we have to examine the critical pairs between £ and
(Beta). There is only one, between (Beta) and (Ass), which is:

(&(z01d), &(2))

The rules (FiD) and (SiD) are not sufficient to solve on C.C.L. any instance of this critical pair.
By an examination of the £-interpretation of (IdR) upon C.C.L, we will define D, the subset of
“well-formed terms”: any instance of this critical pair in D is solved with £.

A-Construction of D

Theorem 2.1 The system £ (figure 6) is confluent.

Notations

Let M be a term of C.C.L. £(M) is the £-normal form of M.

M (u) denotes the symbol of M at the occurrence u. m, n, a, 7 often denote sub-words of occur-
rences. Let u be an occurrence in a term M of C.C.L. The father of u is the greater strict prefix of
u.

First we describe £-normal forms in order to construct the interpretations of different rewriting
relations.

Proposition 2.2 Let M be a term in £-normal form different from a constant. Then any sub-term
of M has one of the following forms where h; denotes App or Fst or Snd (or Q the "hole”):

14
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Fst 7 | Fst \
chain 0 / Anchor
e s\ / of the leaf
" |
Figure 7: A term in £-normal .f01-'m
1 hio(...(hn-10(hnoA(4))...) i A(A4)
" | hio(...(hn-10 (hno(Appo < A, B >)...) ; <A,B>

where A and B are terms in £-normal form.

2. kyo(...(kn-10ky)...) such that any k; is a constant. Moreover:
(Vi<n), ki #Id and (kn=1Id) => ko1 = App (or Q)

Proof

Look at the left members of the rules: the top-symbols are only “o0”. Let u be a given occurrence
in a term M in £-normal form. If M(u) is A or <, >, then M|,; must be in £-normal form, where
1=0,1,2. If M(u) = “0”, then the left son must be a constant different from Id. Moreover, if the
right son is a pair or the constant Id, then the left son cannot be a projection. m

Definition 2.2 A sub-term of a term in £-normal form built only with compositions and constants,
whose father occurrence is A or <, >, is called a leaf. This A or this <, > is said to be the anchor
of the leaf.

So, if a term is represented by a tree with its root as the upper point, its leaves are the maximal
sub-terms under the lowest symbols A or < , >. Note that the constants k; of the proposition
2.2 (part 1) are not leaves: such a sequence of constants h; is called a chain. The extremity of
this chain is the symbol A or <, > appearing in part 1 of proposition 2.2. All these notations are
presented in figure 7.

The leaves of a term will play an essential role: they are the subterms to be examined in order
to know if the given term may lead to essential critical pairs, when composed with Id on the right.

Definition 2.3 The height of a leaf at occurrence u in a term M (in £-normal form) is the number
of A whose occurrences are prefixes of u. It is denoted by (|u|, M) or simply |u| if no ambiguity.

15



et

Notations

We recall Curien’s notation [6]:

PO(M) = M. P(M) denotes the term < Mo Fst, Snd >.
P™(M) denotes the term P(P™~1(M)) for m > 0.

The following proposition explains how to compute £(A o B) out of £( A) and £( B).
Proposition 2.3 Let A and B be two terms in C.C.L.. Then:

E(Ao B) = E£(A) [us — E(Fi 0o PI%I(B)) ]

where the u; are the leaves’occurrences of E(A). F; denotes the leaf of £(A) at the occurrence u;.
The heights |u;| are measured in E(A).

Proof
We first prove the following:

(Ao B) —* £(A)[ui— E(Fio PI(B)) =Y

by an easy calculation, which can be simulated by waving hands noticing that crossing pairings
is mere distribution while crossing A increases the P counter. Now we prove that Y is indeed a
&-normal form: any leaf’s anchor is a symbol A or a pairing so it prevents any redex creation above
it. m

So we obtain the following result:
Corollary 2.1 Let M = Aold. Then:
E(M) = E(A) [wi — E(Fio Pl(1d)) ]
where {u;} = U denotes the S.D.O. of the leaves of E(A).
The possible critical pair (A o Id,A) gives rise to a family of possible essential critical pairs:
(E(Fio Pl(1d)) , Fi)

A leaf creates an essential critical pair if there exists m > 0 such that
E( F o P™(Id)) is different from F.

To get rid of these essential critical pairs by adding rules, we should include rules of the form:
Appo P™(< Fst, Snd >) — App

in the £-interpretation of (IdR). Remark that P(Id) =< Fst, Snd > ! This interpretation must be
included in (SL)*. So we should add these rules to (SL) and then, because of (Ass) and (Dpair),
either the infinite family of rules:

Appo(P™(< Fst, Snd >)oz) — Appoz

or the (SP)-rule would be needed. We want to avoid this. Therefore the only solution is to forbid
creations of such essential critical pairs by restricting the set of terms. In Examples 1 and 2 page
12, we have noticed that leaves such that Snd o Fst™ should not lead to essential critical pairs unlike
the leaves Id or App. We define in the following the notion of well-formed leaf: such a leaf should
not create essential critical pairs.

16



Definition 2.4 A leaf F is said well-formed if:
F=kyo(...(kpo(Sndo Fst™)...)

where p> 0, n > 0 and the k; may be Fst, Snd or App. The “extremity” Sndo Fst™ is denoted by
nl.

Remark 2.3 An ill-formed leaf may have only the following forms:
Id; App; kyo(...(knoApp)...); Fst™ ; kyo(...k »0(Appo X) where X = Id or Fst"
where the constants k; may be Fst , App or Snd.

Remark 2.4 f F = kyo(...(kn-10ky,)...)is a leaf, if M is a term of C.C.L., then, by repetitive
use of (Ass), we get:
E(FoM)=E(kyo(...(knoM)...))

The following proposition asserts that a well-formed leaf does not create an essential critical
pair. 4

Proposition 2.4
1- If F is a well-formed leaf, then:

VYm2>0, F=EFoP™(Id))
2- Conversely if there exists mg € N such that for all m > mo, the leaf F verifies:
. E(FoPm(Id)) = F

Then, F is well-formed.
8- Let F be a leaf. If exists m € N such that E(F o P™(Id)) = X has only well-formed leaves then
F is also a well-formed leaf and X = F.

Proof
1- Easy calculation noticing that: if A is £(Fst™o P™(< Fst, Snd >)), then:

n<m : A=< -.-< Fst™! SndoFst™ > ..- > SndoFst™ >

n>m : A=EFst" ™o < Fst™! Sndo Fst™ >) = Fst®

Now we have only to reduce the possible (Snd)-redex.

2,3— Suppose F be ill-formed and compute the left members of the equations. They cannot verify
the hypothesis. m

Now we can describe D this subset of C.C.L. is such that no term of D can create essential
critical pairs.

Definition 2.5 A term M of C.C.L. belongs to D iff any leaf of £(M) is well-formed.

17



Remark 2.5 Let M a term in D in &-normal form such that: M = C[u; «— F;] where the F; are
some leaves of M. Let M; be some terms of D in £-normal form. Then:
C[u; «— M;] € D and this term is in £-normal form.

Remark 2.6 Let M be a term of D. In general, subterms of M are not in D.
D is not stable by the subterm operation.

This lack represents the most important difficulty of our study.
Now we extend to a given term of D the precedent results for leaves.
Proposition 2.5 Any term M of D verifies:
Vm >0, E(M)=E(MoP™(Id ))
Conversely, if there ezists mg > 0 such that, for any m > mg, M verifies:
EM)=EMoP™(1d)) then M € D

Proof
With the notations and the conclusion of proposition 2.3, we have:

£(M o P™(Id) ) = E(M)[ui — E(Fi 0 P (1d)]
where F; is a leaf of A thus well-formed. With lemma 2.4, we have:
E(FioPWiltm(Id )) = F,
Conversely, with proposition 2.3, we have:
E(M oP™(Id ) = E(M)[u; — E(F; o P™HU(1d ))]

So any leaf F of £(M) verifies:
F = E(FoP™Huil(1d ))

* By lemma 2.4, F is well-formed. m

Proposition 2.6 Let M be a term of C.C.L. If exists m > 0 such that:

VI v

E(MoP™(id )) € D then

i€eD

Thus, if an (IdR)-redex belongs to D, its reduction does not create essential critical pairs and
its reduct also belongs to D. Now we have to extend this result to a term M of D being a context
of an (12 radaer LA~ T, AL . Aa Tl colinmn o Ao T iz nat atahla he tha aishtnanm

Vi1 @il \Lu.lb} 1CUCA \ﬂulu} ivL — \./lu P_"'I.UJ.I.IJ WLEIE U 1— €. AS L/ 1S NiOL Svaoue UJ vi€ SUuoLeri

operation, there is no reason for (Ao Id) to belong to D: look at the following examples

Sndo < A(App)old, Fst > D (A(App)old)oSnd € D
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We have to study the £-normal forms of M and of its reduct. To prove our result, we shall use
the Interpretation Method. When M is derived to £(M), this occurrence u may be duplicated,
erased ... These transformations of u will become precise with proposition 2.7 on derivations of
contexts. Moreover, as explained in the section 2.1, sticking the fragments £(Ao Id) and £(A4) in
the £-normal forms of the contexts may create new redexes. Proposition 2.8 will give an analysis
_ of these creations.

Interpretation of the contexts

We have to explain how a context is modified when it is derived to its £-normal form and
to analyse the splitting of the occurrences of the hole Q during this derivation. This is done
by an examination of the residuals of certain sub-sets of occurrences, called S.D.O., by iterated
applications of the (SL)-rules.

Definition 2.6 U is a set of strictly disjoint occurrences ( in brief a $.D.0. ) in a term M if:
Vu,veU ,(u#v = Im,(uv=mln and v=m2pand M(m) =<, >))

the pairing at the occurrence m is said to be the separating pairing of u and v.

Let U = {ui}icq1,n) be a $.D.0. For all ¢ and j € [1,n], p;; is the occurrence of the separating
pairing of u; and u;. For all : € [1,n], {p;;} jelLn] is a set of occurrences completely ordered by
prefix ordering. Let p; = sup;(pi;). The pairing at the occurrence p; is said the buffer pairing of
u;. pil or p;2 is a prefix of u;. This occurrence is said the buffer occurrence of u; ( or occasionally
the buffer of ;).

If the term is represented by a tree, the buffer pairing of u; is the lowest pairing among the separating
pairings of u; and other occurrences u;, the buffer occurrence of u; is the occurrence of the buffer
pairing’ s son which contains u; (see figure 8). Note that the set of the buffer occurrences of a
S.D.O. is still a S.D.O.

Example: Let M be a term in £-normal form. Then the set of the occurrences of its leaves is
a §$.D.0O. Furthermore, if its anchor is a pamng, the occurrence of a given leaf is its own buffer
occurrence.

Remark 2.7 Let U be a S.D.O. in a term M. Suppose that the sub-term of M at the occurrence
a is Ao B. Suppose that there exists one occurrence u of U which is @18, then no occurrence of
U can be 027.

Proposition 2.7 Let C be a context of a S.D.O. U = {"t}:ell p] Suppose that the u; are marked
with “ inert constants” Q;. Let:

Po=Clui « ], V¢E[1,p]

For all n € N, let P, be such that: :
Py (SL)" - P,

If Q; is a sub-term of Pp, let {ui;} ;e k; . be the set of the occurrences of this constant in Py:
P, =C, [uij — Q:]

U {wi}

i€(1,p)

Let:

Then, Un is @ S.D.O.
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Proof

By induction on n. We examine all the possible positions of the occurrence of a given redex in P,.
We observe that the only duplicating rule is (Dpair) and that after one application of this rule the
common ancestor of the duplicated residuals is a pairing node. For more details, see 9] m

Remark 2.8 Let V = {v;} be a S.D.O. in a term M. Let p; be the father of v;.

u; = If (M(p;) = o and u; = p;1) then p; else u;

Then, U = {u;} is still a S.D.O.

Sticking the fragments

Now we have a first piece of information: an occurrence of a constant Q in a context in £-normal
form may only be (see figure 9):

1. a son of a A or a pairing <, >. Sticking a fragment in such an occurrence cannot create a
redex.

2. the right son of a composition. Then, the context has a leaf such that k, = Q and the other
constants in this leaf are different from Q. Sticking the fragment may create some redexes but
these creations cannot get further the anchor of this leaf. Moreover all the created redexes
have a constant as left son.
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3. the left son of a composition. 2 is a part of a chain or a part of a leaf: in the context, with
the notations of lemma 2.2, there is one constant h; or one constant k; (and only one ) such
that ¢ # n which is equal to Q. A redex, defined by the top-symbol of the fragment, will be
created when the fragment is sticking. Its reduction can create other redexes on one hand
inside this fragment on the other hand in prefix occurrences as in the precedent case.

The following proposition gives all the informations about the redex creations..
Proposition 2.8 Let R be a fragment. Let M = C{u «— R). Let P = C[u «— Q]. Then:

1. There ezists a context C' and terms Q; in £-normal form such that:
E(P)=C'luje—Q ; v; «—Qo0Q;]
such that {u;} U {v;} is a S.D.O. Moreover no occurrences u; are left sons of a composition.

2. Let My be C'lu; — R ; v; «— RoQ;]. Redez creations may occur in the sub-terms Ro Q;.
Moreover there may be redez creations in prefiz occurrences of u; and v; but only if the symbol
at their father occurrence is a composition and these last redezes can only be (Fst), (Snd),
(FiD) or (SiD) redezes.

3. Let p; be the buffer occurrences of u; and p; the ones of v;. Cp denotes the context of these
buffer occurrences in E(P). Then:

E(M) = Cylpi — g(Plp.'[Q — R]);PJ’. — g(Plp,'[Q — RoQ;])]
i.e no creations can appear “ above” the buffer occurrences of the S.D.O.

Proof

1- use remark 2.8. ‘

2- Let g; be the father of u;. If C’(g;) is not a composition, then there is no creation of redex in a
prefix occurrence of g; since the context C’ is in £-normal form. Else, u; = ¢;2. So the only creations
are (Fst), (Snd) -redexes if the top-symbol of the fragment is a pairing and (FiD), (SiD)-redexes if
the fragment is Id.

Sticking a fragment at occurrences v; creates a £-redex, defined by the top-symbol of this fragment.
The reduction of this redex may create other redexes inside the fragment. There may be also redex
creations in a prefix occurrence of v; but only of (Fst), (Snd), (FiD) or (SiD)-redexes.

3- By definition, the father of a buffer occurrence is a pair belonging to the context C’ in £ -normal
form so prevents any redex creation “above” itself. =

Remark 2.9 Let M = C[u«— R]. Let P = C[u — ]. From any derivation from P to £(P), one
gets a derivation from M to M; = £(P)[! —— R]. '

B- SL is confluent upon D
Now we are able to construct the £-interpretation of the (IdR)-rule on D expecting that the
critical pairs between (DA) and (IdR) should disappear.

Proposition 2.9 Let M € D containing a (IdR)-redez at the occurrence u:
M =Clu—Aold]. Let N = C[u « A}
Then, E(M)=E(N)and N €D

Moreover the E-interpretation of (IdR) on D is the Identity function.

22



Proof
First we make the fragments appear:
Let My = Clu——&(AoId)] and Ny = Clu «— E(A)].
Next we interpret the context. Let P be the context of A in M: P = C[u — Q]. By proposition
2.8, we know that:
E(P) =C'u; e—No0Q;; vj«—N)

where V = {u;} U{v;} is a S.D.0. Now we stick up the fragments at the occurrences of 2 in £(P).
Using the remark 2.9, we can build, from a derivation from P to £(P), one derivation from M to
M; and one another from N to Ny where:

Mg = C"[u,- e (5(.40 Id)OQ;) y YUy 4-—8(.4 oId)]

No = C'[u; — E(A)0Q; ; v; — E(A)]

We have to reduce all the created £-redexes. We begin by the ones at the occurrences u; getting
the terms M3 and N3. Remark that:

E(E(AoId)oQ;) = E(Ao(IdoQ;)) = E(A0Q;) = E(E(A)0Q;)
Therefore M3 and N3 may only differ by their subterms at their occurrences v;:
M3 = C"[’UJ' — E(A OId)]

N3 = C"[v; — £(4)]

Let g; be the father of v;.

If £(P)(g;) =<, > or A, then, with proposition 2.8, we can put £(A)oId in £-normal form without
creating redexes in a prefix occurrence of v;. Therefore £(A o Id) is effectively the sub-term of £(M)
at the occurrence v;. So its leaves are well-formed. Now:

£(Aold) = E(E(A)oId)

With proposition 2.6 we conclude that the leaves of £( A) also are well-formed and that £(Ao Id) =
E(A). A

" I £(P)(gj) = o, then v; is the right son of a composition. So it is the maximal occurrence of a
leaf. Let z; be the occurrence of this leaf:

E(P)le; = k1o (k20 (... (kno ©))...)

Sticking £(A o Id) in place of Q cannot create redexes at a prefix occurrence of z; because of the
leaf’s anchor. Therefore, by hypothesis:

E(E(P)lzj[vje—E(AcId)])=Y €D
Now since £(P)|z; is a leaf, we lift the (IdR)-redex up to z; by repetitive use of (Ass):

Y = £(E(kyo(kao(...(kno £(4))....)) 0 Id)
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—>F (M)
Figure 10: Confluence of (SL) upon D
that is:

Y = E(E(E(P)lz; [v; —E(A)]) o Id)

With the proposition 2.6, we conclude that term £(E(P)lz; [v;«— E(A)]) is in D and is equal to
Y. So we have:

E(M) =E(N)
and N belongsto D. m
Now we obtain the confluence of (SL) by the aim of the figure 10.

Theorem 2.2 The rewriting system (SL) is confluent on D.
VM eD, SL(M)=EM)
Notations
If M € D, then SL(M) denotes the SL-normal form of M.
SD = {SL(M)| M € D}

Now there is a simple way to go from C.C.L. into D:
‘Proposition 2.10 Let M € C.C.L. Then, M o Snd € D.

Proof ,
Use proposition 2.3 and remark that for any leaf F and for any m > 0, the term F o P™(Snd)

belongs to D. m
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2.4 The sub-system SLJ is confluent on the subset D

As (SL) is confluent upon D we can manage the substitution in D but we want to run also
the G-reduction in D. We have already made a step by allowing the (IdR)-rule on D: the critical
pair between (Ass) and (Beta) is solved on D as the one between (DA) et (IdR). So we only have
to prove the confluence of SLB on D.

It seems that SLS is only a straightforward translation of the relation B of A-calculus. So we
should expect that classical methods of A-calculus are able to get confluence of SLB. But as will
become precise later the B-reduction corresponds only to the choice of one strategy of SLG . SLS
is not terminating. Nevertheless some methods of )-calculus use strong normalisation of labelled
terms. To find such a labelling for C.C.L. terms could be a complicate task: with such a method
we should obtain the termination of Subst and probably the termination of SLB with types. But
our examples showing the difficulties for the termination of Subst can be typed (see [10]). Another
method for A-calculus is the Axiomatic Method of Tait and Martin-L&f: the relation defined by
the reduction of some redexes using an innermost strategy is shown to be strongly confluent. But
(Ass) is a rule of SLB. As we saw in the section 2, there exists no parallelisation of SLB3 which
is strongly confluent and the same example shows that a relation based on an innermost strategy
cannot be strongly confluent.

Therefore we shall construct the £-interpretation of SLS. It will be the relation (SimpB)*. Since
we know that: SL3 is confluent on D iff (Simg) is confluent on SD (proposition 2.1 of the section
2.2), we only have to get the confluence of (Simg) to obtain the result for SLB. This is an easier
problem: terms in SD are “regularised” terms, whose shapes are very closed to those of A ¢-
terms because their leaves are well-formed: proving the confluence of (Simp) can be made with an

axiomatic method, inspired by the one of Tait and Martin-L5f.

A - The interpretation of SLS

First we have to prove that (Beta) is internal to D and then to build its interpretation.
Definition 2.7 (Simp) is defined on SD by:
M (Simp) N If M— (Beta)N1  and N = SL(N,;)

Therefore an application of (Simf) consists of: firstly to perform a (Beta)-reduction secondly to
carry out the so launched substitution. If the (Beta)-reduction is internal to D, then (Simp) will
be well-defined.

Proposition 2.11 Let M € D, containing a (Beta)-redez at the occurrence u:
M = Clu+«— Appo < A(A), B >]

then :
N=Clu— Ao <Id,B>]eD

Moreover:

SL(M) (SimB)* SL(N)
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Proof
Let P = Clu «— Q] be the context of this (Beta)-redex in M. With proposition 2.8, we get:

E(P) = C'lui — Q0 Q; ; v; +—Q)
Now, by deriving M and N the fragments appear:
My = Clu — E(Appo < A(4), B >)]
Ny =Clu—E&(Ao <Id, B >)]

From a derivation from P to £(P), with proposition 2.8, one gets a derivation from M; to M, and
one another from Nj to Ns: ‘ ‘

M; =C'lu; «—&(Appo < A(A),B >)oQ;
vj «—E&(Appo < A(A), B >)]

Ny =Cu; «— (Ao < Id,B>)00;
- v; «—¢&(Ao < Id,B >)]

As the patterns Appo <, > prevent any redex creation in a prefix occurrence of u; or vj, the
following term is the SL-normal form of M:

SL(M) =C'lu; «— Appo < A(E(A40P(Qs))), E(Bo Qi) >
v; +«—Appo < A(E(A)), &(B) >]

Now we construct the £-normal form of N and first, the following reduct of N:

Ng =Cu; «—&(Ao <Qi, BoQ;>)
v; «—&(Ao <Id, B >)]

Then by proposition 2.8, if the symbol at the father occurrence of u; Of ¥; is a composition, N3
contains possible (Fst), (Snd), (FiD) or (SiD)-redexes but only “under” the buffer occurrences of
u; and v;. In order to study these creations, we make these buffer occurrences appear with the
following notations:

ifk € [1,n + p] then:

ar, = if k<n then up else v_,
wi = the buffer occurrence of ay

Ar = if k<n then SL{AoP(Qk)) else SL{A)
B, = if k<n then SL(BoQy) else SL(B)
Qr = if k<n then SL(Qx) else Id
Te = SL(P)|w,

With these notations, we have:
SL(M) = C'law «— Appo < A(A), By >]

and:
N3 = C'log «~E(Ao < Qk, B >) ]
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As M € D, we have:
Vk € [l,n+p], Ax € SD By € SD

With parts 2 and 3 of following lemma 2.2, we get:
Vke[l,n+p], E(Ao < Qi, By >) €SD
Now we use proposition 2.8 to study redex creations. Let g; be the father occurrence of aj.
1. &(P)(qx) is <, > or A: then we replace by and element of SD therefore:
o TR <—-£(Ao': -{'Qk,Bk >)]) € SD

2. £(P)(qx) = o. Then ay is the maximal occurrence of a leaf F. Let zix be the occurrence of
F. We have: wi < 7 < ¢ < a. Let F be:

F =Tz =c10(c20(...(cn0of)...)
With lemma 2.1, we obtain that: |
E(cio(czo(...(cnoE(Ao < Qk, Bx>)...))€SD

As the anchor of F' prevents any creation of redexes in a prefix occurrence of zx, we obtain
the following:
E(T[Q —E(Ao < Qk, Bk >)] ) € SD

since, by the buffer’s definition, there exists one and only one occurrence of £ in T.

Furthermore:
E(N) = C'lwy — E(Tk[2—E(Ae < Q,Bx >)]) ]
So we may conclude:

£(N) € SD

Now we have to build the interpretation of SLB. In SL(M), the fragment coming from the
(Beta)-redex may be modified, duplicated but the occurrences of such modifications are “well
separated” since they are strictly disjoint. Furthermore these modifications still are (Beta)-redexes:

we have
SL(M) = C'{wy — Ti[Q@ —— Appo < A(Ax), Br >]]

Now, since N € D, we have:
SL(N) = C'[wg «— SL(T[Q —— Ao < Qk, B >])]

The interpretation of (Beta) is obtained by successively applying the relation (Simp) at each
occurence ax. Let My for k € [0,n + p] be the term:

M, = SL(M) Mi-:  (SimB) Mg
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the kth application of (SimB) beingintended to reduce the (Beta)-redex at occurrence ay, so that:

My =C'lwy, «— SL(T,[Q— Ay0 <Id,B,>])
w, «— T, [Q—— Appo < A(A,), B, >]]

where s € [1,k]. we prove that My isin SD in the same way as we proved that N € D. Remark that
SL(As0 < Id,Bs >) = SL(Ao < Qs, B, >) by the part 3 of the following lemma 2.2. Furthermore:

Mnyp = C'lwg e SL(Ti[Q «— SL(Ax o < Id, By >)])]

Therefore:
Mnip = SL(N) and SL(M) (SimB)™*” SL(N) - N

Remark 2.10 This proposition becomes false if one uses the relation Subst instead of the relation
SL as seen with the following example. Let P be a (Beta)-redex in Subst-normal form and Q its
reduct. Let M = < Fsto P,Sndo P >.

N is obtained by reducing the (Beta)-redex P in the left son of M.

Subst(M) = P Subst(N) =< Subst(FstoQ),Sndo P >
We do not have the following: Subst(M) (SimgB)" Subst(N).

Here are the needed lemmas by the previous theorem:

Lemma 2.1 If M € D, then M o P™(Fst™) € D, for all m,n > 0.
If F is a leaf, If M € D, then FoM € D.

Proof
Using the proposition 2.3, we have:

E(M o P™(Fst™)) = SL(M)[u; — F; o PIUil+m(Fsth)]
The result follows, by an easy calculation, noticing that F; is a well-formed leaf.
Lemma 2.2 1. If F is a well-formed leaf, if m > 0, then :
fBeD ,then FoP™<Id,B>)€eD
2. Let A and B € D. then, for all m > 0:
X=AoP™<Id,B>)eD
3. let A, B, Q be terms in C.C.L. If:
(AoP(Q)) €D; (BoQ)€ED

then :

v s S D
4 Y g &

=A0<Q,B PgS

Furthermore:

EY)=E((AoP(Q))o < Id,BoQ >)
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Proof
1. Easy calculation using the following result. Let F = K o(Sndo Fst™). We get :
SL(FoP™(< Id, B >)) =

N e If n < m, then K o(Sndo Fst™)
o If n> m, then K o(Sndo Fst™1)
o If n = m, then SL(K o (BoFst™)) .

As Bo Fst™ € D ( lemma 2.1 ) we get SL(K o (B o Fst™)) € D.
2. By lemma 2.5, part 1 of this lemma and the following equality:
£(X) = E(A)[u; — E(Fio PHF™(< Id, B >))]
3. With the second part of this lemma, we get:
X =(AoP(Q))o <Id,BoQ >€D
Now the following term Y is a £-reduct of X:
Y=A0 <Qold,Bo@ >
Here is the crucial point: Y contains a (IdR)-redex. Using proposition 2.9, we get:
Ao <Q,Bo@Q>€D |
We conclude with the following theorems:
Theorém 2.3 Let N € D.
IfN SLB* P ,then SL(N) (SimB)" SL(P)

Proof
By the following diagram:

M S oy B p
(sLy* (SLy*
v \" v
syM) = SLN) T syp)

Theorem 2.4 SL{ is confluent on D.
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SLB*

M — N
N . *
sy S gr oy
SLG*
A\ v v
(5B s1()

P — SLP)

Figure 11: Confluence of SLA

Proof
The interpretation (Simg) on SD of SLB will be proved confluent below. We can conclude with
-the diagram 11 =

B-Confluence of (Simp)
We define the relation B as an iteration of (Simf) based on an innermost strategy:

Definition 2.8 B is defined on SD by induction as follows:

(1) M B M
IfM; B N;, then:
(21) <My,M;> B < Np,N;>
(22) AppoM B AppoN
(23) FstoM B SL(FstoN)
(24) SndoM B SL(SndoN)
(25) A(M) B A(N)
(3) Appo < A(M7),M;> B SL(Nio < Id,N; >)

Proposition 2.12 B is internal to D and verifies:
(Simp)C B C(Simp)"

Proof
by first giving an axiomatic version of the definition of (Simg) and then by induction on the length
of the proof treeof (M B N). m

Theorem 2.5 B is strongly confluent.

Proof

Let M B Q and M B P. We search N such that @ B N and P B N. The proof is made by
induction on the length of the proof tree of M B @, for all P. This proof needs the two following
lemmas.
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Lemma 2.3 IfM B N, then, for allm > 0, for alln > 0, one has:
SL(M o P™(Fst™)) B  SL(N o P™(Fst™))

The second lemma is called Substitution lemma by reference to the substitution lemma of
A-calculus.

Lemma 2.4 Substitution Lemma of SLS
IfM B N,ifP B Q then, for any m, we have:

SL(MoP™< Id,P>)) B SL(NoP™(<Id,Q >))

The proofs of these lemmas ‘are made by induction on the léngth of the proof treeof (M B N ),
for all P, Q and any proof tree of ( P B Q) , for all m. For more details, see [9]. m

Using proposition 2.12 and theorem 2.5, we get:
Theorem 2.6 (Simpf) is confluent on D.

2.5 The sub-system SLfAn is confluent on the subset D
The following rules (AI) and (SA) are now added to SLg:

(AI) A(App) — Id
(SA) A(Appo < zoFst,Snd>) —— =z
The system so obtained is called SIfy .

As we recalled in the section 1.3 , P.L. Curien showed that the theories CCL3SP ( that is SLAn
+(SP) ) and P are equationally equivalent. This result needs the rules (AI) and (SA) which in
a certain sense (see below) have to do with the n-rule. Moreover in typed C.C.L., these rules assert
the uniqueness of the exponentiation in Cartesian Closed Categories.

The system CCLASP is not weakly confluent. Therefore we only examine the £-interpretation of
the rewriting relation associated with (AI) and (SA) on the subset D of C.C.L. It is called (Simn).
The relation (Simn) U (Simf) will be proved confluent on SD and so is the system SLf on D.

A-Interpretation of (AI) and (SA)

We replace the expression "the leaf F at the occurrence u” by (F;u).

Definition 2.9 A leaf (F;u)in a term M in SL-normal form, is said to be n-accessible in M if, n!
being its extremity, n = (Ju|,M). If n > (Ju|, M), F is said free in M.

The leaf F! is obtained by replacing F’s extremity n! by (n — 1)!. The leaf F is said to be
decremented. This operation can be performed only if n > 1.

Example
In the term A(Snd), the height of the leaf Snd is 1. It is not accessible. let N be the term:

N = A(A(< Sndo Fst?, Snd o Fst® >))

The leaf Snd o Fst? is n-accessible ; the leaf Snd o Fst3 is free and is not n-accessible.
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Definition 2.10 A term M of SD verifies the condition C(n) if it has no n-accessible leaves.
The term M! is obtained from M by decrementing all the free leaves of M.

Remark 2.11 Let M be a term of SD verifying the condition C(n). Then the extremities n! of
the free leaves of M verify n > 1 so the term M! is well-defined as we have:

1. n > (Ju|, M) since F' is free in M.
2. n # (Ju|, M) since F' is not n-accessible.

son > (|ul, M) >0 and then n > 1.

The follb'v.ving relation called (SAsp) .jus"t-ilﬁés‘ thjﬂs'{ei'fninol‘ogyh: the condition C (n) is the equiv-
alent of the condition z ¢ FV(M) for the n-rule of X-calculus.

Definition 2.11 The relation (SAsp) is the compatible closure of the relation (still called (SAsp))
defined on SD as follows:

If M verifies the condition C(7) then:

A(Appo < M,Snd >) (SAsp) M!

If (M (SAsp) N) , then M is said to contain a SAgp-reder and N is said to be its reduct. In
general N is not an element of SD. We will prove that it belongs to D. The relation performing
first the reduction of a SAsp-redex then putting the reduct in £- normal form is called (Simn) and
is defined as follows:

Definition 2.12 The relation (Simn) is defined on SD as follows:

i
M ( ﬂ’l) N if there exists N; €C.C.L. such that:

M P N ad N=gW)

(St¢mn) will be shown to be the interpretation of the rewriting relation -defined by the rules (Al)
and (SA) on D. The following lemma gives the key point of the following proofs.

Lemma 2.5 If M oFst € D, then M € D. Furthermore, SL(M o Fst) verifies the condition C (7).

Proof
Suppose M in £-normal form . With the proposition 2.3, we have:

SL(M o Fst) = M[u; — SL(F; o PU=IM)(Fst))]

where the (Fj;u;) are the leaves of M.

It suffices to prove that, if the leaf F; is ill-formed, then the leaves of the term SL(F; o P{I%IM)( Fst))
are also ill-formed. This is done by a simple caiculation.

Now let n! be the extremity of the leaf (F;u) in M. The extremity of the corresponding leaf in
SL(M o Fst) is:
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1. if n < (|u], M) then:
SL(F o PUebM)(Fst)) = n!

2. If n > (Ju|, M) then:
' SL(F o PUM (Fst)) = n 4 1!

In this case F is free in M.
“As (Ju|, M) = (Ju], SL(M o Fst)), no leaf of SL(M o Fst) can be n-accessible. m

Proposition 2.13 Let M be a term of D containing a (Al)-redez. or a (SA)-redex. Let N be its
reduct: : :
M = C[lu—A(App)] N = Clu—1Id]

or
M = C[u— A(Appo < Ao Fst,Snd >)] N = Clu— A]

Then N is a term of D. Moreover:

sty S ooy

Proof
We begin with the (AI)-redex. Let P = Clu «— Q] . Then,

Q = SL(P)=C'lu; — Q0 Q;; v; — Q]

where v; is never the left son of a composition.
Let M; be the following reduct of M:

My = C'[u; — A(App) o Q; ; v; — A(App)]

The top-symbol A of the fragment prevents any redex creation in the prefix occurrences of u; and
vj. Therefore:

SL(M) = C'[u; «— A(Appo < SL(Q;o Fst),Snd >); v; «— A(App)]

From the hypothesis M € D, one deduces firstly that {v;} = 0 and then SL(Q; o Fst) € SD
By lemma 2.5, none of the leaves of these above fragments are 7-accessible and moreover the terms
@; belong to D.

Let p; be the buffers of the u;. With the method already used for proposition 2.9 in the section
2.3, we show:

Simn)*
sty S Oy SLQUfus — (SL(@s0 Fst) )1])]
Let X be the right member of the previous equation. Let N; be the following reduct of N:
N1 = C"[u; — IdOQ,]

then:
E(N) = C'lpi — SL(Qlp;[ui — SL(Q:)]) ]
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As the terms @; belong to D, N itself is in D ( lemma 2.8). Now we have to prove the following
identity:
X = SL(N)

t suffices to obtain, for any 7, the following identity: ‘
SL(Qlpilui — (SL(Qi 0 Fst))]) = SL(Qlpi[us — SL(Q:)])
Calculations of lemma 2.5 are used for this last equality.

The second point is proved by examining the sub-terms at the buffer occurrences. With the same
notations as above, we get:

SL(M)|p; = C’|p;[ui < A(Appo < SL(Ao (Q;o Fst)), Snd >)]
because:

SL(A(Appo < SL(AoFst),Snd >)0Q;) =
A(Appo < SL(Ao(QioFst)), Snd >)

with the relation (Simn) , we get:
Xlp, = C'lpylus — SL(A0(Qio Fst)!]

Now:

SL(N)lpi = C'lp;[wi — SL(A 0 Q)]

We conclude with lemma 2.5.
The proof is the same for the occurrences v;. ™

B-Confluence of SLG) on D

First we prove the confluence of the relation (Simn). The following lemma contains the technical
points of this proof.

Lemma 2.6 let R = Clv—— A(Appo < T,Snd >)). If R and T verify condition C(7), then:

1. R! contains a (SAsp)-redez at the occurrence v.
2. let Ry = Clv ——T!]. R, verifies the condition C(n).

Proof

1. By definition we have:
R' = C![v— A(Appo < T!,Snd >)]

A leaf is free in T iff the leaf at the same occurrence is free in T!: let F be a free leaf in T
and « its occurrence. Its exiremity is pl.

p# (1v021a],C) and p# (el T)
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(a) Suppose p < ([v021a|,C) , then F is not free in R so is not modified in B! and is still
free in T4 . '

(b) > ([v021e|,C). Then, the extremity of the leaf at the occurrence a in T is p— 1!.
As (Jv021e|,Ct) > (la],T}) + 1, we have: p—1 > (lef,T).

If F is not free in T, it verifies p < (Ja, T) so it is also not free in R.

2. let F a free leaf of R; (extremity p!, occurrence a in R,).If v is not a prefix of @, then F, as a
leaf of C, verifies C(n) by hypothesis. Now a leaf of T at the occurrence v in R; is issued
from a leaf of T with occurrence v0218 in R, and with extremity ¢!.

(2) ¢ < (I8, T) . Then, ¢ = p and p < (|vf, Ry)
(b) ¢> (|81,T) . Then, p=g—1. As:

p# (|v0214], R) and ([v0215],R) =1 + (lvBl, R1)

SO:

p—1#(lvAl,R) ®
Proposition 2.14 The relation (Simy) is strongly confluent.

Proof
let M be a term of SD with two (SAsp)-redexes at the occurrences u and v. The only non trivial
case is: u is a prefix of v: v = uw. Let:

M = Clu— A(Appo < R,Snd >)]
R = C1[w+— A(Appo < §,Snd >)]
P = Clu—R!
N = Clu«— A(Appo < SL(Ci[w—— §*]), Snd >)]
By the precedent lemma, N still has a (SAsp)-redex at the occurrence u. Let:

Q = SL(C[u «— SL(Cy[w — S'])!))

S0

N (Slﬁ’z_‘z),u Q

We prove the following point:
p (Sima)e

we have:
R! = Cll[wP—A(Appo < SY, Snd >)]

let X = Clu — 2]. let p be the occurrence of the leaf of X which contains Q. Let:

X|p=kio(kzo(...kno®)...)
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We get:
Plp = SL(kyo (k2 0(...knoCifw—— A(Appo < S*,Snd >)))...))
Qlp = SL(k10 (kg0 (...ky 0 SL(Ci[w — S)4)...))

Since R! is a term of SD , the derivation performed to get P contains only applications of projection
rules. Therefore, P has at most one occurrence of Appo < § 1,Snd >. H this derivation erases the
occurrence w of Cll, then it is also erased in @ else we have to prove the following equality:

Cilw = (8] = (Cilw — §'))*
It is done by a simple calculation. =
Now we recall Hindley-Rossen Lemma:

Proposition 2.15 Let R and S be two relations on a set X. If these two relations commute, if
they are confluent, then RU S is confluent.

So we have only to prove the following proposition:

Proposition 2.16 Relations (Simn)* and (SimfB)* commute.

Proof
This is a consequence of the following property: (see [1][p. 65]):
M I p
Simf Simf
N T

First we prove that if M verifies C(n), then N itself verifies it. This result is given by lemma 2.7. -
Then we get the existence of the term § by examining the following cases:

1. the SAsp-redex contains the (Beta)-redex. See lemma 2.8.

2. the "function part” of the (Beta)-redex. contains the SAsp-redex. See lemma 2.9.

3. the "argument part” of the (Beta)-redex. contains the SAsp-redex. See lemma 2.10. =
Now we may conclude:
Proposition 2.17 the relation (§imfB) U (Simn) is confluent on D.

Ry proposition 2.1, we get the following theorem:

Theorem 2.7 The rewriting system SIBn is confluent on D.

36



Technical Lemmas of Part B

Lemma 2.7 Let A and B be two terms of SD.

1. If X = Appo < A(A), B > verifies C(n), then Y = SL(Ao < Id,B >) also verifies it.
2. If A verifies C(n), if B belongs to SD , then if m > 1, Ao P™(< Id, B >) also verifies it.
3. Let M € SD be the contezt of a (Beta)-redez and N be its reduct:

M = Cla«—— Appo < A(A),B >] and N = SL(Cla — SL(Ao < Id,B >)))
If M verifies C(n) , then N also verifies il.

Proof
1-Let (F;u) be a leaf of A. Let p! be its extremity. This leaf is also one leaf of X. Its occurrence
in X is v = 210u. So we have: '

p # (|vl, X) so p# (Jul, 4) +1
let (G; v) be one leaf of B .Let ¢! be its extremity. We have:
g # (|22v], X) so g # (|v], B)
From proposition 2.3 of the section 2.3, we get:
Y = A[F; — SL(F; o PUUlA)(B) )]

where the (Fj;u;) are the leaves of A.
We now examine the term SL(F o P{*4)(B)).

1. p <(lu,4)
Then SL(F o PU“4)(B)) is a leaf of Y. Its occurrence in Y is still u. It verifies:

SL(F o P4 B)) = F

Now, we know that: (Ju|, A) = (Ju|,X). So this leaf is not -accessible in Y.

2. p>(lul,4)
Then SL(F o PU%lA)(B)) is still a leaf of Y. Its occurrence is u and its extremity is (p— 1)!.
Now:
(lul, 4) = (Ju|, X) and p# (Jul, 4) +1
. Se:

'P -1 7é p(lul,X)

This leaf is not n-accessible in X.
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3. p=(|ul,4)
Then:

SL(F o PU%IA(B)) = SL(B o FstlUil4)) = B[G; — G0 PUvilBY(Fst(uil.A)]
where G; denotes the leaf at the occurrence v; in B.
We examine the following term where G is a leaf:.
G’ = SL(G o PU¥hB)(FstllulA)y

(a) If ¢ < (Jv], B), then G' is a leaf. Its height in Y is |u| + |v| and its extremity is g!. This
leaf is not n-accessible in Y.

(b) If ¢ > (||, B), then G’ is still a leaf. Its height in Y is |u| + |v| and its extremity is
(¢ + |u])!. This leaf is not n-accessible in Y.

(c) by hypothesis ¢ # (|v|,B) .
So none of Y’s leaves is n-accessible.
2,3 -The second and third points are straightforward. Only remark that redex creations in a prefix

of @ in NV does not modify occurrence’s heights of remaining leaves in N. m
Yy g g

Lemma 2.8 let M be a term in SD containing a (SAsp)-redez. Suppose that this redex itself
contains a (Beta)-redez:
M =Cy[v+— A(Appo < R, Snd >)]

where
R =Clo—— Appo < A(A), B >]
let:
S = SL(Cla——Ao < Id,B>]) N =Cifve— A(Appo < S, Snd >)]
P = SL(Ci[v— RY]) Q = SL(Ci[v — S§*))
Then:
u OB g ang m ) p
P (Sz_m_)ﬂ) Q and N (Sﬂn) Q
Proof

Let X = C1[ve—Q]. As X € SD, Q may only be the extremity of one leaf of X. Let p be this
leaf’s occurrence. We have only to examine the following sub-terms : N lp» Plp and Q|,. Let:

Xl|p=kio(kzo(...kpoQ)...)

By hypothesis, no leaf in R is 5-accessible. By lemma 2.7, § verifies also the condition C(n).
Therefore N still contains a (§ Asp)-redex . Q is obtained by reducing it:

Q = SL(Ci[v — §'])
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A (Beta)-redex may be present in P since:
Plp = SL(ky0 (kz0(...kno (Cla— Appo < A(A), B >])Y)) =
SL(kyo(kzo(...kn0(Ca— Appo < A(4AYH, B >])

where C'! denotes the context C being decremented.
If this (Beta)-redex does not disappear by applications of a projection rule, then let P; be obtained
by reducing it:

Pylp = SL(kyo(kzo(...kno(CHa—A'o < Id,B' >))...)

Now:
Qlp = SL(kyo (kz0(...kno SL(Clae— Ao < Id, B >])! >)...)

So it suffices to prove the following equality:
SL((Cla +— Ao < Id,B >])') = SL(C}la «+— Al o < Id, B} >])
which is made by a simple examination of the'ieaves. We use the following equality:
SL((Ao < Id,B >)!) = SL(A'o < Id,B* >) [
Lemma 2.9 let M be a term containing a (Beta)-redez and N be its (SimpB)-reduct:
M = Cla—— Appo < A(A),B >] and N = SL(C[a — Ao < Id, B >])
Suppose that A contains a (SAsp)-redez . Let P be the Jollowing (Simn)-reduct of M :

A= Cilu— A(Appo < R,S5nd >)] P =Cla+— Appo < A(SL(Cy[u— R'])), B >]

Let: '
Q = SL(Cla+— SL(C1[u —R']o < Id, B >])])
Then: . S
P (Sin_z)ﬁ) Q and N (Sﬂ”) Q
Proof

let X be the term Cla+— Q). As M is in SD, Q may be only the extremity of a leaf (F';p) of X.
We have only to examine the terms M|,, N|, , P|, and Q|,. Let:

Xlp=kio(ka...0(kn09)...)

So:
M|, =kio(ks...o(knoAppo < A(A),B >)...)

Plp=kio(kz... 0(knoAppo < A(SL(Ci[u+— R'])),B >)...)
We apply the relation (§imf) to P at the occurrence a and we get the term Q such that:

Qlp = SL(k10 (ks... 0 (kno (Ci[u «— R*]o < Id, B >))...)
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Now By an easy calculation we obtain:
le = SL(k’l o (k‘z .. o(k,,o(
Cil u— R\ 0PI (< Id,B >), Fje— FoPlO (< 14, B >)))...)

where the leaves F; appearing in the above term are the leaves of A such that their occurrences v;
are strictly disjoint from u.

Nlp=SL(kio(ks... 0(kno(Ao < Id, B >)..))

So: .
Nlp = SL(kyo(kz...o0(knoCi[u+— A(Appo < R,Snd>)]o < Id,B >)...))

which is equal to:
N|p = SL(kyo(ka...o0(kn
o Cy{u«— A(Appo < Ro PehC+(« Id B >),Snd >),
Fj— F;o PIlCOH (< Id, B >)])...))

where the occurrences v; are all the occurrences of leaves F; of A, which are strictly disjoint from
u.
The (SAsp)-redex may disappear by putting N in SL-normal form. Let:

Z = SL(kyo(ka... o(kno(Cilu—29))...)

There is at most one occurrence of Q in Z since A is a term of SD . If Z has no occurrence of Q,
then N = Q. Else it suffices to prove the following equality:

SL(R o PO+ (< 14, B >))! = SL(R! o PIHO) (< 14, B >))
to conclude that:
LI
Lemma 2.10 let M be a term containing a (Beta)-redez“and N be its (§Simp)-reduct:
M = Cla«——Appo < A(4),B >] and N = SL(Cla+— Ao < Id, B >))
Suppose that B contains a (SAsp)-redez and that P is the Jollowing (Simn)-reduct of M :
B = Ci[u «— A(Appo < R,Snd >)] P = Cla— Appo < A(A),SL(Cy[u— R']) >]

Let:
Q = SL(Cla — SL(Ao < I,Cilx— R >)])
Then: ' _ .
p OB g ana w SO 4
Proof

Use proposition 2.3 to obtain to obtain the following equalities:
N = SL(Cla «— A[F; — F;o PI%l (< 1d,Cy[u«— A(Appo < R,Snd >)]>)]])
Q = SL(Cla «— A[Fi — F; o P14 (< 14, SL(Cy[u — RY]) >)]])
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3 (D, SLA)) : a confluent conservative extension of A-calculi

We have now to relate the different A-calculi and this subset D of C.C.L. In this section, we
describe a bijection between A and a sub-set SD) de SD which is extended as a bijection between
Bn-derivations of A and derivations of SDy by the relation (§imB)U(Sim7). Then these results are
extended to (A s , BrP)-

3.1 Dand A

We rewrite the translation ( ) ppyz,,...z,} from A(V) into C.C.L into a translation between A and
C.C.L.

Definition 3.1 Let M € A. The translation Mp of M into C.C.L. is inductively defined by :

1. If M = n, then Mp = Sndo Fst™ (denoted by n!)
2. If M = N P, then Mp = Appo < Np, Pp > (denoted by §(Np, Pp))
3. If M = A(N), then Mp = A(Np)

The subset 8D, is defined by the following equality :
SDy = {Mp|M € A}
Let P € SD). The translation Py of P into A is defined inductively by :

1. If P =n!, then P\, =n
2. If P= Appo < §,T >, then P\ = §) T)
3. If P = A(N), then P, = A(N))

The subset D) of D is defined by the following equation :
Dy = (SI67)*(SDs)
Proposition 3.1 (§imf) and (Simn) are internal relations of SDy . If P € Dy, then SL(P) € SDx

Proof
The first part is straightforward. The second part is as follows. By definition there exists M € SD,,.
such that P = (SL@y)™(M). Using proposition 2.3, we obtain :

M (SimpB)* U (Simn)* SL(P)
Now we have a bijection between A and SDj:
Proposition 3.2
VM eA, Mp€ SDy and (Mp)h=M
YPe SDy, P\€A and (PA\)p=P

where = ts the identity.
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The position of a subterm P in the term M of 8§D, is by definition the occurrence of P as a subterm
of M written on the alphabet {6, A, n!}.
We extend the previous bijection to derivations :

Theorem 3.1 Let M and N be two terms of A.

M7 N then Mp OTmA)U(Simn) Np

Let P and Q be two terms of SDj,.

(SimB)(Simn)” prun

If P ,then Py, — @,

Moreover an occurrence is the one of a B-redez (resp. of a n-redez) if and only if the coresponding
position is the one of a (Beta)-redez (resp. of a (Simn)-redez).

Proof
Let P = Clu«— Appo < A(A),B > ]and Q = Clu«—SL(Ao < Id,B >)]. We have :

P, = Cilu—A(A))B)) ]
Let Q' be obtained by reducing the 3-redex at the occurrence u of Py:
. Q' = Cilu«—0o(Ax, By) ]
To get Q' = Q) , we only have to prove :
. oo(Ax,By) =(SL(Ao < Id, B >))»
- We prove for any n, A and B € D, , the following equality :
on(Ax,By) = (SL(AoP*(< Id, B >)))\
by induction on SL(A). The only non trivial case is A = m!. We get:

(SL(m!oP* (< Id,B>))\= if m>n (m-1)
if m<n m
if m=mn (SL(BoFst")),
It remains to prove the following equality :
Vn € N,YBE Dy, 77(B)) = (SL(BoPi(Fst™)))

This is done by induction on SL(B), for all n.

The converse result and the one for n-reduction are obtained in the same way. Note only that the
height in A of an occurrence in a A-term is the same as the height of the corresponding position in
its translation. m

Theorem 3.2 (D,SLGy) is a conservative confluent extension of ( A , fn).

Proof
We have only to collect the previous results. ()p is an injection of A into D, such that the two
points required in the definition 1.2 are fulfilled. m

Note that the relations (Simf) and (Simn) reproduce exactly the relations 8 and 5. So all the
classical results of A-calculus theory ~ Finite Developpements, Standardisation, Normalisation ... -
may be carried into C.C.L. as properties of the relations (Simf) and (Simnp).
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3.2 A.r and C.C.L.
We now add to A the coupling operator which will be translated into C.C.L. by the pairing operator. .

Definition 3.2 Let M ¢ Acs. The translation Mp of M is defined as an extension of the trans-
lation Mp of A by adding the following points :

1.f M =< N,P >, then Mp =< Np,Pp >
2. If M = fst(N), then Mp = FstoNp
3. If M= snd(N), then Mp = Sndo Np

Remark 3.1 If M ¢ Acg, Mp is not in general a term in SL-normal form, due to the possible
projection redexes of M. Here we have two possibilities: either we add labellings to Fst and Snd
to study the correspondance between Acs and C.C.L. or we use the c-normal form of M , that is
the normal form of M for the rewriting system ((Fst),(Snd)). We first examine this point.

Definition 3.3 let SDp) be the subset of SD defined by the following equality :
SDpx = {c(M)p|M € Az}

Let P € SDp,. The translation P, of P into Acr is an extension of the translation P, of 8D,
obtained by adding the following points :

1.If P=<S5,T>, then P, =< Sy, Ty >
2. If P=FstoN, then P, = fst(Ny)
3. f P=SndoN, then P, = snd(Ny)

Dp, is the subset of D defined by :
Dpy = (SLGn)*(SDp»)

Proposition 3.3 The relations (§impB) and (Simn) are internal to SDpx. If P € Dp,, then
SL(P) € SDp)

Proposition 3.4
VM € Ac,f , C(A/I)D € SDp) and (C(M)D),\ = c(M)
VPe SD,, P, € Ace and (P\)p=P

Theorem 3.3 Let M and N be two terms of Acs

S y * S *
I M7ZN | then o(aryp STMALUSIm
Let P and Q be two terms of SDp,.
it p (5imB)u(Simn) Q , then P, 2T g,

Moreover an occurrence is the one of a -redezx (resp. of a n-redez) if and only if the coresponding
position is the one of a (Beta)-redez (resp a (Simn)-redez).
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Now we become precise about labellings. We add to C.C.L. 4wo constants Fst; and Snd; and
the corresponding rules. We may reproduce the previous work: £ is still a confluent system on
C.C.L;.

Let M € D, iff £(M) as only well-formed leaves. Then we can describe easily this term M:
replacing F'st; and Sndy by App in M must lead to a term in D. Let SLAjo be the rewriting system
defined by the rules of SLAp on C.C.L.;.

The £-interpretation of SLfno is now a relation (§imfB),U(Simn), defined like (SimB)U(Simn).
It does not reduce (Fst;) and (Snd, ) redexes. Moreover the £-interpretation of the rewriting relation
defined by ((F'st); U(Snd),)* is itself: this point is easily proved by examining the redex creations
during the sticking of the fragments.

+ Let SLfn, be SLAny U (Fst); U(Snd);. Its E-interpretation, called SimBnP is the union of
((§impB)o U (Simn)y)* and ((Fst); U (Snd)y)*.

Definition 3.4 The translation Mp; from A ¢ into D, is defined by replacing in the definition
of Mp Fst by Fst; and Snd by Snd; in the points 2 and 3.
let SDpy; be the subset of SD; defined by the following equality :

SDpy1 = {Mp:1|M € Acg }

Let P € SDpyy. The translation P, ; of P into A s is also an extension of the translation P, of
SD, obtained by adding the following points :

1. H P=< 5,T >, then P, =< 5\, T >
2. f P=FstyoN, then Py, = fst(N))
3. If P = Snd;o N, then Py = snd(N))

Dypy; is the subset of D; defined by :

T,
14

The proofs of the following propositions are identical as the corresponding ones in the previous
section.

Proposition 3.5 The relation SimPBnP is internal to SDpy,. If P € Dp);, then E(P) € SDpy;.

Proposition 3.6
VM € Acg, Mpy € SDpyy and (Mpa)ya =M
VP € SDpx;, Pag € Acg and (Pyy)pa=P
Theorem 3.4 Let M and N be two terms of A .
¥ M %5 N | then Mp; S78F Np,

Let P and Q be two terms of SDpy; .

it PO g then Py 2 Qu,
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Remark 3.2 Suppose that P, € Dpay- Let P be obtained by erasing the labels in P;. Suppose
that Q is derived from P by SLfy in C.C.L. Then there exists a labelled derivation of P; leading to
Q1 such that Q is obtained from Q; by erasing the labels: we have only to label the applications
of projection rules when the involved projection is labelled. : :

Theorem 3.5 (D, SLfy) is a confluent conservative eztension of (Act, PP) .

Proof

First, we prove that the point 1 of the definition 1.2 is fulfilled.

Let M a N € A.¢. ()p, which is ()p, followed by an erasing of labels, is clearly an injection
from A ¢ into D. Erasing the labels on terms and rules leads to SLAy-derivations of C.C.L. so if
M BP N in A.r then Mp SLf Np. Conversely, suppose that Mp SL@n Np. Then Mp isa
labelling of Mp and we can construct a labelled derivation from M. D1 to Np such that Np; is a
labelling of Np. Moreover N D,1 € Dpa; therefore in $Dpy;. Then N D,1 18 also a (SimfBnP)-derived
of Mp,;. By using theorem 3.4 we get:M P N.

Now we get the second point of definition 1.2.
Let M € A. ¢ and suppose that Mp SLA Q. Then the labelling Mp,; provides a labelling Q; of
Q such that Mp; SLAy; Q1. Then, £(Q1) € SDpy;. =

4 CCIBSP is not confluent

4.1 Yet another counter-example foi' Aca

Our counter-example is an improvement from Klop’s one. We construct a term B which has a
normal form I and a reduct CI. By a simple examination of derivations of CI eventually leading
to I, we prove that I cannot be a reduct of C1I.

Notations

Let P= AzAy.y((zz)y). Let Y7 = P P be the Turing fixed point.
Let U = AzAy.D(F(Az.2(zy))(S(Xz.zy))(Az.I) where I = Az.z.
LetC=YrU and B=Yy C

Lemma 4.1 I and C I are two reducts of B.

Proof
The typical derivations are:

c £ ve B L ¢B
Forany M in A_¢,
cM £ D(F(z.z(C M)(S(Az.z M))(Ae.D) = X
Therefore .
B £ ¢B £ D(F(z.2(C B)))(S(Az.z B))(Az.d)
£, D(F(Az.z (C B)))(S(Az.z (C B)))(Az.])
GB) (rzz(CB)(zD) & (p21)(CcB) Lo 1

and: D
BE cicB) & crin
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Lemma 4.2 Let M € Aca having a normal form distinct from I.
If BSP (resp. SP ) verifies the unigueness property for normal forms then C M and M have no
common reduct.

Proof
The term X of the previous lemma is a reduct of C M. If M and C M have a common reduct A,
then X can be rewritten on:

D(F (Az.zA))(S (Az.zA)) (A=2.D)
and thenon /. m

Definition 4.1 A rewriting system R verifies the Property (NF) if:
let M be a term in R-normal form. Let N be equal to M. Then M can be obtained from N by an
R-derivation.

Proposition 4.1 The theories (Ac.a,ASP) and (Aca, ASP) are not confluent: the propoerty (NF)
18 not verified.

Proof

We prove that CI cannot be reduced on I. We do it for S-derivations. The same holds for B-
derivations.

Let (R) be a derivation from C I to I. CI contains only one redex: the one in Y7. So (R) begins
by performing the following step of reduction leading to the term A;:

A1=((Myy(Yry))U)I

(R) may go on by deriving the sub-term Yry. But necessarily (R) should perform the leftmost-
redex’s reduction in order to reach I. So (R) contains a term A,:

Az = U(Red(Yr y)ly+— U)) I = U(Red(YzU) ) I = U(Red(C)) I

where the notation Red(X) indicates a reduct of X or the term X.
R may continue by deriving the sub-term Red(C) but necessarily should reduce the leftmost-redex
(defined by the top- A of U). So R contains a term Aj:

Az = (Ay.(D (F (A2.2(Red (C)y))) (S (Az.2y))) (Az.D)) I

There is a sub-term D(F..)(S..) in As. This context can only disappear by a (SP)-reduction. If (R)
eontains such a step before the reduction of the top-redex, then (R) contains one derivation from
Cy toy. It is impossible (lemma 4.2) since, if BSP is confluent, then it has the uniqueness property
for normal forms. So, before removing this context, (R) has to reduce the top-redex: (R) contains
a term Ay

Ay = D((F (Az.zRed(CI))) (S (Az.2I))) (Az.0)

We define the length of a derivation as the the number of (SP)-steps it contains. Let Rmin a
derivation from CT to I of minimal lenght. Rmin has to remove the context DF(..)S(..)(Az.I). So
it contains a derivation from CI to I and is not of minimal length. m
To obtain a counter-example for A, it suffices to replace in the precedent proof the term U by
the term W:

W =2Azdy(< fst(Az. z(zy) ), snd(Az.zy) > (Az.1))
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4.2 The relation 8SP is not confluent
Definition 4.2

PSP = (SimB)U (SP) PnSP = PSP U (Simn)

This definition is correct since the rewriting relation (SP) is proved to be internal to SD: reducing
a (SP)-redex in a term of SD gives a reduct still in SD.

We use the translation Mp to reproduce the counter-example for A ¢ into C.C.L. The deriva-
tions become an iteration of the relation SSP so either a (Simf)-step or a (SP)-step. The transla-
tions keep the name of the corresponding terms:

P = AA(6(0!,6(6(1,1),0!)))
Yr 6(P,P)
I = A(0Y)
U = AA(B(< Fst o A(8(0,6(2,,11))
,Snd o A(8(0',1!)) >,A(1)))

C = 6(Yr,U)
B = 6(Yr,C)

Remark 4.1 All these terms belong to SD.
Needed lemmas are as follows:
Lemma 4.3 1. For any term M of C.C.L., the following holds:
0(Yr, M) BSP* 6(M,6(Yr, M))
2. We get:B BSP* §(C,B)

3. so:
6(C, M) BSP*8(< Fsto A(6(0!,6(C,SL(M o Fst) ))), Sndo A(6(0!, SL(M o Fst))) >, A(I))
Lemma 4.4 If GSP is confluent, then I is the CCLASP-normal form of 6(C, I).

Follows the lemma corresponding to lemma 4.2. Note that the hypothesis on M is replaced by the
same hypothesis on M o Fst, due to the previous lemma.

Lemma 4.5 If SP is confluent, if there exists a common reduct of the two terms SL(M o Fst) and
8(C,SL(M o Fst)) then I is the fSP-normal form of SL(M o Fst).

Lemma 4.6 Substitution Lemma for ASP
Let M € SD. If M BSP N, then:

SL(M o P™(< Id,U >)) ASP* SL(N o P™(< Id,U >))

Note that this lemma is no longer verified if we replace the relation ASP by the relation which
consists in firstly reducing a (Beta)-redex and then putting the reduct in Subst-normal form.
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Theorem 4.1 The relations BSP and (nSP are not confluent.

Proof
The method is the one of A.s. Wegive it as an example. There is only one redex in 6(C, I): the
one of §( P, P). Its reduction gives the following term A;:

Ay = 0(B(A(B(0L, (Y, 0)), U), T)

Let Xy = 0(Y7,0!). We get:

Ay = 6(6(A(6(0!, X1)),U), 1)
X1 contains redexes but in order to get I, the top-redex must be reduced so we get the following
term:

Az = 8(8(U, SL(BSP*(X1) 0 < Id, U >)),I)

By lemma 4.6:
SL(Xij0 < Id,U >) BSP* SL(ASP*(Xi)o < Id,U >)
So:
A2 = 0(6(U, BSP*(8(YT,U)) ), I)
and:

Az =0(0(U,BSP*(C)), I)
Let Xy = BSP*(C). This subterm contains redexes but the following top-redex must be reduced:
0(U, X2)
Reducing it leads to the following term Xs:
X3 = A(6(< Fsto A(6(0!,0(X>,1'))), Sndo A(6(0%,11)) >, A(I)))

so, to the following term Aj:

A3 =6{X3,1)
This term X3 contains the following sub-term < Fsto—,Sndo — >. If SSP is confluent then this
sub-term cannot disappear by an application of (SP): by lemma 4.5, 1! is not a reduct of §(C, 1!)

since I is not equal to 1!. Therefore any derivation must reduce the top-redex of A3 so contains
the following term Ajy:

A4 = 6(< Fsto A(6(0!, X4)), Sndo A(8(0!, 1)) >, A(X))

where:

By lemma 4.6, we get the following;
X, = BSP*(6(C, I))
and, we obtain the following equality:
Ay = b(< Fsto A{ (01, BSP*(6{C,I)))),Snd o A(6(0!
We conclude with the method of A r. ®
Remark 4.2 (SimpB)U(Simn)U(SP) also is not confluent.
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4.3 CCLA® is not confluent

CCIB® is a weakly confluent system. We show that this relation ASP is the £-interpretation of the
rewriting relation of CCLAS on D so we can prove that this system is not confluent. But when
restricted to Dy this system CCLASP is indeed confluent. Moreover the non-weakly confluent system
CCLAnSP is confluent on Dj.

First we interpret the rewriting relation (SP) U (FSI) on D.

Proposition 4.2 Let M € D.
if M EPLED N then sL(ar) €2 sz

Proof

Let P = Clu «— Q] and SL(P) = C’lap, «—— Qo0 Qp; by «— Q).

For all 7, if ¢ = p, then X; denotes SL(X 0Q,) and u; = g, ; if ¢ = ¢ then X; denotes SL(X) and
u; = b;. Now the following term is a reduct of M.

M; = C"[u,' «— < SL(Fsto X;),SL(Snd o X;) >]
Let a; be the father of u;. There are two cases:

1. a; is not an occurrence of a redex in M;. The pairing at the occurrence u; cannot disappear.
The term X; has two possible forms:

(a) Xi =< Xi,Xi2 >. Let vj be such an occurrence u;. We have:
< SL(Fsto X;),SL(Sndo X;) >=< Xi1,Xi2 >

(b) < SL(Fsto X;),SL(Sndo X;) >=< Fsto X;;,Sndo X; >
Let 4; be such an occurrence u;.

The other occurrences u; will be indexed by k.

2. Sticking up the fragment into the interpretation of the context can create redexes:
M;|a, = Fsto < SL(Fsto Xi),SL(Sndo X;) >

or
M;|s, = Sndo < SL(Fsto Xj),SL(Sndo Xi) >

(We suppose that this created redex is always a (Fst)-redex)
The pairing at occurrence u; disappears by reduction of this redex and there is no redex
creation “under” the buffer occurrence. Let wy be the buffer occurrence of ug.

By lemma 2.8, we get:

SL(M)=C' 1 +— <PFstoX;,SndoX;>
v — X
wy  — SL(C'|y,[ar — Fsto X;])]
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From SL(M) € D, we deduce Fsto X; and SndoX; € D. From these hypothesis we prove by
induction that X; € D. Moreover reducing (SP)-redexes cannot create (SL)-redexes in a prefix
occurrence of y; since (X; # Id).

1]

From a derivation from P to SL{P), we build one from N to N;:

N=CT m — X
v e X
wg — SL(C’Iwk[ak 4—FstoXk])]

Now N; = SL(N) so we get:

sp(u) €2V SL(N) and SL(N) € Dm

Now we give the interpretations of CCLASP and of CCISP: they are ASP and fnSP.
Theorem 4.2 Let M € D. Then:
IfM CCLBP N  then SL(M) pSP* SL(N)
M CCL)® N  then SL(M) HSP* SL(N)

Proof
We only have to construct the following diagram:

Subst (Beta) (AIU(SA)
— — —

M Ml M2 M3

v v v v

sLMy G spomy) SmETospy)  CRmT SL(Ms
Theorem 4.3 CCILBSP 1is not a confluent system.

Proof
Use proposition 2.1.

N mer thana maga +iv .
INOW piese m:ga.tive results do not

systems CCLBSP and CCLHSP are confluen
Theorem 4.4 CCIBP and CCLAP are confluent on D).

~

=
o e
20
9
>

Proof

Examine the diagram of theorem 4.2. If M € D, then SL(M) € SD, and contains no (SP)-redex.
So the induced steps (SP)* on SDy are only identity steps and the £-interpretation of CCLP
(CCLBP) on D, is the relation (SimB)* U (Simn)* ((SimpB)*). Therefore CCLHP (CCLAP) is

confluenton Dy, . =
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Remark 4.3 From a term in D) we can derive a term containing a (SP)-redex. It is due to the
“implicit” representation of the environnement by t-uples. Such instances of (SP)-redexes can be
reduced safely: this is the previous theorem. So non-confluence is explicitely due to the construction
of the couple of two terms by the aim of the pairing operator. Moreover, note that a term of SDy;
does not contain non-labelled (SP)-redexes: CCISP remains confluent on C.C.L.;. Non-confluence
arrives with the labelled Surjective Pairing Rule.

Theorem 4.5 CCIMSP is a conservative extension of ( Acg, PiSP).

proof
()p is an injection of A ¢ in C.C.L. such that the two points of definition 1.2 are easily verified,
with CCLSP. We have to prove that this extension is conservative.

Let A(V), be the A-calculus with explicit couples, defined on a set V of variables. A denum-
brable list of variables z1,...,2,.... being given, there exists an isomorphism, denoted by M for
M € Acg, between A(V), and Acgs such that Mp = Mpp., ., (see MMauny ’s thesis [17]).

Let M and N € A, and suppose that Mp =ccLmsp No- We have:

MpB(ro,...2) = NDB(zo,...c,) therefore: Moy = Nior.
Then by using Curien Equivalence Theorem, we get the following:
M1 = fnSP N! and then M = BnSP N. m

Conclusion

Combinators have been widely studied since Schénfinkel and Curry’s results: among them one may
notice the works of Hindley, Scott, Meyer, Lambek, Koymans, Curien, Poigné which developed
both the semantical aspects and the syntactical points of vue.

This work proves that Strong Categorical Logic is the good language to be chosen as an in-
termediate between machine languages and high level languages. We may reproduce not only
the weak S-reduction (as it is done in the Classical Combinatory Logic) but also full S-reduction
and 7-reduction. Moreover, as we can perform calculations between several substitutions being
evaluated, C.C.L. appears more powerful than the Lambda-Calculus. All the strategies of the
Lambda-Calculus may be straightforwardly translated into derivations of C.C.L. We are currently
studying other strategies using the new capabilities for substitution. A first approch of this problem
may be found in [9].

Related works

H.Yokouchi [20] develops another approach. He deals with A-calculus with variables. His translation

from A-calculus to C.C.L. is essentially the one defined by ()pg,, .., . His translation from C.C.L. to

A-calculus is completely different from our translation ()y. A C.C.L. term F is seen as a function,

say M. Let N be a A-term. To F and N, is associated a A-term F*[N] which is intended to
SLB

represent M[z «—— N] and which is the translation of F in A-calculus. Now, if F =5 @G, then

F*[N] A, G*[N]. Any term H of C.C.L. such that HBB(I’y) = Hpp z) and such that any
sub-term App appears in the pattern Appo <, > is said to be regular. This set is different from
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D. SLP is shown confluent on the set of regular terms by using the Church-Rosser Property for
A-calculus. -

However, these translations do not define a bijection between A(V) and a subset of C.C.L. and
between (-derivations and a subset of SLA3-derivations.
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