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Abstract

In recent work, we introduced the notion of elementary cyclic set of equations on first-order terms. These are
non-unifiable sets of equations, but that are non-unifiable in a minimal sense. We proved that a minimum equational
deduction was canonically associated to these equations. Here we introduce and establish some properties of a
finite automaton associated to these sets of equations. This automaton describes the structure of the search-tree of
some higher-order unification problems, whose functional equations define an elementary cyclic set by stripping the
higher-order structure. The idea underlying these studies is that non-unifiable first-order equations can be solved at
higher-order. To this end, the canonical deduction and the finite automaton are essential tools. The motivation of

'

this work lies in the problem of higher-order type inference for programs.

L’Automate Fini d’un Ensemble Cyclique Elémentaire

Résumé

Dans un travail récent, nous avons introduit la notion d’ensemble cyclique élémentaire d’équations entre termes
du premier ordre. Un tel ensemble est non-unifiable, mais de fagon minimale. Une déduction équationnelle minimum
est canoniquement associée A un tel ensemble. Dans ce rapport, nous introduisons et établissons quelques propriétés
d’un automate fini associé i ces ensembles d’équations. Cet automate décrit la structure de I’arbre de recherche de
certains problemes d’unification a l'ordre supérieur, dont les équations fonctionnelles définissent un ensemble cyclique
élémentaire en supprimant la structure a Pordre supérieur. L’idée principale sous-jacente est que ces ensembles non
unifiables au premier ordre peuvent I’étre a 'ordre supérieur. A cette fin, la déduction canonique et I'automate fini
sont des outils indispensables. La motivation de ce travail réside dans le probleme de l'inférence des types a I’ordre

supérieur.
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1 Introduction

Solving functional equations is the basic process of theorem-proving procedures in higher-order
logic. The underlying calculus is the simply typed A-calculus that we assume known [1]. Up to
date the most efficient search procedure for such equations is higher-order unification as precised
by Huet [9], reference that we assume known. Naturally, the problem is undecidable [6] and, up to
date, little is known about the decidable subclasses. We may cite the results of Zaionc [14], for some
regular subclasses. Qur approach to higher-order unification is motivated by the higher-order type
inference problem. The results are valid for terms over an arbitrary signature. For convenience,
we assume throughout the paper that the signature contains a single binary infix function symbol,
noted by an arrow (thus revealing the origin of the problem). Functional equations involved in
the type inference problem have the following important property. The set S of principal head
variables of a set of equations E is defined by: if M is a member of some equation in E, then
the head variable of M is either a free variable ® or a constant (here, the arrow). In the former
case, ® € S, in the latter we recursively apply these two alternatives to the arguments of the
constant. Consider now the A-terms arguments of variables from S, then their set of free variables
is disjoint from S, and, equally important, these free variables have a unique occurrence. Also, the
first-order approximation of such equations, obtained by stripping the A-structure, connects first-
order to higher-order equations. A detailed analysis of the first-order equations will be valuable in
obtaining properties of the solvability of higher-order equations.

This paper is a companion paper of [10], and we assume known its notions and results. In
essence, there we proved that the set of occur-checks preventing unifiability of a set of equations
splits into primitive and derived occur-checks. The notion of primitive occur-check is sequential:
there exists a canonical equational deduction of a cyclic equation that linearly orders the variable
occurrences involved in a primitive occur-check. This equational deduction plays a fundamental
role in the present paper.

A semi-decision procedure for higher-order unification iteratively performs both imitations and
projections on equations. The structure of the set of imitations motivates this study. If the set of
higher-order equations has an associated set of first-order equations which is elementary cyclic, then
this structure is described by a finite automaton. The direct road towards this automaton introduces
it via the minimum deduction of [10]. Under some imitation, this deduction is transformed into
a new one under a reduction process. Sequentiality of deductions is preserved by this reduction.
Intuitively, successive imitations stepwise erase the auziliary deductions [10]. When this is done,
the set of deductions reachable by imitation is finite. They represent states of the automaton,
with transitions the imitations. For the cognoscenti, strict equations play an important rdle in
the present work, the alert reader who knows higher-order unification will recognize that they
correspond to fiexible-fiexible pairs.

The first section introduces the reduction of deductions under the imitations. The second one
defines the automaton, proves its properties and provides some examples. We illustrate the above
informal explanations by a concrete example. The single equation

E:®X)=8(Y)—¥

defines by stripping the equation ¢ = ¢ — %, which is non-unifiable, due to a unique positive occur-
check. The equation E has the properties required above: the variables of the arguments (X and Y)
are disjoint from the principal variables (® and ¥). Further both X and Y havea single occurrence.
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It follows that by projection the equation E is solved: if ® is the identity function, £ becomes
X =Y — U, trivially solvable. Now under successive imitations: ¢1(®) = Aa.®1(a) — 32(a),
02(®1) = Ma.®3(a) — D4(a),..., the equation E gives

Prnt1(X) = P2n41(Y) = P2nya(Y)

¢2n+2(X) = @2n(Y)
Pon(X) = B3p_2(Y)
3,5(X) e

Forgetting the flexible-flexible equations, this system reproduces itself and its finite automaton
possesses a single state s and a single transition from s to s. The set of solutions is the regular
language

Aa.a, Aa.a — ¥(a), Aa(a— ¥(a)) - ¥ (a)...

where ¥ denotes an arbitrary function.

2 Development of Minimum Deductions

The A-terms are assumed to be in 87-long normal form. If each bound variable occurs as argument
of some free variable, then to a set of functional equations is associated a set of first-order equations
as follows:

o Strip(A@.®M; --- My) = &, ® a free variable (A\@ denotes a sequence of abstractions);
o Strip(A@.F My --- M;) = F(StripM;) - - (StripM;), F a constant.

Higher-order unification grows a search tree by imitations and projections (cf. {8]). Given a search
tree for this set of higher-order equations, its imitation structure for its principal head variables
is reflected by a tree on the associated set of first-order equations. This motivates the following
definition:

Definition 2.1 Let E be a set of equations.

o A substitution o is elementary iff dom(o) is a singleton {¢} and o(¢) = o — 0 where the
variables ¢, 1 and @ are all distinct.

o The elementary substitution o is acceptable for E iff ¢ is the left-hand side of some non-strict
equation in E and v, 8 do not belong to Vars(E).

e An acceptable elementary substitution for E is called an imitation of E.

o If E is an elementary cyclic set, an imitation is called a development of E.

Let S be some elementary cyclic set and D be its minimum deduction. Under a development o
of §, this deduction D can be transformed into a new deduction D’. This deduction development
introduces the derived elementary cyclic set of § under this development. We will prove that the



Figure 1: The unification graph GE.

set of axioms of the developped deduction defines the derived elementary cyclic set included in
Simpl(c(S)). Let us see an example:

{¢ = Y-
E ¢ = (a—>6)—10
Q = ﬂ-—)‘y

The set E is an elementary cyclic set whose minimum deduction D is:
p=7—-% ¢=(a—>8—40
(d) y=a—$§ a=08->17%
(SU) a:ﬂ—»(a—)é)

Under the development o($) = ¢ — ¢2, we have
Simpl(o(E)) ={¢1=7, 2=, hr=a—8§,¢2=0,a=—17}

The deduction becomes:

$1=7
W37=6 h=a-s
() y=a—§é a=03—-%5
(su) a=f- (a—9)

The derived elementary cyclic set contains the three equations ¢1 =7, 1 =a = 6, a = — 7.
Under the development o'(a) = @y — ay we have

Simpl(¢/(E)) = {¢p=71—> %, ¢= (a1 > az) = §) =6, 1 = B, a2 =7}
We get the derived deduction:

p=y—19 ¢=((a1—->a2)—>6)—»0
d)

Vo — A A= vs — va) — §
~ i K A1 -2 “

(t) a2 = (a1 - (12) — 6

The derived elementary cyclic set does not contain a; = 3.
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Proposition 2.1 Let D be the minimum deduction of the elementary cyclic set S. Let o be some
development of S, D can be transformed into a cyclic deduction D' whose axioms are equations
from Simpl(a(S)).

Proof. Assume that the development o substitutes ¢; — ¢, for ¢; ¢y, ¢, fresh variables. The set
S contains at least one equation ¢ = 7, |7| > 0.

If £ F 9 = C[¢] is some subdeduction of D, we can replace this occurrence of ¢ by ¢ — ¢,
throughout £ and get a valid deduction. This is immediate if this occurrence belongs to some right-
hand side. Otherwise this occurrence of ¢ necessarily is the left-hand side of some strict equation
¢ = 0 in A(D), premiss of an instance of the symmetry rule. We merely replace this instance of
(s) by @ = ¢1 — ¢2. This observation will be implicitely used below, where we denote the new
deduction by €.

If § contains a single cyclic equation ¢ = C[@)], the existence of D’ is immediate. Otherwise, we
locally transform D according to the occurrences of ¢. Firstly we reduce subdeductions involving a
non-strict axiom from S whose left-hand side is ¢, by cases on the rule that eliminates ¢. Secondly,
it will remain the cases of two right-hand side occurrences of ¢, eliminattd by the same rule. Notice
that in each case we have a symmetry ¢;/¢,. Further, the reduced deductions that we build can
create a redex with their context in D. We left the reader check that the deduction can be reduced
according to the rules given in {10]. The reductions possibly modify the conclusion of the deduction,
but remind that all we want is a cyclic deduction. Finally, some reductions involve a context, say
C[6]. When C[0] = 6, the rule whose one premiss contains C[f] must be replaced by a (t)-rule,
according to the reductions given in [10]. For the convenience of the reader, the list of reductions
is given in Appendix 1. O
For a set of equations derived from the elementary cyclic set S by successive developments, we intro-
duce a labeling of its equations. Labels are pairs (n,0), n an integer, O an occurrence. Equations in
S are uniquely labeled by (1,¢),...,(m,€) where m = | 5| and ¢ is the empty occurrence. We define
the function vertex V' from equations to vertices in Gg first by V{k,¢) = V(9) iff (k,e): ¢ =T € S.
Assume that the set S’ is derived from S and that both labels and vertices are defined on equations
in §’. Under a development o, the set Simpl(c(S5’)) necessarily contains new equations. Their
labels are computed as follows. Let (1,0) : ¢ = 7 € S’ be an equation such that o(¢) = ¢o — ¢1 -
and o(r) = 79 — 7. Then Simpl(c(S’)) contains (r,0.0) : ¢ = 79 and (n,0.1) : ¢; = 7, with
V(n,0.0) = vo and V(n,0.1) = v, where v (resp. v;) is the left (resp. right) successor of V(n,0).
The labels and vertices of other equations are unmodified.

Lemma 2.2 Let §' C Simpl(c(S)) be the set of axioms of D', defined by the deduction D of the
elementary cyclic set S under some development. Then, modulo a possible renaming of one of the
new variables introduced by o, S’ is an elementary cyclic set, whose minimum deduction is D’.

Proof. The graph Gsr contains at least one cycle from the existence of the deduction D’ by Propo-
sition 2.1. The labels of equations establish that the abstract graph underlying Gs+ is a subgraph
of the abstract graph underlying Gs. Hence Gs contains a unique cycle.

Let 0(¢) = ¢1 — ¢2. If the axioms of D’ include two equations ¥ = Ci[¢1 — @] and
ta = C2[¢h — ¢2] and if all minimal paths from V(¢) to the cycle start with the same successor
of V(¢), say V(4),V(¢1),..., then the occurrences of ¢, in S’ must be linearized in order to get
an elementary cyclic set from S’. With this proviso, assume now that either some equation in .5’
is redundant or that some occurrence in §’ can be linearized. Both cases imply that we have an



equational deduction D”, which is smaller than D’: it does not use some equation in $ or it does
not use an occurrence of some needed variable. We lift back this deduction to a cyclic deduction
of §. This is possible by the labeling of axioms and the fact that if ¢ is imitated, when ¢; or ¢
occurs in some non-strict right-hand side, we have a context of the form C{¢1 — ¢2]. The lifting
is done by a rewriting process, presented by reduction rules, similar to those used in the proof of
Proposition 2.1. While giving them, we use the symmetry ¢1/¢2 and the facts that right-hand side
of the premisses of (d)-rules have a positive size, and right-hand side of the right premisse of a
(su)-rule also has a positive size (cf. [10]). We present the rules by cases on the premisses, either
we have two, one or no axioms. Subcases correspond to the various rules. Some contractum involve
a (d)-rule with premiss of the form ¢ = C[@], when Cl¢] = ¢, the contractum should be replaced
by an instance of the (t)-rule. As in the proof of Proposition 2.1, the list of reductions is given in
Appendix 2.

The existence of a deduction strictly smaller than D implied by these reduction applied to D"
contradicts D minimum for §. This proves that D’ defines an elementary cyclic set and that D'is
its minimum deduction. O .

We introduce a complexity measure on deductions. Let e : ¢ = 7 be an equation in S, and ¢
be the cycle of Gs, the notation e € ¢ means V(¢) cyclic. We say that the equation e is cyclic.
Remind that if ¢ is needed there exists at least one path from V(¢) to the cycle c.

o If V() ¢ ¢, d(e) = min{d(V(¢),v) | v € ¢} where d(v,v) is the length of a minimal path
between v and v'.

o I V(¢) € ¢, ple) = |Oc|, with e : ¢ = C[9] (remind that in this case, the right-hand side of
e contains a unique needed variable [10]).

o If V(¢) € ¢, g(e) = d(V(¢),v), where v is either the first shared vertex of the cycle ¢ below
V(#), or V() itself when either V() is shared or there exist no shared vertices along c.

Notice that g(e) is the distance along the cycle, i.e. the length of p = V(¢),...,v, psubpath of c
(otherwise there would exist two cycles in the graph §s). Let C(S) be the subset of the non-strict
cyclic equations from S whose left-hand side does not occur by some edge not belonging to the
cycle. The complexity u(S) of the elementary cyclic set S is the quad:

w(S) = (Z d(e),y_ple), D P(e),zq(e))
e€S e€c e€C(S) e€c
with (t1, %2, t3,ta) < (81,1}, 5, ty) iff
e either t; < 11, .
e ort; =1 >0and t3 < t,
o ort; =1t >0,t=1t)and i3 < t},
e oriy =1t >0,iy =1}, i3 =13 and 4 < .

This ordering is well-founded on quads whose first component is positive. This condition for y(S)
is equivalent to the existence of non (d)-free auxiliary deductions in D, the minimum deduction



of §, or equivalently, to the existence of initial vertices in Gg. Let o be some development of the
elementary cyclic set S. By abuse of notation, we call the set .A(D’) N Simpl(a(5)) a development
of S. If 5 is developped from S under o, we note S F1 §’/, S I $’ means that there exists a
sequence of successive developments from S to S’. We write S " S’ if §' is derived from § under a
sequence of n successive developments. The independance of n with respect to a particular choice
of substitutions is easily checked: n is the size of the substitution from S to §’, the size of a
substitution being the sum of the sizes of its range.

Lemma 2.3 Assume that the graph of the elementary cyclic set S possesses initial vertices. If S’
is a development of S, we have p(8') < u(S). '

Proof. Let u(8") = (#,15,15,t4) and u(S) = (t1,%2,3,14). Assume that the development o of §
substitutes ¢, — ¢, for ¢. If V() is non-cyclic, we have ] < t;. Otherwise, we have t} = t; > 0.
This follows from the fact that the minimal distance from V(1) to ¢, V(%) non-cyclic, is unmodified
by an imitation of a cyclic needed variable, as the abstract graphs are included one in the other.
The inequality t; > 0 follows from the assumption that Gs possesses initial vertices. From [10], we
know that ¢ possesses exactly two occurrences, among them one as left-hand side of a non-strict
equation. We reason by cases on the other occurrence €’ : ¥ = C[¢]:

1. It is member of a strict equation; i.e. we have C[$] = ¢ and there exists exactly two equations
involving ¢, say ¢ =1 — 1, ¢ =P or ¢ = ¢ in S. This gives, say ¢; = 71, and 9 = ¢; — ¢
in §', as a cyclic equation possesses only one needed occurrence in its right-hand side [10].
Therefore t} = t,.

o If V(9) is shared, then 9 necessarily occurs by some non-cyclic edge in G, while ¢ does
not, hence t} < t3.

o If V(¢) is not shared, then tj = ¢3, while t}j; < t4, as there exists at least one shared
vertex by ¢t = t] > 0.

2. If €' : 9 = C[¢)], C[p] # ¢, we still have two subcases:

e V(%) non cyclic implies ¢} < t5.
o V(9)is cyclic. We have V() # V(¢). By the structure of needed cyclic vertices [10],
we have V(¢) unshared. Hence t}§ < t3.

This concludes the proof. O

We give some intuition underlying this complexity measure: under successive developments, one
eventually imitates some non-cyclic equation. Hence all sequences of successive developments even-
tually gives (d)-free deductions, i.e. without auxiliary deduction. An elementary cyclic set whose
minimum deduction is (d)-free will be called a pure elementary cyclic set. We have proved that
all sequences of developments eventually creates pure elementary cyclic sets. As is easily seen, any
development of a pure elementary cyclic set S gives a pure elementary cyclic set S’. Further the
abstract graphs Gs and G are equal. For example, the set E of section 1, under the development
o gives a pure elementary cyclic set, while the development ¢’ defines a non-pure one. But the only
possible development of this set does give a pure elementary cyclic set.



3 The Automaton of an Elementary Cyclic Set

We define a finite automaton associated to an elementary cyclic set §. This automaton must not
be confused with the automaton of the regular forest defined by S [3]. Its states are equivalence
classes of derived elementary cyclic sets, the transitions being developments.

We first need some properties of pure elementary cyclic sets and their developments. Let § bean
elementary cyclic set. For ¢ a needed variable of §, 7(¢) denotes half the number of distinct marked
occurrences of ¢ in the axioms of D, the minimum deduction of S. Remind that occurrences of
variables in D are marked and note that two distinct occurrences of the same equation in D defines
two occurrences of its left-hand side (and of the right-hand side marked variable if this variable is
the same for the two occurrences). The set of needed variables of S is noted N(S5).

Lemma 3.1 Let S be an elementary cyclic set and S’ be a pure elementary cyclic set with § ',
We have |S'| = IN(S)| = Tgens)*(#). Let n be the number of equations in S’ and 1 be the
length of its cycle. In a sequence of developments of length N = n X (I — 1)+ (n—1)xI+1, starting
from S’, any needed variable of S’ is developped at least I times.

Proof. We first establish the second equality by induction on the length m of sequences of devel-
opments from S to §’. The equality is true if §' = S as 7(¢) = 1 for each needed variable {10].
Assume it true for m and let S” be such that § F. §” F™ §’, with o(4) = ¢1 — 2. It is easily
seen from the reductions in Appendix 2 that 3_ ¢ (s) T($) = Lpen(s”) 7($). Hence, by induction
hypothesis [V(S')| = aen(s) (6)-

To prove the first equality, remind first that the size |e] of an equation e is the size of its right-
hand side. From [10], we have Y".cssle| = I. Let vy,...,u be the sequence of vertices of ¢, the
cycle of §/, and let v;,,...,;, be the sequence of needed vertices. The set M(S’) can be ordered
as follows:

1 1.2 2 k k

(a1yev G, @y 0y, 00,500 0

(. NS
Viy Viy Vig

with the convention that:
o of = afﬂ €S, V(al)= v;,, for p = 1,...,k,i=1,...,5,— L

¢ af = Colat € 8, Cplad™] # o, for p = 1,...,k, with ot =4 ol

In other words, each variable occurs exactly twice in §’, and the number of needed variables equals
the number of equations: 35, ((4; — 1) + 1) = |5’ = IN(S").

For a pure elementary cyclic set and its developments, we may consider that the set of variables
remains fixed: if ¢ is developped in ¢1 — @2, then one and only one of ¢;, ¢2 belongs to the
developped elementary cyclic set. With this convention, we now proceed to prove that a (cyclic)
variable in turn visits each cyclic vertex in a development sequence of length N. The problem is
equivalent to the following one: given a ring of n boxes containing ! pebbles, a firing rule states that
at each time clock, one and only one pebble can move from a box b to its neighbour &', clockwise.
We say that hox b has been fired. How many firing are needed so that each box fires I times at
least? The answer comes from the worst configuration: only one box, say b, is fired exactly I —1
times, while all other boxes are fired at least ! times, this is achieved by putting I pebbles in the



neighbour & of b. Firstly, one pebble fires n x (I — 1) times (hence ! — 1 firing for b), secondly, all
pebbles fires n — 1 times. O .

To any rule instance in the minimum deduction D corresponds a path from the vertex of the
variable eliminated by this rules instance to the cycle ¢. We introduce the alphabet 4 of an
elementary cyclic set S: it is the set of variables ¢,, ¢ € N(S), ¢ a prefix of the path p, ranging
from the void path to p, where ¢ is eliminated by some rule whose associated path is p, or ¢ is the
main variable of D (and p is the trivial path). Following the observation about variables in pure
elementary cyclic sets in the proof of Lemma 3.1, developments are assumed to belong to .A. Note
that |A] = 34 ps) 7(#)- This alphabet will be the alphabet of the finite automaton associated to
S. '

We now define an equivalence relation on derived sets. Two derived elementary cyclic sets are
equivalent when their sets of equation labels are equal modulo the cycle. Let (k,0) be some label
and v = V(k,O) be its vertex, the occurrence O, is defined to be ¢, the void occurrence, if v is a
non-cyclic vertex, and the occurrence of the cycle ¢ started at v if v is cyclic, i.e. ¢ = (v,0,) in the
notation of [10]. The set of labels of an elementary cyclic set S is denoted by L£(5).

Definition 3.1 Let S be an elementary cyclic set, and S + S, § - S”. Then S” < S’ iff there
exists an integer m such that

(k,0) € L(S") iff (k,0.(0,)™) € L(S")
where v = V(k,0). We note S’ ~ S" when §' < §" or §" < 5.

The notation S’ ~,, §” explicits the value of the integer in the defintion of the equivalence of the
two sets. We now establish some properties of the equivalence classes. Intuitively, two equivalent
elementary cyclic sets are equal up to some number of unfoldings of the cycle under imitations. The
last two propositions, stating that developments act on equivalence classes and that the number of
these classes is finite, allow us to introduce the automaton of an elementary cyclic set.

Proposition 3.2 Let S be an elementary cyclic set, and S’, S” be two sets derived from S.

1. If §' ~p, §” and the labels of these sets are not equal, both S’ and §" are pure elementary
cyclic sets and §' F™*x(wxl) §7 op g1 |-mx(nxl) g1

2. If§' ~ §", there exists a bijection o between N'(S’) and N(S") such that & = C”[ﬂl, ooy B is
an equation of §' iffo(a) = C"[o(B1),-..,0(B:)] is an equation of S”, where C' ~ C" and the
lists of needed occurrences in right-hand sides are fy,.. .5 and o(B1),...,0(B%) respectively.

3. If §5 ~ Sy and ¢, is a development of Sy, then ¢, is also a development of Sij. Let S} and
S{ be the elementary cyclic sets defined by ¢, applied to S§ and S{, then S} ~ S7.

4. The number of equivalence classes of derived sets is finite.

Proof. A first observation is that labels are in bijective correspondance with equations. First
proposition: it follows from the definition of O, that all vertices of labels, hence of equations, are
cyclic. But this is the definition of a pure elementary cyclic set. For its second part, assume that
S’ < §”. It suffices to establish its truth for m = 1 by transitivity of the relation . This in
turn follows from the decomposition of the needed cyclic vertices in Lemma, 3.1. For each non-
strict equation a = C[f] in this decomposition, C' non-trivial, we perform |O¢| sequences of n



developments as follows: « is developped, the previous equation becomes, say, 7 = C’'[oy — 2],
then 7 is developped, etc. By Lemma 3.1 35, |Oc| = I. The elementary cyclic set S" that we get
has its labels equal to those of S”. By the first part of the proof of proposition 2 below, we have
!S‘II — ‘S‘III'

For proposition 2, if the labels are equal, we have §’ C Simpl(o’(5)) and $” C Simpl(a”(5)),
for two sequences of developments o’ and o”. From this we have |o’| = [¢”|. We use induction on
lo’]. If |o’| = 0, then §’ = §” = §. Otherwise, let ¢, be the first development of ¢’. If this is
also the first development of 6, then we conclude by induction hypothesis. Otherwise, ¢, appears
necessarily in o”. Being initially enabled, there exists a substitution — sequence of developments ~
o, starting by @, and equal to o” up to the first occurrence of ¢,. We may conclude by induction
hypothesis.

If labels are distinct, we use the same sequence of developments used to establish proposition 1
with m = 1. The result follows by some trivial manipulation of cyclic contexts. The third part is
immediate and the finiteness of the set of equivalence classes follows from Lemma 3.1. Firstly, the
number of non-pure derived elementary cyclic set is finite. Secondly, for pure elementary cyclic set,
the number of equations is uniformly bounded by 3 4 N(S) m(¢) and the length of the left-hand
sides is also bounded by |c|, the length of the cycle. O ‘

We are now in position to define the finite automata of an elementary cyclic set S. This
automata has as input a sequence o of developments, member of A*. It accepts o iff it is the
sequence of some derived set of S. If S is some elementary cyclic set, its equivalence class is noted

[S]-
Definition 3.2 The finite automata A(S) of an elementary cyclic set S is defined by:

e Alphabet: the alphabet A of the elementary cyclic set S.

o States: the equivalence classes of derived sets.
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development from S; to Ss.

o All states are final, the initial state is [S].

The definition is sound by Proposition 3.2. Note that these automata are deterministic. The cycle-
free part of the automaton, i.e. the set of states s such that there is no non-void transition from
" s to s, is the set of equivalence classes of non-pure elementary cyclic set. Viewed as a graph, all
cycles of the automaton have the same length, equal to n x I. This follows from the definition of the
equivalence of two elementary cyclic sets and Lemma 3.1. More precisely, a cycle of the automaton
corresponds to an “unfolding” of the cycle from Gs.

These automaton share another interesting property, more conveniently expressed in terms of
the set of derived elementary cyclic sets: this set, ordered by the relation F is a lattice.

Lemma 3.3 The set £(8) of elementary cyclic sets derived from the elementary cyclic set S is a
lattice, under the ordering induced by the relation |-.

Proof. Remind that two sequences of developments giving equal elementary cyclic sets (equality
defined by equality of the sets of labels) have the same length. This length is the level of the derived

10



set S, noted I(S). For o a substitution that can be decomposed into a sequence of developments, the
elementary cyclic set defined from S and ¢ is noted s(c). We need the following characterization:
let ¢ and ¢’ be two sequences of developments, then s(¢) = s(o’) iff 0 =, o', where the last
equality denotes equality of developments up to permutation. This is easily proved by induction
on the (common) length of the developments. We then prove by induction on the length ! of the
sequences that two operations sup and inf can be defined. Remind that the length of the sequence
characterizes the level of the derived set.

This is immediate for ! = 0,1 by a diamond chasing. Assume it true for derived sets with level
less than I, and let S;, S2 be such that max(I($),I(S2)) = I. Let o, s(o;) = S, i = 1,2, be
such that the two sequences o; share a common prefix o of maximal length among couples of such
sequences of developments. We put

S1AS, =def 8(0’).

We have to establish the independence of this definition with respect to a particular choice of the
sequences of developments. Also assume that we have two couples with maximal prefix oy, 09, o,
and oy, 03, 0’ such that s(o) # s(0’). We have |o| = |0’]. Let T be the maximal common prefix of
o and o’. By induction hypothesis, s” = s(7) = s(o) A s(0’) is well-defined. From the inequality
(o) # s(0'), we have, for some development a € A, 0 = rap and ¢’ = 7\ with a ¢ A. Let 7y and
72 be defined by 0] = ¢'ry and o) = o'ry, then a appears in both 7, and 7 by the fact that a
does not occur in A and the implication s(a) = s(8) = a =, 8. Let 7; = ;aB;, a; a-free, i = 1,2.
Then the two sequences Tala;f;, defining S;, ¢ = 1,2, sharing a prefix of length |w| + 1, gives a
contradiction.

We construct now the sup of the sets 57 and S3. Let 0; = o1y, i = 1,2, with s(c) = §; A Sa.
Then we put

81V 83 =4ey 0.merger;, 12)

where merge(r1, 72) is defined by:
o merge(a, B) = af if & and B do not share any development.

o merge(ay - -+ anac,by -+ bpaf) = ay---aza.merge(a,by .- b, 0) if a; ¢ B and b ¢ a,i =
1,...,n,5=1,...,m.

We have to establish the independence of this definition with respect to the representants o;.

Let 0; = or; and o] = o7/, i = 1,2. We have 1; =, 7{, ¢ = 1,2, which implies merge(m1,72) =
merge(r{, 7;), by an easy induction. Finally, this equation implies $(o.merger;, 5)) = S(o.merger!, 5)).
To conclude the proof, it is easy to check that these definitions satisfy the usual laws defining a
lattice. O

We conclude with two exemples. Needed variables are denoted by greek letters.

¢ = a—a ¢ = 9
S {’¢ = ,3—>6 (87 = € —> C

11



Figure 2: The graph Gs.

We develop once ¢ and 1 into ¢; — ¢ and ¥y — ¥, respectively. This gives the elementary cyclic
set:

¢ = a ¢ = %

Sl ¢1 = ﬁ « = €—cC
Py = 6 § = B-d
Py = €

Note that the variable ¢, does not appear in §’, which is coherent with the definition of A.
The last exemple is the following elementary cyclic set §”:

a=(f—a)—-b P=(a—oc)—d

Its automata is represented in Figure 3. Notice the existence of sequences of developments, of
length (n — 1) x I + (I — 1) X n, which does not fully develop neither a nor 8 along the cycle.
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4 Appendix 1: Reductions for minimum deductions

Case of (t)-rule. Let Dg be the deduction

Dy
Yv=¢ ¢=Col]l > n
Y= CO[O] -7

()

By the normal form of deductions, this rule is either left premiss of a (d)-rule, left or right premiss
of a (su)-rule, or conclusion of the deduction. This gives four subcases.

o Dy

Do D, Y= ¢1l—+ $2 v=Cir]— T3
b=Colfl —m % =Cilr] = 7s b1 =Cols) @ é1 = C1l72)
(d) 0=1 () 0=m
D, D,
Do D, Y=¢1— ¢z w=Ci[Y]
 $=Clflon w=Gl) b= Colf (50) T2 Gl — )
VR W= G{Col] — ] w = C1[Colf] — ¢2]
D,
D, Do D, ¢1=Col0] =61~ ¢
6=Cilw] % =Colf]~m 0=Cilw] VT g = Cold] — 2

O N TN 5 R G % = ColC1lw]] — ¢2

D,
Do ¢1=Colyp] ¥=¢1— 2

P = CO[¢] - "N

() ™ = Colp] = ¢2
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Case of (d)-rule. If the axiom is the left premiss, we have two cases: the other premiss is either
an axiom or the conclusion of a (d)-rule.

¢=Colyp] = ¢=Ci[r] - 73 ¢1 = Co[¥] ¢1 = Ci[r)

@ Y= . ) b=
D, Ds
w=Ci[d] w= C2[C3s[r] = m3)
d $=Colp) o (@ ¢ = Cs[r2] - 73 =
(@) =1
D; ‘ D3
w = Ci[1 = @3] w = Cy[Cs[rz] — 73]
p $1 = Coly] (d) #1 = C3[r]
(d) Y=rm

If the axiom is the right premiss, the other premiss is either an axiom (subcase considered above)
or the conclusion of a (t)- or (d)-rule. In the second case, we need the following

Lemma 4.1 If£ + ¢ = 9 and ¢ is imitated, there exists a deduction £ 1) = ¢1 — ¢a.

Proof. Consider the maximal right branch exclusively composed of (t)-rules above the conclusion
¢=1inE: we have

Do Dl
0 d=wy wop=uw
Y =w
: D,
'¢’ = Wp-1 Wp-1 = "»b
2 5=

The proof Dy either reduces to an axiom (with possibly an instance of the symmetry rule) or ends
with a (d)-rule. In both cases, we build and reduce the deduction:

Dn
Wp-1= '¢’ wn_?i_tldn_l
=0, Oom=ur
(t) Y= w2
: Dy
¥ =wo wo = ¢1 — ¢
® Y=¢1— ¢

where D} F wo = ¢; — ¢ is the new axiom in the former case or, in the latter, the contractum of
the reduction

D2 D3 D3 D
w = Co[g] w = Cylwo] w= Cl[wo] w= CO[¢>1 — ¢2]
(d) %= o = (@ ma—— O
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_Then we have the redexes:

D, Dy
¢=w w:Cl['t/)]—-)Tl

® ¢=Ci[¢] = Co[rz] = 73

(d)

Yp=r1
D, Ds
w=¢—=¢2 w=CY] -1
(d) 41 = Ch[Y] ¢1 = Co[r2]
(d) Yy=7
D, Ds
w=C1[p] w=C2[Cs[¢] — 2]
@ 4=Ci—n $ = Colrs] = 73
(d) YP=m2
D, D3
w=Cy[p1 — ¢2] w = C2[C3[¢] — 7]
(@) #1 = CalY] $1 = Colri]
(@) Y=T72
Case of (su)-rule. When the axiom-is the left premiss, we apply the reduction:
Dy D,
¢=Colbl > o =Cild] ¢1=Colf] o = Cil$r — ¢

(su)

=
% = Ca(Cald] — 1] (s4) T = Gi{Colf] — ]
If the axiom is the right premiss:

D1 Y2
p=n ¢=Col¢¥]—> T Y=1 ¢1 = Col¥]
) g Coml—m | W 4 = Colnl

Notice that in the last redex, the last inference of the deduction D is a (su)-rule with left premiss
of the form 8 = C[¢], which becomes § = C[¢; — ¢2], and we still have a cyclic deduction.

We now assume that the variable ¢ possesses two right-hand side occurrences eliminated by the
same rule. By the results in [10] we know that these occurrences are distinct. Further, we know
that ¢ is imitated by a development. Consequently, ¢ possesses at least three distinct occurrences
in the axioms. Hence this variable cannot be cyclic. This gives us the following cases.

A (d)-rule eliminates ¢.

Dy D, D3 Dy
. ¢ =W W= Cl[’(/)] - T S 0= C2[¢] 6= Ca[C4[T2] - T3]
4 W g=afglon Y ¢ = Calra] = 73 .
( ) Y=
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2% D, Ds [
w=¢1 = ¢ w=CY]—-n 0 = Ca[pr — ¢2] 0 = C3[Cy[r2] — 73]

(4) %1 = C1l¥] @ b1 = Calra]
@) Yp=r
Dl Dz D3 D4
w=Ci[g] w=Cy[Ca[¢h] = n] 0 = Cy[¢] 6= Cs[Ce[r2] — 73]
@ $=Caldl = (@) % = Celra] — 3
(@) Yp=m =
Dy D, Ds Dy
w= Cil$1 = ¢2] w=C2[C3[¢] - 7] 0 = Cy[dh — ¢2] 0 = Cs[Ce[2] — 73]
(@) 61 = Caly] 4) $1 = Colra]
(4) Y=

A (t)-rule eliminates ¢.

Firstly, the left premiss is the conclusion of a (t)-rule, and whose right premiss concludes a (d)-rule.
In turn, this subdeduction can be left premiss of a (d)-rule, but cannot be left or right premiss of
a (su)-rule, nor conclude the deduction D, as ¢ is non-cyclic.

D1 D, D3 Dy
Y=w w=¢ §=Cil¢] €= C3Cal] — 1]
O—%=% (d) 6 =Cs[f] » D
() P =Cslf] - n P = Cyr] = 73
(d) l 0 =T2
Dy D,
Ds D, t¢’=w w=¢1— @ Ds
E=Cildi~ ¢ E=ClClll»n] DT g=g 56 p=Cinl—m
(4) 61 = Co[f] (d) " = Calr]
(d) 9 =T

. If C3[0] = 0 then the last (d)-inference of the contractum is replaced by a (t)-rule and the premisses

of the leftmost (d)-rule are permuted.
Secondly, we have the case where the left premiss of the (¢)-rule is the conclusion of a (d)-rule.

D, D, D4 Dy
w=Ci[Y] w= Cal¢] £ = Cs[p] &= CylCs[0] - ]
() Y=¢ (d) $=Cs[6] » .Ds
(1) Y =Cs[0] = 1 Y = Cg[r2] = 73
(d) 0=m
D, D, :
5 Dy @ w=Ci[y] w=Cah — ¢2) Ds
£ = C3[¢1 — ¢2] &= Cy[C5[0] — ] - Y =¢1— ¢ P = Ce[ra] = 73
%1 = Cslf] (@) 61 = Celma
(d) 0=n
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The other cases all imply ¢ cyclic, which is impossible.

5 Appendix 2: Reductions for derived deductions lifting

As in the previous Appendix, we implicitely rely on the normal form of deductions for the enumer-
ation of redexes.
Case of 2 axioms in the premisses.

v=¢1 ¢1=C[] p=p—omn ¢=Clll-m
O—y=co  ~ @ $=Cll
¢1=Col0] ¢ =Ci[7] p=Colf] - ¢=Cilr]—>m
=1 = (d) =1
¢1 = Col9p] 0= Ci[p1 — ¢2] ¢=Colp) > 1 0=Chd)
(su) =g = Ci[Col¥] — 1] = (%) T = C1[Col¥] = 7]
Case of 1 axiom in the premisses.
Rule (t).
Dl D2
w = Co[¢1 - ¢2] w = 01[02[0] hand T]
p=¢ @ 61 = Calf]
() % = Calf] =
Di D,
w= Co[¢] w = 01[02[0] b d T]
¢=¢—>‘r' (d) ¢=Cg[0]—>T
(d) % = Cal0]
2 ]
v=w w=d D p=w—o1 ¢=Cl0]—> 7
() Y =¢ ¢ = 0[0] Y =1°~’ (d) w = C[6)
2 ¥ = Clp) M ¥ =Cl]
' D2 D3
D, @ £=Colw—rT] €= Cild — ¢2]
Yp=w w=¢
(t) h =y b = (_;'2[9]
() j P = Co[f] =
D; D,
£=Ci¢] €= Colw—T7]
D g ez ¢ =Colf) ~ 7’
=w N7 w = Co[8)
) P = Clf]
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Dl D2
w=Colp = 7] w=Ci[p1 — ¢2]

(d) V= $1 = Caff]
() ¥ = C2[0]
D, Dy
w= Cil¢] w= Colp — 7]
(d) ¢=¢_.)1' ¢=Cz[0]—)1',
(d) YT
Rule (d).
Dl DZ
w=Ci[$1 = $2] w= Cy[C3[r] — 7]
¢1=Colg] (@ b1 = Colr]
(d) pp =
Dy D,
@ w=Ci[p] w= CyCs[r] - 7]
@ =l oT 0=T¢=03[T]—>r

The next reductions uses the following

Lemma 5.1 Let § be some elementary cyclic set and o a development of . Assume that D
¢1=w or D+ w = ¢ is a deduction whose axioms belong to Simpl(c(S)). Then there exists two
deductions D' F ¢ = wo — 7 and D? F w = wy or D? - wp = w, whose axioms belong to S.

Proof. The deduction D; is of the form

Do pl
. $1=wo wo=uw °
) $1 =wr
: DTL
y é1 = Wna Wp—1 =@
(1) 5= w

where DO is either an axiom, in which case ¢ = wg — 7 belongs to S for some term 7, or ends with
a (d)-rule, in which case we introduce

50 81 8—0 81
d¢=co[¢1—>¢2] Y = Cilwo — 7] N d1/)=Co[¢] Y = Clwo — 7]
( ) ¢1 = Wo ( ) ¢ =W T
Finally, the inferences D%, i = 0,...,n, prove w = wg and wg = w. The case D Fw = ¢ is similar.

]
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In some of the following reductions, we apply the lemma with the same notational conventions as
in its statement.
Dy D,
pr=w w=Clr]
é1 = Colf] g, = Ch[7]
(d)

0=
Di
2 ¢=w0—->1" ¢=Co[0]—>1‘”
w zlwo (d) wo = 00[0] 'Dg
() w = Colf] w= Ci]
(d) =1
D, D,

O = Colf] ¢ = Ci[r]

(d) 0=
D}
=wp—=T1 $=Cfr]>7
wsz (d)¢ 0 - =¢C Tl[ ]
D, ) 0 = Cifr]
w=Cols] w = Cylr]
() 6=r1
D] D2
¢ = Co[pr — ¢2] ¥ = Ci[Ca[8] — ']
(d) 41 = Calf] $1 = Calr]
(4) 0=r1 =

(2% Dy
P = Col¢] ¢ = Ci[C2[6] - 7']
¢=C 6] - ' ¢=C3‘r —
“ LELE 7]

Rule (su).
Dy D,

w=Ci[p — ¢2] 0 = C3lw]
pr=r U7 6= ColCilds — ball
(su) 8 = C[Crlr — 42]] =
D D,
w=Ci[¢] 8= Caolw]
p=r -7 CUT 9= G4
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D, D,
w=Coll] w=Ch[Col¢r — ¢2]]
=T 6 = Ca[d — @]
(su) 8= Cilr = ¢3] =
D, D,
w= Colf] w= Ci[Cy[¢]]
p=7 7 (9 8= Cald]
(su) 6= Cslr - 1]
Dy D, Dy Dy
0=w w=Cl¢ — ¢ f=w w=C[¢)
hr=71 () 6 = Clpr — 2] p=1—>1 ) 9 = Clg]
(su) . 0 =Clr — ¢] = (su) 0=C[r— 7]
Dy D,
J w= Co[pr = ¢2] w=Ci[r = 7]
(@) $r=1 0 = Ca[1 — ¢2]
8= Calr — ¢3] =
D, D, '
w=Colp] w=Ci[r— 1]
(d) ySp—— 8 = Cifg]
(su) 0 = Co[r — 7]
Dy D,
0 =y Pp=r1
$r=1 8 = Clp1 — ¢3]
(su) 0=Clr—> ¢2]
2 D}
w0D=1¢ 1/,1-)_—_21- p=wy—7" 8=C[g]
(o) (t) W= (su) 0 = Clwo — 7]
Su 0 =C[r — 7]
Case of non-axiom premisses.

Rule ().

(d)

(su)

Dl Dz [D3 D4
Y=w w=4¢ 0 = Colh — ¢2] 0 =Ci[r — ']
O =6 @O o |
0 e - +

Ds Dy
Dy Dl D2 0 = Colp] 8=Ci[r— 7]
(d)¢=wo-—>r" ( p=1—>171
1/)=w0 W =T




D D,
w = Colp = 7] w=Cildr — 4] (@

Y=

(d)

Dy
0= 02[451 — ¢2] 0= Cs[r = 7]
=T

() Yv=T

Dy
w= C1[¢'] w = Col¢p — ]
(d) p=0p—or

Dy
9= Cz[¢] § = Ci[r — ']

¢_‘r—+'r

®)

Rule (d).

Dl D2
w = Coldy — ¢2] w = Ca[Co[tp]— ']

#1 = Col¥]

(d)

b=r

'D3 D4
0 C4[¢1 — ¢2] 0 = C5[CI[T] — T ]

¢ = Cil7]

(d) =T

Dy Dy
w= Ca[p] w= C3[Co[¢] = 7']

D3 'D4
0= C4[¢] 8 = Cs[Ci[r] — "]

(d) 3= Col] > 7'

¢ =Cifr] = 7"

(d)

Dl D2
$r=w w= Co[¢)]

p=r1

Dy

D3
0 = Caf¢r — ¢2] 8= Ca[Cilr] = 7]

(1) = Col¥] (4)

¢ = Ci[1]

wo = C1[7]

w = Ci[7]

Rule (su).

P =

b=1

D3 D4
Colr — ¢2] 0= ChlY]

(su)

8 = C1[Co[$r — ¢2]]

D%

“o

'D]2 D, .

8 = Cy[Co[r — ¢2]]

- Ds Ds
¥ = Cold] 6=Cal¥]

7! (su) 8 = ;1041

“ivoiyu

W=WwW W=T Y-
Wo=T (su)

(1)

6= Cl[Co[wo — 7'

(su)

9 = C1[Co[r — 1]
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D, : D, D3 D,
w=Colp1 = ¢3] w=Ci[r— 7] Y =Cydr — ¢o] 0= Cs[f)]
(4) hr=r1 (su) 0 = C3[Cy[1 — &3]]
(su) 8 = C3[Cafr — 9] :
D, D, D; Dy
w=Colp] w=Cy[r— 7] Y = Cod] 8 = Cify]
(d) b=r-r U omE
(su)° 8 = C3[Calr — 17]]
Dl D2 D3 D_4
hr=w w=r ¥ =Col6] 8 =Ci[Cylp1 — )]
e () 6 = Caldr — 3]
0 = Ci[r — ] =

(su)

Dy | D,
D! Y =Colb] o = C1[Cag]]
wopj w w'D=2 T ¢= wol"’ r () b = Cy[4]
) —=5— (sv) 8= Calwo — 7]
0 = Co[r — 7]
Dy D, Dy D,
@ w=Co[1 — ¢2] w=Cy[r — ] 4 ¥ =Colf] ¢ = Cs[Cyslpr — ¢s]]
bi=1 ( 6 = Cald1 — ¢a]
(su) 0=Cilr — &3]
D, D, Dy D,
w=Col¢] w=Cy[r— 7] ¥ =Chf] 6= C3[Cq¢]]
py—— (d) 8= Cald]
0 = Cy[r — 7] '
Dy D, D3 D,
hh=w w=r 0=19 ¢=C[¢1—’¢2]
(®) =1 ) 0 =Clpr — ¢,]
6=Clr - 4] -

(su)

(d)

(su)

(su)

2y yot
_ D} =9 ¢=Cl¢
woD_j w wi—)_—zr p=wo—r ® = Clg]
) —=7— (sv) 8 = Cluo — 7]
6 =Clr - 1)
Dy D, D3 Dy
w = Co[¢1 — ¢y] w = Cy[r — 1] b=1q P = Cald1 — @]
(@) ¢ =T )%= Ca[¢1 — ¢2]
. 7= Colr = ] »

(su)
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Dy D, Ds Dy
w=Colp] w=Cifr— 7] 0=9 ¢=0Coldl
(d) pyu— O g =Cilg]
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