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HYBRID DYNAMICAL SYSTEMS THEORY

AND THE LANGUAGE ”SIGNAL”

Albert BENVENISTE, Bernard LE GOFF, Paul LE GUERNIC
IRISA/INRIA
Campus de Beaulieu
35042 RENNES CEDEX, FRANCE

Summary: we study the logic and synchronization characteristics of general dynamical systems
called Hybrid Dynamical Systems. Our theory generalizes the notion of Discrete Event Dynamical
Systems by handling numerics as well as symbolics. Our theory is supported by the programming
language SIGNAL and a mathematical model of relational style. This framework allows us 10
formulate in the same way HDS programming or specification and HDS control. The core of the
theory is the notion of HDS resolution which is based on a reduction technique mapping any HDS
specification program into a polynomial dynamical system on the finite field of integers modulo 3;
all the algorithms are then based on the study of this dynamical system. This report is divided into
two parts; the first one is devoted 1o the discussion of the motivations, the presentation of two
examples, and an informal presentation of the theory; in the second part, the mathematical theory
(models and algorithms) is presented.

THEORIE DES SYSTEMES DYNAMIQUES HYBRIDES:

LE LANGAGE "SIGNAL”.

Résumé: Dans ce rapport, nous étudions les systemes dynamiques généraux du point de vue de
leurs propriétés de synchronisation et de logique; sous ce point de vue, les systémes dynamiques
généraux seront appelés «systémes hybrides». Notre théorie généralise la notion de Systéme a
Evenements Discrets en ce qu’elle manipule simultanément les aspects numériques et symboliques.
Elle s’appuie sur le langage synchrone SIGNAL, et est fondée sur un modele de type relationnel.
Ce point de vue nous permet d’embrasser tout a la fois programmation, spécification, et controle
des systemes dynamiques hybrides. Le coeur de la théorie est la «résolution» des systemes
hybrides, résolution s’effectuant par le biais d’une technique de réduction a un calcul de systéme
dynamique polynomial sur le corps fini des entiers modulo 3. Ce rapport se compose de deux
articles jumeaux; le premier est consacré a une présentation informelle assortie de la discussion
d’exemples, tandis que le second présente les aspects proprement mathématiques de la théorie.

1 Ce travail se place au sein de I'accord-cadre CNET-INRIA poste de travail pour le traitement du s;gnal et la
conduite de processus



Hybrid Dynamical Systems theory and the language SIGNAL.

Part I: motivation, examples, and informal presentation.

Albert Benveniste, Paul Le Guernic
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Summary: we study the logic and synchronization characteristics of general dynamical systems
called Hybrid Dynamical Systems. Our theory generalizes the notion of Discrete Event Dynamical
Systems by handling numerics as well as symbolics. Our theory is supported by the programming
language SIGNAL and a mathematical model of relational style. This framework allows us to
formulate in the same way HDS programming or specification and HDS control. The core of the
theory is the notion of HDS resolution which is based on a reduction technique mapping any HDS
specification program into a polynomial dynamical system on the finite field of integers modulo 3;
all the algorithms are then based on the study of this dynamical system. This first part is devoted
to an informal discussion.' ~

1 this work is supported by the accord-cadre CNET-INRIA “Poste de Travail pour le traitement du signal et la
conduite de processus”
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Chapter One
Introduction.

1.1 Requirements from applications: Hybrid Dynamical Systems
(HDS).

As recognized in [Levis et al. 1987] and ‘ [Ho 1987], most modern applications involving
dynamical systems are very complex in nature; think of

] real—time complex control or signal processing systems in avionics, aeronautics,
P T
and in C~ —military systems,

L automation handling man-—machine interfaces of control systems (monitoring,
trouble shooting, visual aids in avionics, remote manipulation...)

° vision— and sensory —based control in robotics,

° complex pattern recognition applications such as continuous speech recognition
to mention just a few. Some particular features of these applications are

1. the mixed continuous/discontinuous nature of time because of the simultaenous
presence of familiar differential/difference dynamical subsystems and discrete
event systems relating these subsystems;

2. the presence of dynamics;

3. a large combinatorial complexity as far as logic and synchronization is concerned
(there is no concise model to describe precisely such applications), hence the
need for modularity.

On the other hand, the highly demanding nature of these applications forces to consider as well
the requirement of highly efficient and reliable implementation, a goal which can be achieved
only by using parallel or distributed implementations. But the modular structure of the
application is generally different from the modular structure of the implementation, hence the
need for a theory to transform such dynamical systems into equivalent ones with a different

structure.

Discrete Event Dynamical Systems (DEDS) have been introduced as a theoretical framework for
the study of flexible manufacturing and related systems by Wonham and Ramadge [Ramadge
and Wonham 1987, a—b], and have been widely studied since their introduction. Roughly
speaking, DEDS are finite state transition systems which are observed and can be controlled by
the language generated by the labels that are attached to each transition, regardless of the
precise meaning of these labels. However, in most of the above mentioned applications, some
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actions involving possibly complex numerics can influence transitions (e.g. when some internally
generated signal exceeds a given threshold). This restriction makes the use of the DEDS
approach not suitable to the global study of complex dynamical systems of mixed nature such as

listed above.

On the other hand, the area of computer science has developped a very large and deep activity
to handle such complex dynamical systems in the areas of real—time systems and languages,
[Young 1982], or communicating systems with CSP [Brookes & al. 1984] and CCS [Milner
1980] [Milner 1983] as most famous examples. More recently, the new approach of synchronous
programming has been introduced and developped around the languages ESTEREL ([Berry &
Cosserat 1984] [Gonthier 1988]), LUSTRE ([Bergerand & al. 1985]) and SIGNAL ([Le Guernic
& al. 1986] [Le Guernic & Benveniste 1986] [Benveniste & Le Guernic 1987]). The techniques
of synchronous programming cover the kind of dynamical systems we have listed above. This is
the direciion we want to pursue and further discuss from a control viewpoint in this article.

Iu the sequel, Hybrid Dynamical Systems (HDS) theory will refer to a theory handling
synchronization, logic, and their interconnections to numerics in dynamical systems. As the
reader will understand while reading this paper, the mixed nature of HDS make them definitely
more difficult to study than DEDS, which justifies the development of a new theory and

paradigm.

1.2 A new paradigm.

1.2.1 Building complex objects requires the use of languages.

Qur first remark was about the highly combinatorial complexity of HDS. Such a complexity
faces us with a new problem which was not considered before in the control community, namely
the difficulty of simply describing or constructing HDS. This point is clearly illustrated by the
use of sophisticated operating system facilities in continuous speech recognition systems, or the
interest for the use of «expert systems» as a clean tool to describe the «spaghetti» structure of
the bench of rules required to specify and program an intelligent PID controller with its set of
heuristics [Astrom & al. 1986]. On the other hand, it should be clear that the direct use of the
formalisms a la Ramadge and Wonham is not the easiest way to describe directly complex
applications. In fact, this has been for a long time recognized by computer scientists as a
sufficient reason for introducing programming languages, i.e. concreie syniax with the usual
hierarchical constructs. The core of our approach is the kernel of the language SIGNAL, which
is composed of only § instructions to describe any HDS.

1.2.2 Why relational languages?

A second claim is that a HDS should be described via a set of relations or constraints, rather
than as a complicated input—output map as usually in control science. In fact, the following
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argument will be present permanently in this paper, and has been already recognized by J.C.
Willems [Willems 1987] for the theory of linear dynamical systems:

modular construction of HDS
U
interconnecting given HDS’s yields an implicitely defined HDS
U
HDS should be defined via constraints on the set of all possible behaviours

Hence our approach as well as the language SIGNAL will have a relational flavour.

1.2.3 The basic problem: HDS resolution.

An immediate consequence of this choice is that such HDS specifications cannot be effective,
i.e. it is not immediately possible to compute the outputs of a so—specified HDS in response to
some sequences of inputs. The control scientist will recognize a standard situation when handling
descriptor or implicit linear dynamical systems. By HDS resolution, we have in mind a
procedure to transform any relational HDS specification into a machine which can execute the
desired behaviours, and thus represents the desired equivalent input—output map. Hence, HDS
resolution has some flavour of realization theory, where the program describing a given HDS is
the external representation, while the associated executable machine is the corresponding state
machine internal representation. Here appears one of the most fundamental bridges between
control and computer science in HDS theory: building a compiler for the language SIGNAL is
equivalent to looking for a minimal realization of the so—specified HDS. '

1.2.4 What is the nature of control problems for HDS?

Another consequence of this point of view is that exact model following control problems (such
as considered by Ramadge and Wonham) are just particular cases of HDS resolution, since
requiring an exact model following is just achieved by adding further constraints described
within the same framework as the HDS itself. This point will be discussed in the examples
below.

1.2.5 What is the nature of time for HDS?

Complex applications such as mentioned above are inherently distributed in nature. Hence every
subsystem possesses his own time reference, namely the ordered collection of all the
communications or actions this subsystem performs: in sensory based control systems, each
sensor possesses its own digital processing with proper sampling rate, actuators generally have
a slower sampling rate than sensors, and moreover the software devoted to monitoring only
reacts to various kinds of alarms that are caused by internally or externally generated indicators.
Hence the nature of time in HDS is by no means universal, but rather local to each subsystem,
and consequently multiform. A fundamental consequence is that communications between
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subsystems impose constraints on the timing of these subsystems: an alarm can be sent by an
actuator or a sensor to the supervisor which turns out to react on actuators: the whole result is
a constraint between the clocks of these subsystems. Hence handling these multiform time
references and reasoning about them is one of the fundamental tasks we have to perform. In the
sequel, signals possessing identical time references will be said to have the same clock.

1.3 Some features of our approach, and organization of the paper.

To achieve our goals, we need both a programming language (SIGNAL) and a mathematical
model to develop the algorithms for HDS resolution. Here is the kind of scheme we shall

follow:

algebra of SIGNAL programs
I (modelling)
mathematical model of HDS algebra
{ (projection)
HDS subalgebra
i (resolution)
executable machine algebra

where every | denotes some homomorphism between convenient algebras we shall introduce
later. The actual algorithm for SIGNAL program compilation will directly consider the
composition of the first two maps, thus yielding the scheme

algebra of SIGNAL programs
i («coding »)
HDS subalgebra
L (resolution)
executable machine algebra



Chapter Two
The programming language SIGNAL —kernel; two examples.

As we have indicated before, HDS should be specified via programming languages. We shall
now present such a language: a subset of the language SIGNAL'. To be concise, we shall
introduce only the primitives of the language, and drop any reference to typing and various
declarations; the interested reader is referred to [Gautier 1987].

2.1 SIGNAL-kernel as a specification language for HDS.

SIGNAL handles (possibly infinite) sequences of data with time implicit: such sequences will be
referred to as signals. For example, x denotes the infinite sequence {x,},,; where the time
index ¢ is attached to this signal; signals possessing the same time index are said to have the
same clock, so that clocks are equivalence classes of simultaneous signals (a formal definition is
discussed in the companion paper [Benveniste & al. ** 1988]). Instructions of the language
SIGNAL are intended to relate clocks as well as values of the various signals involved in a
given HDS. We shall often use the name of program or process to denote a system of such
relations; processes will be used as black-boxes. All these notions are introduced formally in the
companion paper [Benveniste & al. ** 1988].

A basic principle in SIGNAL is that a single name is assigned to every signal, so that in the
sequel (and unless explicitely stated), identical name refers to identical signals.  The
kernel-language SIGNAL possesses 5 instructions, the first of them being a generic one.

px(1),...x(n)) . ()

y := x$ init xo (i)
y:= xwhenb (iii)
y:= udefaultv (iv)
PlQ v)

Their intuitive meaning is the following:
(i): direct extension of instantz.meous relations into relations acting on flows:
p(x(1),....x(m)) & Vep(x,(1),...,x, (")
Examples are functions such as z:=x+y (V1:z, = x, + y,) or statements such as (a and b) or ¢
1= true (Vt:(a,andb,)orc, = true). A byproduct of this instruction is that all referred signals

must have the same time index, i.e. must be present simultaneously. This is a generic instruction,
i.e. we assume a family of relations is at hand. If one chooses an instantaneous relation

1 SIGNAL is a joint trademark of CNET and INRIA
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accepting any n-uple, the resulting SIGNAL instruction only constrains the involved signals to
have the same clock: the so-obtained instruction written synchro x,y,... has thus as only effect to
force the two signals x,y,... to have the same clock.

(ii): logical delay (the usual operator z )
y := x$init xg& Vi> 1y, =x, 1,y = X

(iii): condition (b is boolean): y equals x when the signal x and the boolean b are available and
b is true; otherwise, y is not emitted; the result is an event—based undersampling of signals.

(iv): y merges u and v, with priority to u when both signals are simultaneously present; this
instruction is the key to oversampling as we shall see later.

The instruetions (i—iv) specify the elementary processes, we shall call generators. The objects
named X, y, u, v, b, will be called signals.

(v): communication of already defined processes: P and Q communicate through their signals
with common names; for example

yi=zy +a | zy:=y$ init xq
denotes the system of recurrent equations for 21

=z ta
D= V-1 = X9

which is equivalent to y, = y,_| +a;, yg = xq.

2.2 The shared track example.

This example is borrowed from [Ostroff 1986].

2.2.1 Informal description.

Consider a plant which consists of two diesel trains which share a common section of railway
track. On the shared track, there is a diesel pump for refueling the trains. The train fuel can
hold up to 1000 gallons of diesel measured in whole gallons. There is an automatic mechanism
which allows a controller to sample the level of diesel in the tank of the train, and a facility
exists for the controller to command the pump to deliver any amount of fuel to the train. Since
we wish to prevent the disastrous situation of two trains simultaneously occupying the shared
track, two traffic lights have been installed. Each train is allocated a traffic light at its entrance
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to the shared track until he receives the signal to move, at which it immediately proceeds onto
the shared track. We shall now discuss the SIGNAL programming of this example.

2.2.2 Some basic mechanisms.

To allow an easy description of complex objects, we want to build a toolbox of elementary
mechanisms which will be used similarly to basic instructions in the sequel (something. like
«macros»). In this paragraph, to avoid the need for explicit typing, we shall use the following
generic notations .

. u,x,y,z...: signal of any type
. a,b,c...: boolean signals
o h,k,l: signals of type event, i.e boolean signals which take only the value frue

Here follows a first example.
(1) Access to the clock of a signal.

h := event x

h:= (x=Xx)
The pure clock h is delivered when x is present (since x =x always holds).
In this example, the notation

processname

body of the process

is used in order to give a name to a process defined by a set of formulas. Here, «processname»
is of the form :

list of output signals := NAME (list of input signals)
Using this notation, we present further basic mechanisms.
(2) Extraction of the occurrences true of a boolean signal

h : = when(b)

h:= bwhenbd
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(3) A synchronized memory

y := x cell b init yq

zy 1= y$ init y,
y := x default zy
synchro y, (x default when(b))

The output y returns either the present value of x (when x is received), or the last received
value of x when b is present and true.

(4) A guard on interleaved signals («followed by»). The event k is emitted when a; = true
occurs simultaneously with a; = true or immediately after a; = true when the latter is present
alone. Here follows a picture of the corresponding temporal behaviour; the internal signals of
the program are also depicted:

ay: ff I3 bid ttﬂ bid tt?—\ﬁ—l

I
a: n ff f u ff e o

c: fHF nu fF n f g u F f

w: fF £ F wf K 0 FFF n ff
k: = LI

The diagram above shows how the various signals are interleaved; symbols appearing in the
same column are delivered simultaneously. An intuitive reading of this picture is that Il should
occur exactiy when triangles linking occurrences of # can be inserted without intersecting other
symbol. Notice that the space between the columns have no interpretation in terms of some
«regular» physical time, this diagram only specifies the global interleaving of the various signal
flows. Here follows the program:

k:=ayfbya,
k := when(a,) when (a, default zc)
! zc := c$ init false

I C := (not when(a,)) default a,

An interesting use of this instruction is the follwing relation defined between the boolean signal
a and the clock k:

k:=afbyk

which means that the event k can (but is not obliged to) occur once simultaneously or
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immediately after every occurrence of a=true. Here follows a picture of two different and both
admissible behaviours of this program:

a: ff i bid .tt F u i
NT N

and

Cf b I
9 LS

(5) An unordered guard.

h := occurred(a,b)

; default (a2$ init false)

at .=
Q a2 := (not h) default a1
| b1 := b default (b2$ init false)
| b2 := (not h) default b1

“h := when(al) when b1
synchro at, b1, a default b

The event h occurs when an occurrence of a=true is eventually followed by an occurrence of
b=true (here, «eventually» means that a=faise does not occur between the two events mentioned
above), or vice—versa; but only a single use of any of these occurrences of a=true or b=true
is allowed to produce h. Here follows a picture of this program where desired events are again
indicated by triangles:

a2: n f fF fF 1 n f

al: n nu f bid 1 n un
a: 74 bid bid n

s \

b: 13 i

bl: bid 13
b2: bid f f

Y
SRS
SN
S
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2.2.3 Defining subprocesses, or black-boxes.

The preceding technique is convenient to relate a few different signals via a single new macro;
this is what control scientists usually perform by plugging a few equations into a single formula.
However, when the system’s complexity increases, it is usually preferred to use block-diagram
descriptions; the notion of SIGNAL process is the convenient construct for block-diagram
building. Here follows the corresponding notation

NEW__PROCESS (list of parameters) { list of visible signals}
OLD__PROCESS_1 list of a_1: b_1

OLD__PROCESS_n list of a_n: b_n
end

where a:b means that the signal a of OLD__PROCESS is renamed b; this mechanism is the
basis for black-box interconnection in block-diagram building since signals denoted by identical
names must be identical. Signals which appear in the body of the process but are not listed in
its interface are local signals, i.e. are invisible from outside. To facilitate the reading, it will be
useful to mark some of the interfaces with ? or ! to mention that the corresponding signal
interfaces are input or output; this will be used in the sequel.

2.2.3.1 A decreasing counter with reset.

DECCOUNT { ? integer reset ! bool empty}

n = reset default (zn-1)

| zn .= n$ init O
empty := when(n =0) default (not event(reset))
synchro (when(zn =0)), (reset when zn=0)

When the integer signal “reset” (which is assumed to be >0) is received, the counter restarts
decreasing from this value, until the counter reaches 0. The boolean «empty» delivers false when
the counter is reset, and true when the counter gets empty. The last instruction ensures that,
when zn=0 occurs, then «reset» must be present, i.e. the counter does not decrease below zero.
The first occurrence of the signal n is when «reset» is received. Finally, notice that nothing
prevents the counter to be reset before being empty. This program will be used repeatedly to
represent the consumption of fuel in the tank of the train, or the delivery of fuel by the pump
on the shared track.

2.2.3.2 A ain on travelling,

A
Fs % wvvaiilly

TRAIN (int Max__level, min_level) {? event start | bool ask__fuel }
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reset : = (Max__level — min__level) when start
| DECCOUNT empty: ask__fuel

The train travel is simply modelled by the consumption of fuel until the tank is empty.
«ask__fuel» delivers false when refueling starts, and true when the tank is empty. Here, we used
renaming of the output of the process DECCOUNT. Note that "Max__ level” and "min__level”
are constants, i.e. are permanently available.

2.2.3.3 The shared track.

SHARED__TRACK (int Max__level, min__level) {? event train1__on, train2_on ! bool empty}

tank1 := (Max__level — min__level) when train1__on
tank2 := (Max__level — min__level) when train2__on
reset : = tank1 default tank2

|  DECCOUNT

Here, the program DECCOUNT represents the shared pump; the fact that the pump is shared is
taken into account by the use of the merge operator default to produce the signal "reset” for the
pump to start; this operator merges the demands of the two trains. The rest of the program
should be selfevident. Here, the internal signal “reset” is different from the “reset” signal
occurring in the TRAIN subprocess: they take the same value, but are delivered at different
instants. This is of no importance, since, by convention, internal signals (i.e. signals which are
not listed in the name of the process) are not visible from outside.

This program specifies the shared track mechanism. No lights are provided for the moment to
prevent from possible collisions.

2.2.4 The whole program.

Here, renaming is used again and again. We introduce also the technique used in SIGNAL to
allow modular programming (i.e. to build block —diagrams from predefined black—boxes). Here
follows the program SNCF®. For the sake of clarity, we have omitted the declarations of

parameters.

2 _Societe Nationale des Chemins de Fer Francais, a trademark from French government
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SNCF {? %no input% ! %what you want to observe% }

PHYSICAL__PLANT
|  CONTROL__SYSTEM

where

PHYSICAL__PLANT { ? event start1, start2 ! bool ask1__fuel, ask2__fuel }

TRAIN start: start1, ask__fuel: ask1__fuel
| *+ TRAIN start: start2, ask_ fuel: ask2__fuel

where
TRAIN {...} %already seen%
end

CONTROL__SYSTEM { ? bool ask1__fuel, ask2__fuel ! event start1, start2 }
LIGHT__SYSTEM

) SHARED__TRACK
past_empty := empty$ init true

' start1 : = train1__on fby empty
i start2 : = train2__on fby empty)
where

SHARED__TRACK {...} %already seen%

LIGHT__SYSTEM{ ? ask1__fuel, ask2__fuel, past__empty ! train1__on, train2__on }

train1__on : = occurred(ask1__fuel, past__empty)
| train2__on : = when{ (false when train1__on)
default occurred(ask2__fuel, past__empty)}

end

The label _i (i=1,2) refers to the particular train. The light system enforces priority to trainl;
the signal «past_empty» indicates whether the track is free (boolean type). Finally, the last
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block of instructions keep track of which train did enter the shared track, hence indicates which
train exits the track.

This writing of the program clearely indicates the decomposition into «physical plants and
«control system» as two mutually interacting subsystems. Notice that the program SNCF does
not p'ossess any input: it merely specifies relations between its various signals, and is in fact a
program to simulate the pair { control system, physical plant }. This is a typical example of
modular programming of HDS. Here follows a block-diagram corresponding to this program;
such a picture shows the kind of graphical interface which is currently developped for the
language SIGNAL.

PHYSICAL_PLANT

starti ask1_fuel
TRAIN —-

start2 ask2_fuel
TRAIN —-

ask2_fuel

h train1_on

LIGHT_SYSTEM X
train2_on

-/

empty

SHARED_TRACK |——®
_J

mpt ast_em
empty (S}P _ P%

train1i_on

starti

train2_on

start2

CONTROL_SYSTEM

COMMENTS: A proof of the fact that the control system ensures the absence of collision would
require the investigation of the whole program SNCE. This is expected to be a typical situation,
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and a very unpleasant one for complex systems such as encountered in practice. The fact that
SIGNAL is indeed a relational language should be used to allow a new as well as control
oriented style of programming.

2.2.5 Another style of programming. .

2.2.5.1 A proved program.

Keep the preceding program, except that the subprogram SHARED TRACK is modified as
follows. Instead of using DECCOUNT, we make use of the following program we shall call
GUARDED__COUNT:

GUARDED__COUNT { ? integer reset ! bool empty}

n = reset default (zn-1)

zn = n$ init 0

empty = when(n =0) default (not event(reset))
synchro (when(zn =0)), reset

end

Notice that the two programs DECCOUNT and GUARDED_ COUNT differ only via the last
synchro instruction. Here, the main difference is that the program GUARDED__COUNT is
active, i.e. that it refuses any reset signal before being empty: by the way no train can proceed
on the shared track while occupied. Hence this program is itself a proof of the fulfilment of the
specification we wanted, namely a guaranteed collision avoidance. In such a case, the proof of
correciness of this program is obtained by verifying that no deadlock occurs, due to incompatible
constraints. This will be the purpose of the algorithm we shall outline later and fully describe in
[Benveniste & al. ** 1988].

2.2.5.2 Towards program synthesis, and pursuing the control viewpoint.

As a matter of fact, it would be even possible to replace the explicit synchronisation mechanism
LIGHT__SYSTEM by the implicit synchronisation mechanism we describe now. Keep the whole
program SNCF as just before, except LIGHT SYSTEM is replaced by the following set of
instructions where the index i refers to the particular train:

train_i__on := ask__i__fuel fhy train__i__on

This instruction means that train i waits some unknown amount of time after asking for
refueling, before eventually proceeding on the shared track. This is exactly the degree of
freedom which is required for the strong synchronisation caused by the program
GUARDED__TRACK to be accepted. But it turns out that how long the train i waits is not
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specified here: an «optimal policy» should be then calculated by the compiler, acting here as a
control synthesis system.

2.3 A signal processing example: detecting changes in the mean of
a Gaussian signal.

This is a simpler version of a program which has already been written to segment speech signal
into voiced/unvoiced/silent parts. However the most interesting features of the speech example
will be still encountered here.

2.3.1 The Page algorithm.
Consider a signal
Xp = Py (n) + v,
where v, is a standard white noise, and the mean M, (n) is piecewise constant. The objective is
to detect the jumps of this mean. A standard algorithm, based on the Page stopping rule

[Basseville and Benveniste 1986] is the following one:

1/ INITIALISATION AND PERMANENT LEARNING OF u:
1
0<n: Hn=#n—1+;(xn‘ﬂn-1), Ho=0 -1

This is nothing but the recursive version of the empirical mean of the random variable x,.

2/ PERFORMING THE TEST (we need to know sufficiently accurately the mean before
running the test, hence the latency):

n>N: 8= (Sp_1+Xy—Hpn— A4, SN=0
r, = max {kSn:S; = 0}
test: S,24,7 2-2)

Here, x, = max(x,0). The A;’s are positive thresholds; the present algorithm is designed to
detect increases of the mean, straightforward modifications are needed for the case of decreasing -

mean.

3/ RESTARTING (when a detection occurred):
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T = detection instant
restart STEP 1 from instant Ty

Notice that this is not a formal description of the whole algorithm, since the step 3/ has been
formulated informally. This is in fact a very simple but typical example of the difficulty in
formally specifying HDS; in fact it should be clear from the two examples we discuss in this
paper that the use of languages cannot be avoided. The whole procedure is depicted in the
following scheme:

/,\Ak\
V.Y

This presentation of the algorithm reveals the following facts about the algorithm:

® it involves 2 tasks
1. permanent learning of the empirical mean
2. performing the test
® it proceeds along 3 steps
1. initialisation: learning of the mean only
2. learning the mean and performing the test
3. processing backward the signal up to the estimated change time,

where the whole procedure is restarted.
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This is a typical FORTRAN (or any of your favorite sequential programming language) point of
view on the algorithm. However, due to the backward processing, this is not really suited to
real —time execution (a buffer of possibly large size would be needed).

2.3.2 A real—time oriented style of programming.

We can use the fact that the candidate for a restarting of the procedure, namely r,, is
permanently available. Hence, when r, < n holds (notice that r, keeps constant in this case as
long as S,>0 holds), we can fire an auxiliary copy of the learning procedure for the mean u.
As a consequence, when a detection occurs, the auxiliary procedure is ready to become the
main one: this is achieved thanks to a switcher mechanism. This new way to consider the
algorithm does require no buffer any more, and hence is suitable to real—time implementation.
_Unfortunately, a FORTRAN programming of this kind of mechanism is quite unpleasant; but
we shall see that this is the easiest way to program the algorithm in SIGNAL, thus exhibiting
an interesting feature of SIGNAL programming.

Let us present the program.

PAGE (integer N; real A{,A) {? real x ! event change}
LEARNING(N) reset: reset1, mu: mut, time: time1
| LEARNING(N) reset: reset2, mu: mu2, time: time2
SWITCH
TEST(A1,A5)

where

LEARNING (integer N) {? real x; event reset ! integer time; real mu}

m:= zm + (1/t){(x-zm)
| zm := (0 when reset) default m$ init 0
‘ t:=2t + 1

"zt := (O when reset) default t$ init 1
I mu := m when t>N

time := t when t>N

end

%this is the learning of the empirical mean u according to step 1 by taking into account the reset
and the fact that the outputs «mu» and «time» have to be delivered only after the initialisation.%

SWITCH {? event change, reset; integer time1, time2; real mu1,mu2
| event reset1, reset2; integer time; real mu}

bool : = not (bool$ init false)
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synchro bool, change
is__main := bool cell reset init true

reset1 : = (change when bool) default (reset when not is__main)
reset2 : =-(change when not bool) default (reset when is__main)
mu := (mul when is__main) default (mu2 when not is__main)
time : = (time1 when is__main) default (time2 when not is__main)

end

%«bool» is a boolean signal which plays the role of a switcher fired by the detection of changes
(the first 2 instructions); «is__main» indicates which copy of the LEARNING program is the main
one, this boolean signal is available when the test runs, and keeps track of the values of «bool»%

TEST (real A(,A,) {? integer time; real x,mu ! event change, reset}
-y := x when event{mu)
| S:= max(zS +y - mu - A,,0)
zS : = ((0 when change) default S)$ init 0
reset : = (time when S=0) cell event mu
change := when(S>4,)

end ‘

%The first instruction synchronizes the input signal «x» with the empirical mean «mu» which is
produced only after the initialisation period; otherwise, the program would be wrong (such an error
couid be detecied by the compiler, as we shall see later).%

Again would a picture of the block-diagram corresponding to the main program facilitate the
reading; but it should be clear on the other hand that a purely graphical specification is not
desired since systems of equations are more convenient at the low level.

2.4 Introducing the principles of HDS modelling.

In the companion paper [Benveniste & al. ** 1988] the problem of HDS modelling is addressed.
The method we use is depicted in the following scheme
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) modelling PROCESSES
PROGRAMS e (MODELS)

. projection
‘encoding .
(compilation)
y
COMPUTABLE
PROCESSES
resolution
(compilation)
Let us exp]ain the scheme. Three algebras are mentioned, namely
1. the set of SIGNAL programs, as an algebra of synfactic objects (i.e. texts)
2. the algebra of processes, which has to be defined as a mathematical object
3. the algebra of computable processes, i.e. of the processes for which a resolution

does exist in the previously mentioned sense.

Considering mathematical models is classical in control science, so that algebras 2. and 3. are
not surprising; but we insist again on the fact that, since text is used to specify HDS, a formal
mapping from text into mathematical models is needed. Hence the arrows denote
homomorphisms between the three algebras, and their intuitive interpretation is indicated on the
scheme. In [Benveniste & al. ** 1988], we introduce two different kinds of modelling, i.e. two
different algebras of processes to be used for the coding of SIGNAL programs. To introduce
the reader to these two style of modelling, here follows a quick review of the computer science
viewpoint on the modelling of HDS under the name of «communicating or concurrent
processes». There are mainly two classes of styles for models of concurrent processes: the
operational models and the denotational ones.

In the operational style advocated in [Plotkin 1981], processes are dynamic objects which evolve
under the action of events in a way which is specified by rules. The operational style could be
considered as a hierarchical method to build (possibly infinite) state machines. The operational
style makes the study of communication and concurrency of dynamic processes quite easy, and
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leads very quickly to effective implementations. To the operational family belong for example
SCCS of [Milner 1982], the operational semantics of the synchronous languages ESTEREL
[Berry & Cosserat 1984] and SIGNAL [Le Guernic & Benveniste 1986], and also to some
extend the failure based CSP model of [Brookes & al. 1984], and the work of Cardelli on
analog processes and real time agents ([Cardelli 1980, 1982]). We shall first outline in
[Benveniste & al. ** 1988] an approach to modelling of HDS via transition systems and

operational semantics.

The denotational approach concentrates on the modelling of input—output maps, following a
point of view closer in spirit to the system theoretic framework of the control community. To
our knowledge, the pioneering work relevant to denotational style is the Dynamic Network
Processes model introduced in [Kahn 1974]. To this family belong also the deep study [De
Bruin & Boehm 1985] on Kahn’s approach. The advantage of this approach is its elegance, but
a severe drawback is the necessity to rely on a difficult continuation technique ([De Bruin &
Boehm 1985]) to study the communication of processes. To some extend, the approach of [Inan
& Varaiya 1987] possesses features of both the above mentioned CSP model as well as the
denotational style. Our second approach, also presented in [Benveniste & al. ** 1988], belongs
also to this family, although it follows a relational rather than functional point of view.

The next chapter will be now devoted to an informal presentation of HDS resolution. In fact we
shall squeeze the modelling step in the diagram above and introduce directly the «encoding»
relying on a heuristic justification. Again is the rigorous justification left to [Benveniste & al.
** 1988].



Chapter Three |
HDS resolution: an informal presentation.

Here follows the intuitive description of our method. Recall that SIGNAL is obtained by
extending a given «instantaneous language» (the set of data types and corresponding relations
known by the instruction (i)) with a small set of primitives to obtain a model of dynamical
systems. Denoting by IL (Instantaneous Language) this starting point, any homomorphism y
from IL into itself is easily extended to an homomorphism ¥ from SIGNAL into itself.

In our case, the homomorphism y is constructed as follows

STEP 1: among the relations of IL, select the subfamily of relations and corresponding data
types for which you accept to solve systems of equations (and are supposed to can!).

STEP 2: other instantaneous relations must be functions, and are encoded into their dependence
graph; hence corresponding data types are handled as sets of labels for which dependence
graphs summarize all the possible rewritings or substitutions.

This defines our homomorphism; its ability to reason about dynamical systems as well as its
complexity relies on the choice we have done at STEP 1. Here we shall select the boolean
variables together with the boolean relations generated by {:=, and, or, not} and the constants
true, false; this choice is motivated by the particular role played by the booleans in the
instruction when.

3.1 The fundamental homorphism.

3.1.1 Encoding data de;;endencies for non-boolean objects of IL.

STEP 1: mapping data types.

We introduce the set A of labels (or names); the only relation defined on A is the partial
orders induced by directed graphs; we shall write a—b to denote that a precedes b; in order
to define partial orders, all so-obtained graphs should be acyclic. Then, we introduce the map
w mapping a variable of any type into its name. The image of a variable a of any type by y
will be denoted by w(a) or, when no confusion can result, simply by a.

STEP 2: mapping non-boolean instantaneous functions into partial orders.
Functions induce partial orders between their labels as follows

)’=f(xp-~-,xn) = {W(xl)—"P()’),-,W(xn)—’W(}’)}

simply denoted by
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y=f(xl"--)xn) > {11—’)',---, xn—>y}

The so obtained partial orders summarize all the possible rewritings such as substituting the
label y by f(xy,..., x,) in other expressions. This coding will be used later. Our next task is to
extend this mapping to SIGNAL programs, i.e. to extend this static map into a map on
dynamical systems.

3.1.2 Encoding SIGNAL programs.

The image of SIGNAL programs we shall obtain will be referred to as synchro—processes.
Synchro—processes are defined via constraints involving clocks, booleans, and labels. We shall
provide an algebra with a convenient calculus where the pairs {clocks, booleans} can be
represented. All we need to encode are the following status: absent, present, true, false. These
are encoded onto the finite field F3 = Z/3Z of integers modulo 3 as follows

true: + 1

Jalse: — 1

absent: 0
present: + 1

where +1 denotes a non determinate choice of +1 or —1; i.e. we handle in the same way
clocks and boolean of nondeterminate value. Let us apply this idea to encode SIGNAL
programs. The following notation will be used to present this coding:

{ clock calculus ]
synch (program) ::

conditional dependence graph J
Here,

® program denotes the program to be encoded, and synch is the encoding map;

(1]

clock caleulus denotes the set of algebraic equations encoding the constraints on

synchronisation or logic; these equations can represent either static or dynamical
systems as we shall see later;

o conditional dependence graph denotes the set of possibly occurring dependencies
together with the clocks where these dependencies are in force.
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3.1.2.1 Instruction (i): relation or function.
Boolean relation.

The coding of all boolean relations is easily derived from the coding of the following
instructions and the coding of the composition we shall see below:

a>-a=0
synch (a: = true) ::
@ ‘
b=-a
synch (b: = nota) ::
‘2
a® = b?
symch(c: = aandb) : : c=a2—(ab+a+b) 31y

2 )

The algebraic equation of the first formula possesses a = 1,a=0 as only solutions, which
means that a is either absent or true. The second equation is obvious. To derive the last one,
remark that its first component encodes the fact that both signals a and b must have the same
clock (they are either both present or absent, which is encoded as 02 =1or a2 = 0); then it is
straightforward to verify that the last equation maps the pairs 0,0), (1,1, (=1,1), (1,—-1, (-
1,—1) respectively onto 0, 1, —1, —1, —1. Since only boolean are involved, no coding of
dependencies is required hence the symbol @ in the second field.

Non boolean function.

synch(y: = f(Xy,..., Xp)) it (3-2)

2
yoix =Py ... x,—Py

The first field encodes the constraints on clocks (equality), while the second one encodes the
data dependencies. The meaning of the second field is «the listed dependencies hold when
y2 = 1». Notice that a := (u<v) produces a boolean, but is a nonboolean function.
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3.1.2.2 Instruction (ii): the register.
Boolean register.

This is the key case where dynamical systems in F3 come out.

[E=(1 - az)é '+ a; initialcond = u)
b= a2£ ,
synch (b: = a$initu) :: 3-3)
@ )

Here, £ is the current state of the dynamical system, &’ its previous state, and u its initial
condition (+1 valued). The corresponding explicit form of this dynamical system is

2
§i=(1-ap)é,1+a; Eo=u
] 2
by=ar§,—)
where ¢ is any time index fast enough to capture every presence of signal. Notice that the state
takes +1 or —1 as only values, i.e. states are persistent. The state is modified when a new

input is received, and at the same instant the old state is delivered at the output. Again is no
dependence graph necessary.

Non boolean register.

synch(y: = x$initu) :: (3-4)

The first field expresses that clocks must be identical; the second field is empty even if we are
considering non boolean types, since the current value of y does not depend on the current
value of x, but on the content of the memory (which has been lost in the coding via synch).

3.1.2.3 Instruction (iii): the filtering.

Filtering with boolean cutput.
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c=b(-—a—a2)

synch (c: = bwhena) :: - (3-5)

Filtering with non boolean output.
y2 = xz( -a- az)

synch (y: = x whena) :: (3-6)

y2.'x —>y
The second field expresses that x influences y when y is produced.
3.1.2.4 Instruction (iv): the merge.

Merge with boolean output.

c=a+b( —a)

synch (c: = adefaultb) :: 3-D

Merge with non boolean output.

y2=u2+v2(1 —uz)

synch (y: = udefaultv) :: ) (3-8)

uu—»y

v2 a- u2) v—Py

The second field expresses the fact that u influences y when it is present, while v influences y
when it is present and u is absent.

3.1.2.5 Instruction (v): the composition.
synch (P| Q) = synch (P) U synch (Q) (3-9)

Here the symbol U means that the fields of P and Q have to be merged to produce a single
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clock field and a single conditional dependence graph field. This U is in fact a composition in
our sense.

Definition: In the coding above, the first field will be called the clock calculus of the program,
while the second one will be called the conditional dependence graph of the program.

3.1.3 Examples.

To allow drawing of graphs, conditional dependence graphs will be depicted using the following
notation:

h
x——y instead of hx—y

3.1.3.1 The instruction cell.

This instruction has been used as a macro in the «shared tracks example. Recall the
corresponding program:

y := x cell b init y,

zy .= y$ init y,

y : = X default zy

synchro vy, (x default when(b))
We shall distinguish two cases: x boolean, and x non boolean.
Encoding the boolean cell into its clock calculus.

E=(1-y)E +y,init = y,

y=y§’
y=x+zy(1-x)
=2+ (=b-bH)-xDH (3-10)

Eliminating zy yields

E=(1- x)E" +x,init = y,
y=x+(-b-bD(1 - xHE’

which reflects exactly the meaning of the instruction cell: the memory is refreshed when x is
received, and y delivers the current or last value of x when x is received or b is received and
true.
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Encoding the non boolean cell into its cclock calculus and conditional dependence graph.

Clock calculus:

2 2 2 2
y =y =x"+ l—xz)-zy
y¥= x¥+(1 —xg)(-—b—b

which yields
pi=yt=xt+ (1 -xD(-b-b)

Conditional Dependence Graph:

2 2 2
a-x9 X
Zy—————"y y 44— x

Here the dynamics has been lost; the clock calculus expresses only how clocks of signals are
related.

3.1.3.2 The program GUARDED__COUNT.

Recall this program:

GUARDED__COUNT { ? integer reset ! bool empty}

n = reset default (zn - 1)

zn = n$ init 0

empty = when(n =0) default (not event(reset))
synchro when(zn = 0), reset

Clock calculus:

n2 = reset2 + zn2 a- rese:z) = zn2
empty = (~[n=0] — [n= 01) + (—reset)(1 + [n = 0] + [n = 0]%)
—[zn = 0] — [zn = 0]* = reset’ (311)

Introduce the notations « =[n = 0], B =[zn = 0]. The clock calculus can be rewritten
zn2 = n2=ot2=[32

empty = (-«—«22) + B+ +e+ad)
reset” = —f§ — 32 (3-12)
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reset zn
K l h(1-k lh
n zn=0
h l h= n2
2
n=0 k=reset

DISCUSSION: observability.
About the clock calculus: consider the first two equations of (3-11), which corresponds to the
first two instructions of the program. Their solution is

n? = n® = reset® + 2 a- resetz)

where @ is a free variable of F,; this additional variable, we shall call a phantom, reflects the
fact that the two first instructions of the program are not observable by the input reset only. The
clock of the outputs zn and n of this subprogram is not entirely constrained by the clock of the
input reset, which is a cause of nondeterminism of this subprogram. Observability for DEDS is
widely discussed in [Ramadge 1986] in a different setting.

However, considering the whole clock calculus yields a different result. This clock calculus is
an algebraic variety which is entirely parametrized by the free parameters {x,f8 «2}; on the
other hand, since the conditional dependence graph has reset as only source node (except from
the delay output zn), it is expected that the whole program is observable by the triple {reset,
«, fx“}. A systematic study of this kind of observability notion is presented in [Benveniste &

al. ** 1988].
3.1.3.3 The instruction k = a fby k; a control viewpoint.
This instruction has been introduced in the discussion of the shared track example to figure how
program synthesis could be performed instead of explicit programming; the actual form of this
instruction was :
train_i__on := ask__i__fuel fby train__i__on
Taking into account the fact that k is a pure event, its expansion is
k:=afhvk
k:= k=when (a default zc)

| zc : = c$ init false
I C := (not k) default a
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The corresponding clock calculus is

E=(1-cHE +c, init=—1
wc=c¢’
c=—k+(1-ka
k=k[—@+(1—a)ze)— @+ (1 —a)z0)]

which gives after a little algebra

E=(i—k( -a)E —k+ (1 -ka, init=—1
k(1—a-(1-a)E)=0

which is equivalent to

E=(1-k( —az)é’—k+(21 —ka, init=—-1
=[-a-d’ - (1-a)(1+EN?

where ® is a phantom, i.e. a free parameter; the presence of this parameter reflects the fact that
the input a makes the whole system unobservable (non deterministic in the computer science
framework). More precisely, we have '

E'=-1 = k=(——a——a2)t!>2

i.e. when a=true occurs, k is free but not obliged to occur, otherwise it cannot occur; on the
other hand

E'=1 = k=(1+a)®?
i.e. k is free (but not obliged) to occur provided that a# false. The phantom 2 reflects the
degree of freedom left by the program: if is in fact the hidden conmtrol. Here, taking ¢2=1
identically provides the fastest and most frequent response to the boolean signal a. Referring to

the shared track example, this is precisely the choice of the controls (one for each train) which
provides the same behaviour as the first two programs which did entirely specify the system.

3.1.3.4 An example of deadlock.

Consider the following example.

X := U when (U<V)
| Jyi=x+v

]

The meaning of this program is «add u to (v when u<v)»; this program should be rejected, since
the clocks are inconsistent. The conditional dependence graph of this program is
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x
>
<
=2
!
[

Writing f3 for short instead of (u<v), we get

u'=v'=p? (i)
(2 /3 )
= (ui)

:

2—

which obviously enforces #=1. However 8 is not free, but is the result of the evaluation of
the inputs u and v; but neither our clock calculus nor our conditional dependence graph can
reason about non-boolean values, so that the actual value (true or false) of 8 cannot be predicted
within our calculus, hence this value should not be constrained. This is taken into account by
adding to (ii) the constraint obtained by the symmetry - —B thus resulting in the new
constraint

0=Bu’® (i)
instead of (ii), thus yielding finally
any2 =0
i.e. the whole program starvates from the beginning. This illustrates informally how deadlocks
can be detected by taking into account clocks and data dependencies. Again this is an illustration
of our HDS theory compared to other approaches. A formal study of deadlocks is also presented

in [Benveniste & al. ** 1988]; the complete resolution and execution of programs is also shown

in this reference.




Chapter Four
Conclusion.

We have presented a brief account of HDS theory, with an illustration on the so—called
«shared —track» example relevant to DEDS area, and «Page» example from signal processing,
which cannot be captured via DEDS modelling. Notice the following points.
4 HDS involve both numerics and symbolics (logic and synchronization), which
makes them of wide applicability, but also more difficult to analyse than DEDS;
hence our current results are less advanced than the results of DEDS theory.

L Our theory is supported by the programming language SIGNAL. A version V2
of the SIGNAL compiler is currently experimented in some universities, and the
language is being soon commercially available. The compiler produces as an

" intermediate level code the pair {clock calculus, conditional dependence graph};
from this intermediate level code, executable FORTRAN code, but also
distributed OCCAM code (programming language of the INMOS "Transputer™),
is generated. Current target applications are signal processing systems, radar
systems, and a whole continuous speech recognition application. The existence
of this programming language makes the treatment of real applications really
feasible, cf [Ho 1987].

. Our approach is relational, which results in a simple treatment of exact model
following control problems, as well as proof systems such as usually done using
temporal logic [Pnueli 1977] (proving a property is in fact an exact model
following control problem). The main problem is then HDS resolution, which
can be considered as a realization theory (program - state machine executing the
program).

o Our theory captures both notions of observability and deadlock, the latter notion
being related to controllability.

Finally, let us mention the works around the other declarative (but functional) language
LUSTRE [Bergerand & al. 1985] [Capsi & al. 1987] and the imperative language ESTEREL
[Berry & Cosserat 1984][Gonthier 1988] the syntax of which possesses some flavour of ADA.
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Chapter One
Introduction.

In the companion paper [Benveniste & Le Guernic * 1988] we have introduced the reader to
HDS theory and presented the language SIGNAL which was designed for HDS specification;
we have also discussed the principles of HDS modelling and resolution. The purpose of this
paper is to present two models for HDS and a resolution technique supported by these
mathematical models.

Before going into the core of the subject, let us recall briefly the mini—language SIGNAL. Here
follow its S instructions.

P(x(1),....x(n)) @

y := x$ init x5 (i)

y:=XxXwhenb (i)

y:= udefaultv (iv)

P | Q v)
Recall their intuitive meaning:

(i): direct extension of instantaneous relations into relations acting on flows:
p(x(1),...,x(n)) & Vep(x,(1),...,x,(n)

(ii): logical delay (the usual operator z )

y:=x$ init xo& Vi>1:y,=x,_1,¥1 = Xg

(iii): condition (b is boolean): y equals x when the signal x and the boolean b are available and
b is true; otherwise, y is not delivered;

(iv): y merges u and v, with priority to u when both signals are simultaneously present;

The instructions (i—iv) specify the elementary processes, we shall call generators. The objects
named X, y, u, v, b, will be called signals.

(v): communication of already defined processes: P and Q communicate through their signals
with common names; for example

y:=zy+a| zy 1= x$ init x

denotes the system of recurrent equations for 21
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Y=z +a
Y= Y—11 T X

which is equivalent to y, = y,_; +a,,y5= xo. In this example, P and Q are just predefined
systems of dynamical equations; but names can be given as well to such systems and used
instead inside the instruction (v).

The reader is referred to the companion paper [Benveniste & Le Guernic * 1988] for an
introduction to the principles of HDS modelling. All the examples discussed in the sequel are
presented in details in [Benveniste & Le Guernic * 1988].




Chapter Two
Hybrid Dynamical System Theory: the approach via Transition
Systems.

2.1 The method of Transition Systems.

In his seminal work [Plotkin 1981], G. Plotkin advocated that programming languages should be

® specified
. interpreted
L compiled

using transition rules; transition rules are a suitable way to encode and produce the labelled
trees which result from the running of a program, as will be explained later on; they can be
used to represent finite or infinite state machines. An extensive litterature does exist on this
technique to encode languages for communicating processes. Hence we shall first present such a
coding for the language SIGNAL introduced above. It is not our purpose to fully develop this
approach within the present paper, which will be primarily devoted to the new model called Q.

2.1.1 Definition of transition systems.
Déefinition 3: a transition system is a triple of the form
P={Z,A,-} -1
where
= is the set of states; states are program lexts;
A is the set of actions; actions are functions mapping a given set of ports into a corresponding set

of values, which are said to be carried by these ports during this transition; actions are denoted
by .

x(1)(x)... x(n) (x,)

where the x’s are the ports of the system and the x’s are the values carried by the corresponding
ports; among the set of values is the distinguished value 1 which has to be interpreted as the

absence of data.
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- is the transition function; despite this name, - is a relation defined on =xAxZ=. This
transition function is defined by a set of rules of the form

o«
C> P——~ P’ (2-2)
where P,P’ are program texts, i.e. stales, o« is the considered action, and
C=f(P,x,P’) 2-3)

is a predicate function of the mentioned arguments; the meaning is «P can perform « and yield P’
if C holds».

Hence it is clear that performing an action generally requires to solve an implicit equation since
the precondition C can depend on the action and on the resulting new state.

Given two actions o« and f# belonging to (possibly) different transition systems, we introduce the
predicate

«Np (2-4)

to indicate that the corresponding maps agree on the intersection of their respective domains
(which means that ports with identical names carry the same value). When this predicate holds,
the two actions are said to be compatible, and their union is defined as usually for maps,
keeping only a single copy of the common ports. Union is denoted by « U f§.

Transition sysiems form an algebra endowed with the composition operation defined by

Cs P p; Ds gl o
TR
- Pl

-5

(«NB,C,D)> P|Q

which has to be read

o |
s

new rule resulting from' their combination

Notice that, when P and Q have no port with common name, all interleaving of actions from P
and/or Q is valid, compare with the model Q we shall introduce in the forthcoming chapter.
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2.1.2 Encoding SIGNAL into transition systems.
2.1.2.1 Encoding the instruction (i).

X XY XX o4y, x(n))  @2-6)

p(xy,.sxp)=  p(x(1),..x(n))

Here, the states of the transition are just the text of the instruction (there is no memory, hence
the state is unchanged). The predicate requires that the values to be presented to the ports x())
satisfy the relation p; if this holds, then these values can be accepted by the transition, and this
acceptance is the action performed by the transition. When this relation is for example z:=x+y,
the action has to be interpreted as the computation of the sum of the values carried by the ports
x and y and its delivery at the port z. For the encoding of the composition, we shall also need
to consider the following trivial rule, which represents the empty action (in which case the
program is always unchanged):

p(x(1),x(n)) XL XD g4y xny) @-7)

All the instructions (ii)—(iv) should be also provided with a corresponding trivial transition,
which will thus be omitted.

2.1.2.2 Encoding the instruction (ii).

]

y := x$initu M» y := xSinitv (2;8)

Here, the precondition is the constant true, so it is omitted. Here, u is the content of the
memory: it is delivered at the output y, while the value v received at the input port x is fed into

the memory. Notice that the state has been here modified via the modification of the parameter
involved in the program.

2.1.2.3 Encoding the instruction (iii).

x(x) b(L) y(4)

y := X when b (i)
bh) x(1) y(4) | y := x when b (i)

y := x when b
y := x when b

x(x) @) Y& | .l ) whenm b i)
x(x) b®) y(1) | y:= X when b (iv) (2-9)

b=trues y := x when b

b=falses> y := x when b

These four rules encode exactly the intuitive meaning of the instruction when. No change in the
state occurs, but the precondition plays a role.
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2.1.2.4 Encoding the instruction (iv).

uw) ye) V(i)

Y := U default v (i)
u@ vv) y@ | y i= U default v (ii)
v y) u(d) | y i= u defadt v (iii) (2-10)

y := u default v
y := u default v
y = u default v

This is the exact coding of the intuitive meaning of this instruction. Again, no change in the
state occurs, and no precondition is required.

2.1.2.5 Encoding the instruction (V).

This is the major step, since this instruction is the key to modular construction. In fact the
corresponding coding has already been given in (2-5).

2.1.3 An example of program coding.

We want to encode the program

P(u) =
n : = reset default xn
XN := zn-1
.zn 1= n$ init n0

The rules of the three instructions are the following, together with the trivial rules (2-7)

reset(¥) n(u) xn(i) .

n := reset default xn (i)

reset (u) xn (v) n(u)_. n

3
]

reset default xn

reset default xn reset default xn (i)

=]
[}

n : = reset default xn xn{) n@) reset(.l.)_’ n

reset default xn (iii)

§ W 0@

n(x) zn(no) o

zn := n$ initn0 zZn := n$ initx

Combining these rules according to (2-5) yields the set of rules to encode the program P.
Choosing (i) requires the precondition

{ [reset () n () xn (L)] N [zn (w)xn(2)] N [n (x)zn (n0)]} & {u=x,2=L,w=4,n0=1,x=1}
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The matching of these actions requires any =1, i.e. no port participates to the considered
action, hence rule (i) cannot be used. The only valid rules are

vezu=xwen0z=w—1}s Po) @ X0 n@ @) o0, )
{v=z,v=x,w=n0,z=w-1}> P(no)reset(.L)xn(v) ne) zn(no)—-P(v) (iii)

The preconditions of these rules can be simplified by removing the value names which do not
appear in the actions of the resulting transitions, thus finally giving (no precondition is required
for the first rule)

P no)reset(u) xn(v) n(u) zn (nO)_'P W )
(v=n0—1}= P(no)reset(L)xn(v) n(v) zn(nO)_.P(v) (iii)

We have already shown how the algebra of SIGNAL programs can be mapped into the algebra
of transition systems. On the other hand, it should be clear from (2-3) that performing actions
requires to solve systems of equations: here comes the need for resolution. Now, the following
problem remains, which is the crux of the theory: transform any transition system into a machine
which can execute it. This problem has a flavour of realization theory: transforming the «external
representation» of a transition system (its SIGNAL program, or the corresponding image in the
algebra of transition systems) into a «(finite) state machine» realization. This sort of job usually
requires a convenient algebraic calculus to be at hand, and it should be clear that there is no
hope for us to have this sort of algebra, since our model of transition systems is too general.

Hence the need for a reduction technique: use a convenient homomorphism from the algebra of
transition system into itself such that its range be

o small enough to provide some suitable algebraic calculus,
o rich enough to still provide us with a convenient solution to our realization
problem.

This will be the subject of the next section.

2.2 The fundamental homomorphism.

2.2.1 Introducing the homomorphism.

Here follows the intuitive description of our method. Recall that SIGNAL consists in extending
a given «nstantaneous language» (the set of data types and corresponding relations known by
the instruction (i)) with a small set of primitives to obtain a model of dynamical systems.
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Denoting by IL (Instantaneous Language) this starting point, any homomorphism y from IL into
itself is easily extended to an homomorphism ¥ from SIGNAL into itself.

In our case, the homomorphism y is constructed as follows

STEP 1: among the relations of IL, select the subfamily of relations and corresponding data
types for which you accept to solve systems of equations (and are supposed to be able!).

STEP 2: other instantaneous relations must be finctions, and are encoded into their dependence
graph; hence corresponding data types are handled as sets of labels for which dependence

graphs summarize all the possible rewritings.

This defines our homomorphism; its ability to reason about dynamical systems as well as its
complexity relies on the choice we have done at STEP 1. Here we shall select the boolean
variables together with the boolean relations generated by {:=, and, or, not} and the constants
true, false; this choice is motivated by the particular role played by the booleans in the
instruction when. STEP 2 is decomposed as follows

STEP 2.1: mapping data types.

We introduce the set A of labels (or names); the only relation defined on A is a—%b to
denote that a precedes b. Then, we introduce the map y mapping a variable of any type into its
name. The image of a variable a of any type by w will be denoted by w(a) or, when no
confusion can result, simply by a.

STEP 2.2: extending y to mapping instantaneous non-boolean functions into directed graphs.
Non-boolean functions induce branches between their labels as follows

W, y=f(xp,...,x) > {w(x)—>YO), ..., w(x) —>p(»)}

simply denoted by

y=f(xy,...,x) = {x;—»y,..., x,—»y}
Y extends immediately to systems of equations. The so obtained directed graphs summarize all
the possible rewritings such as substituting the label y by f(x,,..., x,) in other expressions. In
order for such rewritings to terminate properly, it is needed that such graphs generate partial
orders, i.e. are circuit-free.

This map w extends immediately to an homomorphism ¥ from the transition systems algebra
into itself: add L to the set of labels and booleans and keep unchanged any equation invoiving
1; this gives an extension of w which can be applied to the preconditions and actions of the
transition systems. Hence the definition of the fundamental homomorphism V: it maps the

transition (2-2) into the new transition
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W)= P ¥E | p (2-11)
Thanks to the formula
w{= N B,C,C}= {w(=) Ny(h),w(C),y(C)}
it is easily seen that ¥ is an honiomorphism, i.e. that
Y(PlQ) =¥ @)V (-12)

holds.

2.2.2 The image of SIGNAL.

2.2.2.1 Image of the instruction (i).

Boolean relations are unchanged. A non-boolean function is mapped as

X —®y,...,x,—»y
X3

y 1= f(x(1),x(n)) 2L TR w2 f(x(1),..x(N)) (2-13)
Here, y, x; denote the labels.
2.2.2.2 Image of the instruction (ii).

The boolean delay is unchanged. For the nonboolean case, we get

y = xSimit. —2 « y:= x$init. (2-14)

Here the bound on the value carried by the ports via the memory is lost: nonboolean delays are
just mapped into pure synchronisation instructions.

2.2.2.3 Image of the instruction (iii).

The when with boolean output is unchanged. For the non boolean case, we get

M» Yy := x when b (i)
bO XM YWD L whem b G

y := x when b
y:= X when b
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b
x—>yb=tues y:i=x when b 2PV y o X when b Gid)

b=false> y := X when b M.. y:= X whenb (@iv) (2-15)

These four rules encode exactly the intuitive meaning of the instruction when. No change in the
state occurs, but the precondition plays a role.

2.2.2.4 Image of the instruction (iv).
Again, no change for the boolean case; for the nonboolean case, we get
1 .
u—»y=> y 1= u default v u—‘iv—(—z—»y:=udq'mdtv @)
U—Pys y = u default v —2~ y:i= u defalt v (i)
- 4
vy y:i= udgmit v 222Dy oy demlt v Gi) (2-16)

Finally the image of the instruction (v) has already been defined for ¥ to be an homomorphism.
The range of ¥ will be called the algebra of synchro—transition systems, since they summarize
the logic, synchronization, and dependency structure of the transition system.

2.2.3 Algebraic representation of synchro—transition systems.

Synchro—transition systems are defined via rules involving 1, booleans, and labels. We shall
first provide an algebra with a convenient calculus where the pairs {1, booleans} can be
represented. All we need to encode are the following status: absent, present, true, false. These

are encoded onto the finite field Fy = Z/3Z of integers moduio 3 as follows

true: + 1

Jalse: — 1
absent : 0
present: +1

where +1 denotes a non determinate choice of +1 or —1; i.e. we handle in the same way
labels and boolean of nondeterminate value. Let us apply this idea to encode SIGNAL programs:
the corresponding map will be denoted by synch. For this purpose, we need to define precisely
what it the domain of our coding, namely the algebra of dynamical system over F3.

A dynamical system over Fj is the specification of

1. a submanifold of the product space Fj x F};
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2. an initial condition in F3.

Indeed, denoting by & the generic point of F3, such a submanifold is specified via a system of
polynomial equations

P](E)E')=O

.........

P (§,8)=0 2-17)

where &€ =(x,..., X,), and the x;’s are variables in F3. Then, the dynamical system is the
subset of the trajectories on Fg satisfying

P (&,8_)D=0

Py(&,5,-1)=0 (2-18)
where &) equals the given initial condition.

Using these notions, the algebraic coding of the transition (2-11) is derived using the following
rules. ‘

RULE TRANS 1
2
xEY(ex) = x" =1
b(b)Ep(x) = b>=1
x(l)ew(x) = x°=0

This rule encodes the presence/absence of the values carried by ports within the actions; only
squares appear since the value of booleans plays no role here.

RULE TRANS_2
{b=true}€ep(C) =» b=1, {b=false}€yw(C) = b= -1
{b=nota}€y(C) > b=—a
{c=aandb}€Y(C) = c=1—-(ab+a+b)
This rule concerns the instantaneous language only. It suffices to encode the constraints on the

booleans within the preconditions. Only the last part needs to be verified by checking all the
combinations of +1 values for a and b. : ’

RULE TRANS_3
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{x—>ylew(C) = x—Py
In other words, dependencies are kept unchanged in this coding.

Let us illustrate how the coding works on the transitions of the instruction when in the non
boolean case; starting from the transitions (2-15), we get

x1=1,°=0,5>=0 ()
b2=1,x>=0,y°=0 (i)

b=1,x2=1,y*=1x—>y (i)
b=—1,x*=1,"=0 (v) (2-19)

Since any one of these transitions can be applied, these equations can be summarized as the
double coding :

yi=x*(-a-d)

synch (y: = x whena) :: (2-20)

y2.'x —>y

In the second field of this coding, «y2:» is a shortage to indicate that the dependency holds
exactly when y2 = 1. A systematic application of this method yields exactly the coding of the
SIGNAL instructions which was given in the section (3.1.2) of [Benveniste & Le Guernic *
1988]; this coding is not repeated here.

2.3 Conclusion of the chapter.

We have presented a model of HDS using transition systems. We have shown how general
transition systems can be mapped into the subalgebra of synchro—transition systems. Finally we
have exhibited an algebraic coding of these transition systems via pairs {clock calculus,
conditional dependence graph}. What remains to be done is to provide an algorithm to solve

such systems. However we shall first present the second point of view, namely the model €.




Chapter Three
A new relational model: Q.

The basic approach of Q is to consider that the mathematical model of a SIGNAL program
should be a formal way to define the set of the behaviours of its signals via constraints on the
set of all possible behaviours. Hence, the aim of model Q is to capture in a single framework
the following questions:

.® how to formalize the notion of space of all possible behaviours?

° how to define constraints on such spaces?

° how to build a theory of multiple clocked systems?

L how to build a hierarchical theory of multiple clocked systems, i.e. to let

-predefined subsystems to be composed to construct an overall system?

. how to analyze properties of the so-obtained dynamical systems (observability,
deadlock —a property related to controllability —).

To achieve this, the background of Q model is the so—called technique of canonical measurable
spaces of probability theory [Dellacherie and Meyer 1976]. For those who are familiar with
probability theory, let us recall the following tools from probability theory

o canonical spaces of tiajectories, to describe the set of all possible behaviours;

. families of o —algebras, to describe the flow of time;

L stopping times, to describe.events that can be observed while monitoring the
process;

. stacks, from Ornstein’s ergodic theory, to describe oversampling

Unfortunately, no classical tool does exist to combine these objects to obtain a hierarchical
theory. We shall here present a slightly simplified version of the 2 model; a complete
presentation can be found in [Benveniste & Le Guernic 1987].

3.1 Histories.

3.1.1 Basic definitions: histories, signals, clocks.
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3.1.1.1 Histories.

In the sequel, the symbols N, N, denote respectively the ordered sets {0,1,2,...,»} and
{1,2,...,}. By e, we have in mind an instant for which one waits for ever, i.e. an event

occurring at o never happens.
The notion of history we shall introduce now is borrowed from [Kahn 1974}, and is also in

accordance with the corresponding name which is sometimes used by probabilists to refer to
increasing families of o0-algebras, as the following example will show.

A basic example: history associated to the instruction (i). .
Consider the instruction
y = f(x(1),...,x(n))
We shall write X for short to denote the n-uple (x(1),...,x(n)). Introduce the function set
Q={N, -ZxY} (-1)

where = denotes the set in which the signal X takes its values, Y is the set where the output y takes its values, and
denote by @ the elements of S2: every w represents thus a possible trajectory El, 52» ... of the input/output pair
(X,y). Then, endow §2 with the following equivalence relation

{w ~ w}e{ws)=ws’) Vssi} (3-2)

Let us define a partition IT, as follows: W and W’ belong to the same atom of I, iff @ =; w’. By convention,
Mo={ @,RQ} represents the information available before the time starts (constants,...), which does not depend on
the values of the inputs. Then {$2, (T1,),e N} is said to be the canonical history associated o the instruction (). The
partition n, is interpreted as the information available at time t, i.e. any data available at time f in the system is
nothing but a function defined on the set §, which is constant on the atoms of the partition T1,, in other words a
function of the initial segment (X ,y)[,,,]. We shall now introduce the notion of history in an abstract setting to
generalize this example.

Definition 4: By an history, we have in mind an object

{R(M)en} or {RN} for short

where
L Qis a set
] Jor every 1, T, is a partition of the set Q; the elements of T, are referred to as

atoms

° Jor s<t, T, is finer than T\;, denoted by NI <T1,, i.e. every atom of Tl is a union
of atoms of T,.
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The family of partitions (11,) is called the information flow of the history.
The partition T, has to be interpreted as «the information available at time .
Notations.
1/ Given a function X defined on Q, we shall write for short
Xem, (3-3)

to indicate that X is constant on the atoms of the partition Tl;; in the same way, if A is a subset
of Q, we shall write

A€, (3-4)

to indicate that 4 is a union of atoms of the partition TT;; these notations will be extended to the
other partitions we shall encounter in the sequel.
2/ Given a logical proposition P(w) depending on w, we shall write for short

P instead of {w:P(w)} (3-5)
For example, {X > A} denotes the set {w:X (w) > A}.
3.1.1.2 Clocks.

A clock relates any sequence of events to a given time reference, by specifying at which date
the s—th event occurs.

Déefinition 5: Given a history {Q,(MY}, a {Q, (1) }-clock H (or, simply a clock, when there is
no ambiguity) is a time-indexed family of functions

H: Q - N (3-6)
which satisfies the following propérties Yw

Hy(w)=0, H (w)=o ()
s<t and Hj(w) <o = Hg (w) < Hy(w) (i)
H(w)Ss and ' =;w = H/(w’)= H;(w) (i) 3-7

Recall that H (w) = o means that the s—th event of the clock H never happens. The last
. condition is a causality condition: it expresses the fact that, to know if the t-th occurrence of an
event H (w) takes time not after s, it is sufficient to observe the initial segment up to time s.
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Counters. Counters are associated to clocks as follows. Given a {Q,(TT)}-clock H, the
following formula, where # stands for short for «cardinal of»,

p (w) = #{s€ N:H, (w) St} (3-8)

defines the counter associated to H. Thanks to (3-7—iii), counters enjoy the following property:

Lemma 1: we have
{w = w}={pf (0)=pf ()}

Traces. The notion of trace we shall now introduce is in fact the proper framework to handle
simultaneously both dual aspects of time, namely clock/counter.

Definition 6: the trace associated 10 a clock H is the subset H of Qx N defined by
(w,5)€H ¢ 3t:H,(w)=s (3-9)
It will be convenient to introduce the following notations:

E(w, )= {sEN:(w,s)EE}
H(,s)= {w€R: (w,s)EH } (3-10

The interest of this notion is that the clock and the counter can be easily recovered from it, as
we shall explain now.

il (w) = #{H (w,.) N [0,1]}

H (w)= min{s; #{H (w,.) N[0,5]} =¢ (3-11)

Moreover, we have the following result:

Lemma 2: Given a subset H of @x N, the formulas (3-11) define a clock iff the following
property holds

Vs<te: H (.,s)€N, 3-12)

Example.

Consider a causal signal X, which means in our framework that

w = w > X (0)=X (o) (3-13)
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and let A be a subset of the domain in which X takes its values. Define

Ho(ﬂ)) =0
Hj(w) = min{s > 0:X; (w) €4}
H, ;1 (w) = min {s > H, (w): X, (w) €A} 3-14)

where, by convention, min( @) = + oo, Then, H is a clock, for it satisfies the constraint (3-7—iii) thanks to (3-13).

~ This example can also be written in the mini language SIGNAL; we assume for example that X takes real values, and
" that A =]A, [. The corresponding instruction is

H = true when X>A

The set of the occurrences of the signal H defines exactly the trace of the clock H introduced in (3-14).

History associated to a clock. This notion will be a first step towards the technique of time
change. The idea supporting time changes is the following: suppose you have a clock, and you
.are interested in an infinite ordered file of data which are available at each occurrence of this
clock. Then, you would probably like to forget the original time reference, and prefer to work
with the above mentioned clock as it were the time reference. Our aim is to justify such a
procedure. A firsj step in this direction is the following definition.

Definition 7: Let H be a {Q, (11,) }-clock. Define
w """H, w' & 3Is: s=H(w) and w=;w’ (3-15)
This is an equivalence relation; (3-15) defines (Tl H) as the history associated to the clock H .

The fact that (3-15) defines an equivalence relation is due to the property (3-7—iii) of
time-correctness of the clock H. The corresponding information flow summarizes the flow of
information corresponding to every new occurrence of H, a fundamental notion when the study
of time changes is of interest. This notion is the good functional point of view to encode the
notion of initial segment in the case of time changes.

3.1.1.3 Causal signals.

Definition 8: Let H be a {Q, (1)) }-clock. By a {<, (1,), H}-signal (for short instéad of «causal
signal»), we have in mind a time-indexed family X = (X) N, of functions

X:Q - =

(where = is a set defining the type of the signal), safisfying the following time-correctness
condition: '
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w’zﬁlw > X (w')=X,(w) (3-16)

The definition 8 expresses the fact that X, (w) has to be considered as known at time H, (w);
in this case, H, = o means that X, is never delivered.

3.1.2 The clock aigebra.

The aim of this section is to study the algebra of {Q,(TT,) }-clocks, we shall simply refer to as
«clocks», since no confusion can occur throughout this chapter. We shall introduce a useful
primitive operation on this set: the filtering.

3.1.2.1 A partial order on the set of the clocks.
It is defined as follows. Given two clocks H and K, referring to (3-10), we define

KCH & VwK (w,.)CH (w,.) (3-17)
In other words, K C H means that the set of occurrences of K is included in the set of the
occurrences of K whatever the input w is, i.e. C is a partial order on functions. Hence the set
of clocks with C is a lattice with @ (the clock with no event at all) as minimal efement and Id
(the identity clock) as maximal element. The operations of infimum and supremum will be
respectively denoted by

KAHKvH (3-18)

2 19 Tha Sléenction
3.1.2.2 The filter g.

Every signal of boolean type will be said to be a test. The following lemma holds, where the
notation 1, yields 1 when the property A holds, and O otherwise:

Lemma 3: Let H be a clock, and T be a {Q, (1)), H}-test. Then, the following formula

[, ]

K,(w):miniHs(w),- L 17,0 =rme) gT (3-19)
1

u=

defines a new clock, denoted by
K=H!|T (3-20)

and referred to as the clock obtained by filtering H by T.
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Proof: easy and left to the reader.

The meaning of the filtering is as follows: H | T extracts from H the instants H where T; is
true. Conversely, the following result holds, where we have used the notation (3-10):

Lemma 4: If KC H in the sense of (3-17), then K=H ! T hoids, where the {Q, (T1,), H}-test
T is given by

(3-21)

r true if H,(w)€K (w,.)
s (@)= false otherwise

The proof is elementary, and is left to the reader.

3.1.3 History communication and time changes.

To define history communication, we shall proceed as follows. First, we define the history
juxtaposition, which is the result of observing-two histories which do not communicate at all.
Then, a simple restriction operation will provides us with the abstract notion of history
communication.

3.1.3.1 History juxtaposition.
The idea behind history juxtaposition is simple. An observer which monitors two histories Qn
= {Q,N} and QN’ = {Q;M’} that do not exchange any information will observe the
interleaving of the events belonging to QTT or QT’. We shall now formulate this idea rigorously
by proceeding into two steps.

STEP 1: inserting dummy events.
Consider a history Q1= {Q,T}. Introduce the following objects.

1 = {N-N} (3-22)
Elements of L are denoted by y. Notice that y is allowed to take the value o. Introduce

Qt=Qx 1 (3-23)

COMMENT: The intepretation of Q"' is as follows: elements of this set are of the form (w, v),
where y is a given sequence of nonnegative integers; y (f) specifies how many «dummy» events
(i.e. events to which QTT do not participate) will be inserted between the instants 7 and ¢ + 1 of

the history QT . Notice that inserting « dummy events means that QM is waiting for ever for its
next event, i.e. Q1 starvates from now on.
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Then, Q* will be endowed with the following information flow:

(W, 7) =~ (W)7") (3-24)
[—4
: V S J ' =
up=max{u: L (1+y®) St} » { uSkoy ") =y @)
v=0 @ zuo @

The figure below depicts two trajectories of Q' that are equivalent in the above introduced
sense. This technique for inserting additional instants between preexisting ones originates from
D. Ornstein’s method to prove the isomorphism theorem between Bernoulli dynamical systems
in ergodic theory [Ornstein 1974].

e Ll lleelllel [Lelwe
e L 1 1 1 o ¢ L 1L 1 e L & & 1 1 1

Figure 1: two trajectories equivalent up to ¢ = 12
The corresponding information flow will be denoted by (n,‘).
STEP 2: defining history juxtaposition.

Definition 9: Given two histories QN = {Q, T} and QN’ ={Q,N’}, their juxtaposition is
denoted by

=QN & RN’ (3-25)

and is defined as follows.
STEP 2.1: consider the cartesian product

(% Q" Ty}

STEP 2.2: consider the clock H" of the events in which Q1 is involved:
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u
o= {w,0€WxN: 3u, L1+ yM) =1}
v=0
where w = (((l), Y),(O); Y ,)) (3'26)

and define similarly HY. STEP 2.3: delete the trajectories which possess at least one instant in
which neither QU1 nor QU1’ has an event:

Wl = {w,"'}, where
W= {we @*xQ"*: H w,) UEY (w,.) =N}
M= {T}xT, Yw (3-27)
The fact that H 2 is a clock is easy to verify, using lemma 2 and (3-24).
Property: The operation & is cbmmutative and associative.
Here, the product of partitions is defined in an obvious way,
{hw

denotes the restriction of { » } to W. The definition of W simply means that we keep in W the
subset of Q*xQ"* composed by the trajectories all the events of which belong either to the
history QT or to the history QIT’. The history I corresponds to the flow of information which
is received by a simultaneous observer of QTT and QIT’. A picture of this construction is shown

below



3-24 A new relational model: W.

¢ ¢ ¢ ¢ ¢

* & & A&

v

L e L L 1L e e L 1L e L ¢ L 1L o 1 L

& L 1L L& L& 1L 111t & |

Figure 2: history juxtaposition

Here all the possible interleavings of the two considered histories have been constructed,
compare with the model of transition systems for a communication between two transition
systems with no common ports.

3.1.3.2 History communication.

Definition 10: A communication of QU1 and Q' is defined through the specification of a subset of
the trajectory space W of the juxtaposition QU & QU’. The history I is then restricted
accordingly. The set of these history communications will be denoted by

Qnjen’ . (3-28)

For example, QM & QI1’ is a particular «communication» of QT and QI1’, namely the weakest
one, in which QT and QT1’ do not communicate at all.

3.1.3.3 Embeddings. -

The aim of this section is to answer the following question: referring to the notations of the

preceding section, is there any namrai way io embed ihe clock (resp. signal) algebra of QU into
the corresponding algebras of WI'? A satisfactory answer to this question is a key pass to time
changes. ’
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' Theorem 1:
(i) Let H be a {RQ,N}-clock. Denote by
H=1d\T ' (3-29)

its decomposition according to Lemma 4. Then, the formula

1

H' =% T (3-30)

(where the operation *on signals is defined in (3-31) below) defines a {W, I }-clock we shall
call the embedding of H into WT .

(ii) Let X be a {R,T,H}-signal. The formula
X; (0,7) = X, (0) (3-31)
defines a {W, T, H" }-signal we shall call the embedding of X into WT .
Proof: first prove (ii) when H = Id, then (i) follows, and finally (ii) in the general case.

Notation: when there is no ambiguity, we shall no more distinguish between signals or clocks
and their respective embeddings, hence we shall drop the superscript +* when referring to these
embeddings.

3.1.4 Observers and observability.

3.1.4.1 Example.
Consider the program:

u=zu + 1
|  zu = raz default past_u
| past_u = u$ initu_0

As one can guess (this will be formally verified later), the information flow I" of the history associated to this program
corresponds to all the events to which anyone of the signals v, zu, raz, participates. But it turns out that this program
possesses only the signal raz as input, which generates an information flow which is strictly smaller than [ in an
intuitive sense (which will be formalized later). This discrepancy between information flows is reflected in the fact that
the input-output "map” raz -+ (u,zu) is in fact not a map: this happens since the amount of events between two
successive occurrences of raz is not specified by the observation of raz itself.

This is exactly how the paradox about «how synchronous deterministic process communication can generate
nondeterminism» was introduced in [Brock & Ackerman 1981]. We shall now further investigate this point.
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3.1.4.2 Observability, and observer’s viewpoint.
Definition 11: Consider a history {Q,T1}, and denote by clock({RQ,T1}) the algebra of its clocks.
(i) An information flow (I')) on Q is said to be an observer of {Q,T} if
JHEe clock ({R,1}): r,gn,,! (3-32)

(ii) Given an observer I, if the following condition holds

{Vm,Vs:H,(w)és<H,+l(w)} > {w’z,—:w > w’zn’w} (3-33)

then, the history {Q,T1} is said to be observable with respect to the observer I', while it is said
to be unobservable otherwise.

In (3-33), the relation = ~r, means that the considered trajectories belong to the same atom of the
partition [,.

COMMENT: The condition (i) expresses that what an observer knows about the considered
history is contained in the set of the flashes on this history at the events of a given clock. The
condition (ii) expresses that the information flows I' and T1 give the same information about the
considered history. A discrepancy between both information flows mean that there exists clocks
or signals on this history which cannot be separated by the considered observer: this is the
notion of nondeterminism introduced in [Brock and Ackerman 1981]. As the example above
showed, this situation can occur even in simple cases. The interest of this rather abstract notion
of observability is that it will lead very easily to effective criteria to recognize it.

3.1.5 History congruence.

As we shall see later, it is interesting to identify histories which cannnot be distinguished by any
observer; such histories will be said to be congruent. Before defining congruence, we shall need
the stronger notion of isomorphism.

3.1.5.1 Isomorphisms.

Definition 12: Two histories {Q,T1} and {Q}T1°} are said to be isomorphic if there exists a
bijection ®:Q-+Q" such that & (1) =T, V1.
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3.1.5.2 Congruence.

We shall need the following notation:
{Q,n}/m, ' (3-34)

will denote the history obtained by taking the quotient set Q/T_ as trajectory space, and by
modifying the information flow IT accordingly.

Definition 13: Two histories {Q,T} and {Q 11"} are said to be congruent, denoted by

{Q,N}~{Q;17} (3-35)

A3

if the quotient histories {Q,T}/M_ and {11} M_, are isomorphic.

The name of «congruence» is justified by the fact that the operations of history juxtaposition and
history communication are compatible with the relation ~. Notice that, in our theory, there is a
unique notion which covers both the notion of trace congruence and bisimulation which are
different in the classical asynchronous models of communicating processes [Bloom & al. 1987].

CONCLUSION about the model of histories. We have first introduced the notion of history to
investigate what can be built when the set of the available stimuli is fixed. We have analysed
the algebras of clocks and of signals. The basic operation of filtering was introduced, and it has
been proved in [Benveniste & Le Guernic 1987, theorem 2 and section 4.3.1] that filtering,
together with history communication, are the convenient primitives to construct all the clocks of
a given history. Then, we have introduced the notion of history communication, and derived
associated embeddings for the clocks and signals of the original histories. Finally, we have
introduced an elegant definition of observability.

But our definition of history communication is by no means effective, since we never said how
the subset W in the definition 10 should be constructed. There are several possible ways to
specify systematic rules to construct W: the purpose of the next chapter is to present one of
these, which is closely related to the language SIGNAL. The model of processes will be now
introduced without illustrations via examples. The reason is that, first we hope the reader to be
now more familiar with the technique, and second we shall use this model of processes to build
a model of the language SIGNAL.

3.2 Processes.
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3.2.1 Definition of processes.
Definition 14: A process is a triple
P={Q,A} ' (3-36)
here, {R, M} is an history, and A is a finite collection of ports, i.e. triples of the form
la,X,H] 3-37)

where "a” is a name, H a clock, and X a signal with clock H. We shall say that the port named
"a” carries the signal X with clock H.

We have obviously in mind that process communication (we shall define next) can occur through
ports only. Referring to this terminology, the names occurring in the instructions of the
mini-languages SL; are port names, and these instructions specify relationships between the
signals carried by these ports, and between their respective clocks. Processes will be graphically
represented as follows

ajojo |

Figure 3: graphical representation of processes.

3.2.2 Process communication.

Definition 15: Assume two processes P= {Q,TI,A} and P’= {Q.,T1, A"} are given; denote by
B and B’ respectively the subsets of the members of A and A’ which possess the same name in
both processes. Then the communication of P and P’ is denoted by

Q=P| P’ (3-38)

o={w,l,C}, (3-39)
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where W is the subset of the trajectories of {Q,M}&{RQ,T"} such that

X’: w) = xx w)

, (3-40)
H’y(w)=H,(w)

V[b,X,H]€B, V[b,X H']€EB’: {

C=AUA’'-B)
Property: Process communication is commutative and associative.
Here, we have used the sketchy notations to refer to embedded clocks and signals, i.e. we have

dropped the superscripts -L_. Finally, we identify the connected ports in the resulting process.
The whole procedure is graphically depicted as follows

Aajo jo s
o

Figure 4: process communication.

COMMENT: This definition expresses that processes do communicate via ports with the same
name. This communication constraints the clocks of the corresponding carried signals to be
identical, and requires these signals to be equal. Notice that W is never void, since it contains
at least w’s with infinitely many inserted dummy events (in this case requiring a communication

causes a deadlock).

COMMENT: Let us emphazise that communicating via ports with identical names is only a
possible way among many others to specify process communication. For instance, in our case,
process communication results in a set of constraints between the involved ports, i.e. our model
is a relational one. It should have also been possible to distinguish «input» and «outputs ports,
and to allow only «input « input» or «output — input» connections. Such a technique is required
if the purpose is to build a functional model; this point will be discussed further in the sequel.
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3.2.3 History generated by a family of ports.

Consider a process P= {Q,T1,A}, and a subset B of A. We shall denote by
o (B) (3-41)

the smallest information flow with respect to which all elements of B be respectively signals and
clocks. Such a minimal information flow does exist, and is the infimum of the set of the
sub-information flows of I such that all elements of B satisfy the usual causality properties.

3.2.4 Process congruence.

Following [Milner 1982] and [Austry & Boudol 1983], we introduce a notion of equivalence
with respect to a set of observable ports. The subsequent notions are immediate extensions of

the corresponding ones for histories.
Definition 16:

(i): Two processes P = {Q,TI,A} and P’ = {Q,T1,A"} are said to be isomorphic if there
exist bijections Y: A - A’ and :Q-Q" such that

q>(n,) =ﬂ;
W (X)), (®(w) = X, (w)

3-42
(¥ (H)); (P (w)) = Hy(w) =2

Via,X,H]EA: {

where ¥ (X),Y (H) denote respectively the signal and clock of ¥ (A).

(ii): Two processes P= {Q,NI,A} and P'= {Q.N,A’} are said to be congruent,
denoted by P~ P’ if the quotient processes P/ o (A) and P’/ o (A’) are isomorphic, where

P/o(A): = {Q/o(A)_,0(A),A}
Notice that inserted dummy evenis, as iniroduced for the definition of history juxtaposition, are
ignored by the observation criterion corresponding to our congruence ~; this compares with the
non observation of delays in the weak bisimulation of SCCS, [Milner 1982]. The congruence is
compatible with process communication, i.e.

P~P'mdQ~Q’ > P|Q ~ P'|Q"
As a consequence, in the sequel we shall no more distinguish congruent processes. Notice that

restricting the observer to a smaller one (B C A) would cause the loss of the compatibility
property; this is a wellknown situation. We are now ready to introduce the model of SIGNAL
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programs, i.e. to construct the first homomorphism we did announce from the algebra of
SIGNAL programs into the algebra of processes.

3.3 The model of SIGNAL programs.

3.3.1 Notations.
3.3.1.1 The mapping.
The desired mapping will be denoted as follows

EPROC[program]

M[program] :: SYNCH [program ]
VAL [ program] J
where

. «program» denotes a SIGNAL program, i.e. text.

e M[ ] denotes the desired mapping, the result of which is a process in the sense
of the definition 14; the process M[ program ] is entirely defined by the three
fields specified on the right handside.

° the field EPROC denotes a process which is an extension of M[program]; the
convenient restriction is specified by the two next fields.

. the field SYNCH is a specification of the relations between the clocks of the
ports of M[program].

o the field VAL is a specification of the constraints on the various signals (in the

sense of the definition 8) involved in M[program].

To summarize, the style of the semantics is the following. First, we specify an extension of the
desired process; second we specify the convenient restriction of the space Q of this extension,
and this is obtained via the specification of constraints on signals and clocks of the ports
involved in the extended process.
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3.3.1.2 Notations for the field <EPROC»

Canonical process associated to a signal. Given a signal x of type = involved in a program,
we introduce

M[x]1={®°, o(x,X,Hd]), [x,X,Id]}
Q= {N-Z}
g;le.- X (@) =w®) | (G

MI[x] is a process we shall call the canonical process of x. This process summarizes what can
be known when observing x only.

Use of process communication. We shall also make use of the process communication P | Q as
defined in the definition 15.

3.3.1.3 Notations for the field <SYNCHb».

Relationships between clocks will be simply specified by a set of relations written in terms of
the operations of the clock algebra, namely the three operations

v, A, ¢
respectively defined in (3-18), (3-20). Given two such sets SYNCH1 and SYNCH2, we shall
denote by SYNCH1 U SYNCH2 the union of these sets, where identical names refer to the

same objects. Finally, given a port [b,X, H], we shall often write generically H(b) to denote
the clock of the port named b.

3.3.1.4 Notations for the field «VAL-s.
We have to specify relationships between the values of different signals at every instant. Such
relations will be specified in the following way. Given two ports [b,X,H] and [b,X,H’], we
shall write formulas of the form

K: f(X,X") (3-44)

In this formula

° K denotes a clock, or an expression writien in terms of the clock alge
satisfying the condition X C HAH’
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. f(x,y) denotes a relation.

The meaning of (3-44) is the following (cf. (3-9) for the definition of traces):

— [H(w)=u
V(w,u) €K : {H'S(w —u
4
f( X, (), X 5 (w)) (3-45

A finite set of such formulas will be sufficient to specify entirely the desired constraints on the
values of signals. As for the preceding field, the notation VAL1 U VAL2 denotes the union of
the referred sets of relations on values. Finally, given a port named b, we shall generically
denote by the same name «b» the signal of this port. We are now ready to present the semantics
of SIGNAL.

3.3.2 The model of SIGNAL.
3.3.2.1 Encoding the instruction (i).

[ M[x(D]]....|M[x(n)]

M[p(x(1),...,x(n))] = Hx(1))=...=H(x(n))

\ Hx(i)): p(x(1),...,x(n)) |

We choosed as extended process the communication of the canonical processes of the involved
ports; in this case, communication is equivalent to juxtaposition. All signals have the same
clock. When the signals are present, their values must satisfy the specified relation.

3.3.2.2 Encoding the instruction (ii).
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M[y] bv M([x]

M{y:=x$initu} :: H(y) = H(x)

HE):y=wu;Vt> 1y, = x|
3.3.2.3 Encoding the 'instn_lction (ii).

M[b]|M[x]|M[y] )

M[y: = xwhenb] :: Hy)=H®) A(H®) { b)

H@y):y=x )

The notation { refers to the filtering of a clock by a test, see (3-20). The third field expresses
that, if y is present, it carries the value of x.

3.3.2.4 Encoding the instruction (iv).

V M[u]l|M[v]|M[y] \

Mly: =udefaultv] :: Hy)=H@)vH(®)

HQ):y=u; [HV)— (H@)AH®W)]:y=v|
3.3.2.5 Encoding the instruction (v).

M[P]|M[Q] \

M[P|Q] :: SYNCH[P] U SYNCH[Q]

VAL[P] U VAL[Q] )
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In fact, only the first field is necessary to give the entire semantics, thanks to the definition 15
of the process communication. We have nevertheless written all the fields explicitely for the
sake of clarity.

{

Another equivalent semantics of the composition is the following:

EPROC[P]|EPROC[Q] )

M[P|Q] :: SYNCH[P] U SYNCH[Q]

| VAL[P]U VAL[Q] |

Here, EPROC denotes any extension of the mentioned process. In this case, the specification of
the other fields is necessary. This alternative modelling can be sometimes more convenient.

3.4 The fundamental homomorphism.

3.4.1 Introducing the homomorphism.

We shall use the same method as used before for transition systems to project Q2 into a smaller
subalgebra. We refer the reader to the discussion of STEPS 1 and 2 followed for the former
construction of y. Then the map ¥ is defined as follows.

If the process P is described in a normal form as follows

M[a;1l...|M[a,] \

R,(H, ,...,H, ) k=1,....K
P:: S % (3-46)

R’; (Hal g e Ha,,) :P;( X01 yeens Xa")whereP,- is bool

R';(Hy ..., Hy):Y = Fj (Xy,..., X,); F; function )

then its image by ¥ is given by the normal representation
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’ M[a,1...|MIa,]

Ry(Hy oo Hy )ik =1,...,K
YP):: (347

R';(Hy,....,H;):P; (X, ..., Xy ); P;bool

| R'j(Hy s  Hy) : Xy =Y, Xy —PY |

Recall that, in ¥ (P), ports are either boolean or labels. This means that canonical trajectory
processes M[a] for labels are in fact reduced to the single trajectory w=(a,a,a,a,...); the
associated information flow delivers only the time spent from the origin. '

Processes such as Y (P) will be called synchro-processes in the sequel, since data types playing
a central role in the synchronisation mechanisms (namely boolean) are preserved. The following
theorem is an immediate consequence of the definition of process communication:

Theorem 2: The map ¥ is an homomorphism from the process algebra Q into itself, i.e.
vrlo)y =¥ @)Y
Consequently, we get another homomorphism by considering the map synch defined as follows:

. M Yy
synch: {aigebra of SIGNAL programs}—— - Q - Y(Q

The SIGNAL compiler will make use of the homomorphism obtained via this composition of
maps.

3.4.2 Algebraic representation of synchro-processes.

The same method used before for transition systems can also be used here to get an algebraic
representation of synchro-processes, with the same results (hence we do not recall them). Let us
however point out the following facts.

o The generic form (3-47) of synchro-processes is already equational, unlike the
corresponding coding via transition systems.

L4 Here the field EPROC can be understood (hence deleted) since there is only a
single data type to be considered, namely the booleans; thus the first field is
standard once the list of ports is given.
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For these reasons, deriving the algebraic coding from (3-47) is indeed immediate, as shown in
the example of the nonboolean when below:

M[al|M[x}|M[y]

Y (y: = x whena) :: H(y)=H(x) A(H(a) } a)

H@y)x—»y

y2=x2(—a—a2)

synch (y: = x whena) ::

y2:x —P>y

We refer again the reader to [Benveniste & Le Guernic * 1988, section 3.1.2] for the complete
algebraic coding of SIGNAL.

3.5 A criterion for observability.

We shall say that a process P = {Q,T1,A} is totally observed if, according to (3-41),

M=o0(A) (3-48)
This means that the process is observable by its ports.
Theorem 3: Let P = {Q,T1,A} be a totally observed (3-48) process, and let C C A be a subset
of ports of P (C is intended to refer to a subset of «visible» ports of P), and denote by B the
subset of A composed by the boolean ports involved in a non boolean relation. Then, (i) = (ii),
where
(i): this process is observable by the observer o(C)
(ii): its static clock calculus satisfies the following condition

(DET): every point in STATCLOCKI[P] is entirely determined by its components in CUB.

COMMENT: Here, «points» refers to the points of the algebraic variety defined by the set of
equations of STATCLOCK[P]. STATCLOCK]|P] is the clock calculus obtained by deleting in
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the clock calculus of P the state equation of all boolean registers: hence boolean registers are
encoded as the single output equation

b=02£ ’
synch(b : = a$ init u) :: (3-49)

o

instead of the equation (3—3), section (3.1.2) of [Benveniste & Le Guernic * 1988].

COMMENT: the theorem expresses that unobservability in a process can be detected using the
clock calculus; notice that the clock calculus can only provide a sufficient condition for a process
to unobservable by a given subset of its ports. When these ports are intput ports, this turns out
to make the process «nondeterministic» (exhibiting different admissible behaviours for a single

input history).

Proof: easy, left to the reader; it is not possible to cancel the set B, since, while the values of
the corresponding signals are well defined by the observation of C in a deterministic process,
these values can be unconstrained in STATCLOCK[P]. This criterion has been widely used in
the analysis of the examples in [Benveniste & Le Guernic * 1988].

3.6 Conclusion of the chapter.

At this point we have presented two models for the algebra of SIGNAL programs. We have
first sketched the model of transition systems, which represents the classical approach of
computer science to code languages for communicating processes. Then we presenied in details
a new model, called 2, which corresponds to a fully different point of view. Looking at this
model from the viewpoint of the computer scientist, this model is of denotational style, the
prototype of which is the Dynamic Network Process model of Kahn and Mc Queen [Kahn
1974][Kahn & Mc Queen 1977]. However, processes do relate histories, i.e. our model is
relational unlike DNP. But it should be clear from the preceding chapter that, even if only
functions are accepted in the instruction (i) of the language, process composition gives raise to
implicit systems of equations, i.e. our approach is of deep relational nature. For this reason, we
decided to start from the beginning with a fully relational viewpoint. Notice that a similar point
of view is strongly advocated by J.C. Willems [Willems 1987] in the control community for the
definition of linear systems. It is our opinion that the approach of Q is cleaner than the approach
via transition systems, since all the aspects of the language are encoded within a single
framework: constraints on sets of trajectories.




Chapter Four
HDS resolution.

In the preceding section, we showed how the pair {clock calculus, conditional dependence
graph} can be used to encode and analyse a SIGNAL program, and more generally, any process
of Q (or any transition system); the image of this coding is the subalgebra of synchro-processes.
In particular, it was shown how to recognize unobservability. The purpose of this section is to
investigate the following questions about synchro-processes:

L] what is deadlock and how to detect it;

®  construct the machine which can execute synchro-processes.

The latter point corresponds to solving synchro-processes.

4.1 Solving static clock calculi: a first account.

Static clock calculi are clock calculi which do not involve boolean states (or memories), which
means that the rule (3-49) has been used to encode the boolean delays; obviously, the algebraic
variety defined by the static clock calculus is just the projection of the clock calculus (more
precisely the orbits of the dynamical system defined by the clock calculus) along the time axis.
Static clock calculi are the crux to the solution of synchro-processes. They are of the generic
form

.............

where the X;’s are the variables of the static clock calculus, and the Pi’s are polynomials of
F3[ X),..., X,,] of degree at most 2 with respect to each variable.

Definition 17: a static clock calculus is said to be pre-solved if it is composed by equations of one
of the following forms:

Y=A4X 2 +BX+ C, A,B,C polynomials free from the variable X (i)
Y?=4X?+BX+C, A,B,C polynomials free from the variable X (i) (4-1)

such that every variable is

. either absent from the left handside of all equations,
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® or appearing once at the left handside in only one of the two forms (i) and (ii)
above.

The form (i) means that the value of Y is bound, while the form (ii) means that only the clock
of the variable ¥ is bound, while its actual value (+1 or —1) might be free (this is the case for
boolean variables which are produced by non boolean functions such as b := (x<y) or for labels
originating from non-boolean signals). Notice that cycles of mutually defined variables can exist
in pre-solved clock calculi.

As usually in computational algebraic geometry [Buchberger 1970, 1979], obtaining a pre-solved
form is performed via elimination techniques. The basic lemma for elimination is

Lemma 5:

X2+ c20 c@+c)=0 - 4
a c=ve X2=¢2(1—az)—ac -2

aX®+bX+ec=0
&
cla+?-bv1=0

X=0[ N1 (-y)l—(-a9bc+alb++0)@* - ac)] 4-3)

y=a,b,c

In both equations, ® denotes a phantom, i.e. an additional free variable.

COMMENT: the first rule is convenient to solve for clocks, while the second one has to be
used for boolean relations. Both rules have the form

] adding constraints on the remaining variables when X is eliminated
equation & . 7 . .
defining X or X“ in terms of the other variables

Proof: the proof rests on the following formulas that are useful and immediate

{p=0andg=0}e {p° +4° =0}

= = 2, _

{p=02g=0}e{q( - p) =0} . (4-4)
We prove only (4-3), since {(4-2) is easicr and follows the same lines. For the considered
equation to have a solution, the following constraints must be satisfied by the triple {a,b,c}
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{a=b=0}>{c=0}
{a#0}= {82=b%—ac#—1}

Notice that A is nothing but the discriminant of the equation. Combining these constraints using
(4-4) yields the constraint in (4-3). Then the definition of X follows easily as usually in college
algebra; notice that in this second equation, 1 + ®?is a writing of +; the same phantom can be
used in the two terms of the definition of X since these two terms are used when a =0 and
 a#0 respectively.

Using lemma 5 allows to perform elimination when an ordering of the equations and variables
has been chosen; a detailed algorithm will be presented later. synchro-processes with pre-solved
clock calculi will be called pre-solved synchro-processes. In the sequel of this chapter, we shall
write clock calculus for short to refer to the static clock calculus.

4.2 The graph of a pre-solved synchro-process.

The main difficulty in solving synchro-processes is due to the presence of two different kinds of
ordering, namely

° the ordering of the variables and of the equations required for the elimination to
be performed,

L the ordering resulting from the conditional dependence graph.

Both orderings interact. In fact, elimination must be performed by taking into account data
dependencies, and moreover it is not possible to know a clock depending on the value of a
boolean signal resulting from a non boolean function prior to evaluating this function; on the
other hand evaluating such functions require to know their clock. This interaction makes the
solution of HDS much more difficult to solve than the solution of processes involving only
boolean and logic, but no numerical computations, such as usually studied as DEDS (Discrete
Event Dynamical Systems) by control scientists. The purpose of this paragraph is to introduce
the main tool to handle this interaction.

Definition 18: The graph of a synchro-process is the graph obtained by considering branches of
the form

P
X —» Y 4-5)

where P is a clock encoded by its polynomial expression in F3, and X and Y are either variables
of the clock calculus or labels of the conditional dependence graph.

The intuitive meaning is: «X influences Y when P=1». We make use of the following
conventions to simplify graphs: -
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RULE GRAPH_ 0

P
{X —» Y and P=0}= {delete the branch}
{X Ll Y andXabsent} = {delete the branch}

{XLDY and P=1}={X = Y}

The graph is built according to the following rules, where A denotes the set of the labels of the
conditional dependence graph. Elements of A are written in boldface, and the corresponding
clock is written with the same letter in italics, e.g. a and a2. Finally, CDG denotes the
conditional dependence graph introduced before, and G denotes the graph of the synchro-process
we build now.

RULE GRAPH__1

2
{a€A} s {a* -2 >a}eG (4-6)

To have access to the value of a nonboolean signal, we need to know whether it present or not
at the considered instant, i.e. we need to know its clock.

RULE GRAPH_ 2

P
X —
{P:x—»y}€ECDG > p y €G 4-7
P—by

The first part of the rule is the exact translation of the contribution of CDG; the second part

expresses that to evaluate y, we must know when the considered dependency holds, i.e. we
must know the actual value of P.

RULE GRAPH_3

2
xZ »vory?

2 A*1-BY

4-8)
X —>»YorY 2

{Yor¥? = AX?+ BX + C € STATCLOCK} »

X influences Y when B # 0, while only X 2 influences ¥ when B =0 and A # 0.

RULE GRAPH_ 4 .
This rule will be used for synchro-process which are not pre-solved; for these processes the rule
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GRAPH_ 3 does not cover all the cases. For any clock equation to which RULE GRAPH_3
does not apply (it is not of the form YorY 2= ..., or more than a single expression is available
on the right handside of Yor y? =...)

BZ
X—»any

s A2(1-B “4-9)
X ———‘any

AX%2+BX+C=0, A, B,Cfree fromX=

where any refers to any variable of the considered equation except X.

COMMENT: Up to now, we were unable to derive mathematically these rules from the Q
model; they are currently justified by the algorithm we shall propose to execute
synchro-processes and the fundamental theorem we shall prove in the next section.

Example: the program GUARDED__COUNT
Using the synchro-process encoding this program (cf the paragraph (3.1.3.2) of the companion
paper [Benveniste & Le Guernic * 1988]), we get

h=n2
k = reset
or=(1

-oc)2 2
Be=(1p-pY’=1

Figure 5: the graph of the program GUARDED__ COUNT

IMPORTANT REMARK: It should be clear from the rules GRAPH__3 and GRAPH_ 4 that the
graph of a synchro-process is by no means left invariant by transformations of the clock calculus
which preserve the underlying algebraic variety: two isomorphic synchro-processes can have
different associated graphs. This property will be exploited in the sequel

3
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We are now ready to present the algorithm EXEC for the execution of synchro-processes; this
algorithm is used at run-time.

4.3 Synchro-process execution: the algorithm EXEC.

The algorithm is described by the propagation of tokens along the graph G and the static clock
calculus CLOCK. The presence of a token indicates that the corresponding node of the graph G
or variable of the clock calculus has been evaluated. The algorithm can be implemented as an
automaton, so that we shall describe it using transition systems.

4.3.1 Introducing the notations for EXEC.

4.3.1.1 States.

STATES of such transition systems will be a pairs {G, CLOCK} of graph and clock calculus.
The clock calculus is partitioned according to

CLOCK = val (CLOCK) U ?(CLOCK)

i.e. variables which have been evaluated (and replaced by their value) and the others.
Similarly the nodes of G are partitioned according to

nodeG = val (nodeG) U absent (nodeG) U ? (nodeG)

where absent(. ) refers to the nodes which are known to be absent in the considered step.

4.3.1.2 Actions.
ACTIONS of these transition systems will be elements of the following list

CLOCK : list of «X«val(X)» (i)
G: list of «wxewval(x)» (ii)

The first rule means «the algebraic variable X is substituted by its value in CLOCKa; then all
variables of CLOCK which can now be evaluated have to be; finally all the so evaluated clock
variables are substituted by their values on the branches and nodes of G. If this actual value is
0, the considered branch is said to be broken.

The second rule means «the label x is substituted by its value in G»; notice that this action
concerns the evaluation of nonboolean functions oniy. Then if x iurns out to bc boolean
(remember x =(u<v)!)), its value is substituted for the corresponding variable in CLOCK and

in the clock nodes of G. In the forthcoming rules, we shall omit for short the mention
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«CLOCK:» or «G:» in the actions (i) and (ii): this mention is understood according to the type
of the node which is being evaluated (label i.e. non-boolean, or element of CLOCK).

4.3.1.3 Preconditions.
PRECONDITIONS of these transition systems are of the form:
XE€ source (G) (i)

X€ val (nodeG) (i)
P€ val (CLOCK)  (iii)

P
X—»Y (iv)
(i) indicates that X is a source node of G; (ii,iii,iv) have already been defined. When no

confusion can occur or when this information is unnecessary, the mention (nodeG) or (CLOCK)
will be omitted in the preconditions (ii) and (iii).

4.3.2 The rules of EXEC.
Here follow the rules which describe the algdrithm.

RULE EXEC_0

XE€ source (G) » {G, CLOCK} CLOCK : X« wal(X) _ (G cLOCK:X€ val (CLOCK)}

The source nodes of G are immediately evaluable at the beginning of any instant, and their
values are substituted for the corresponding variables in CLOCK; notice that source nodes are
always elements of CLOCK. Notice that this rule asssumes that the list of the source nodes
involved in the considered instant is known; if the considered process communicates with the
external world it is implicitely assumed that the external world provides this information.

RULE EXEC_1

v{x-Pev}e CDG: X€wal(G) U absent (G) and P€ val (CLOCK)
u

(G, cLock} XYY, (G.ve wil (G), CLOCK}

If Y is such that every incoming branch of G has been evaluated, then Y can be evaluated;

notice that a possible result of this evaluation is Yabsent. No change results in the clock calculus
from the use of this rule. .

RULE EXEC_2
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Xe{val(G) N ?(CLOCK)}
' Y

(G, cLocky -SEOK X e vlX) 1 cLock:xe vl ()}

When a new boolean has bee;i evaluated as the result of a non boolean function, then its value
is substituted in the clock calculus and all the clocks which can now be evaluated are evaluated.

This rule does not modify the graph.

COMMENTS:

1/ Of course, it is desired that EXEC be an algorithm where preconditions are explicit unlike
general transition systems as pointed out before. We shail give in the next section a sufficient
condition to ensure this property.

2/ Notice that EXEC is a fully parallel algorithm, i.e. all the-actions which can be performed at
a given step are performed in parallel; on the other hand, any sequential folding of EXEC can
be realized-as an automaton using standard realization theory for regular languages.

Example: the program GUARDED__COUNT.

.Here follow one possible run of this program, based on its graph we have shown before. In
depicting the execution, we make use of the simplification rule GRAPH_0. Nodes which are
being evaluated are marked by a token.
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STEP 1 '
STEP 4
r
Y e @
S p — o
h* k‘ n ‘_____? B=~1
A c——e—  @MptY f_—_. ompty
STEP 2 STEP 5

empty

STEP 6

STEP 3
O
. o=+

B= -1 - STEP7

p=-1
a=+1

Figure 6: running EXEC on the program GUARDED_ COUNT
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4.4 Handling deadlocks: a fundamental theorem.

A natural question arises about the preceding algorithm, namely does this algorithm terminate
correctly, i.e. with all nodes and clocks being evaluated or absent? This is the question we want
to answer in this section.

4.4.1 The clock of a cycle of G.

Consider a node x in the graph G of the considered synchro-process, and assume it satisfies the
following property:

{P:y—»x}€ CDG andxboolean,
" referred to as «xfree boolean» (4-10)

In othér words, x is a boolean which is the result of the evaluation of a non boolean function
(for instance x := (u<v)), hence the name of «free» since our clock calculus cannot compute its
actual value. The clock of a cycle of G is defined now.

STEP 1: Consider a cycle

P, P
C= X, —» X,..X, — X,
of G, and denote by = the (possibly empty) subset of the X;’s which are free booleans.

STEP 2: Each equation P,-' = 0 defines an algebraic variety V, Denote by V; the smallest
variety containing V; which is invariant by the group of symmetries X - —~X VX€Z=, and denote
by P; the polynomial such that P; = O defines the variety V;.

STEP 3: the clock of the considered cycle is defined as

clock(C)= [1 P; 4-11)

i=1

In other words, inside a cycle of G, we extend the dependencies to the least frequent clock
which is

1/ more frequent than the product of the original clocks of the branches

2/ independent of the actual values of the free booleans which will be evaluated within the
considered cycle.

Obviously, if no free boolean belongs to the nodes of this cycle, we just get the original
product.



HDS resolution. 4-49

IMPORTANT REMARK: since the graph of a synchro-process is not invariant via
isomorphisms, the cycles depend on the particular form of the clock calculus. Hence it is
expected that some cycles can be broken” via suitable manipulations of the clock calculus. This
idea will be exploited further.

-

4.4.2 A fundamental theorem to analyse deadlocks.

Fundamental theorem 4: the conditions (i,ii,iii) below ensure that EXEC terminates correctly for
the process P, i.e. that all nodes and clocks have either been evaluated or proved to be absent
within the considered instant:

(i): the clock calculus is pre-solved;
(ii): P is observable with respect to the observer composed by its source nodes and free booleans;

(iii): all cycles of G have zero clock.

In other words, processes which are observable by their inputs as well as cycle free in the sense
of (iii) are deadlock free. The proof is given in the appendix.

4.5 Solving clock calculi: the algorithm COMPIL.

Our purpose here is to investigate how to transform the clock calculus of any synchro-process
to get the form mentioned in the fundamental theorem, i.e. suitable to a correct termination of
EXEC. To help for the resolution, we need to handle graphs for synchro-processes which are
not in the pre-solved form: we shall use the rule GRAPH_ 4 for this purpose.

Then the clock calculus is solved in the following way.

STEP 1: perform all possible substitutions of the left handside by the corresponding expression
in the righthandside of YorY 2= ... untl implicit equations are encountered. When several
equations of the form Yor Y2 = ... are encountered, select one as the definition equation of the
left handside and form a constraint by expressing that the two righthandsides must be equal (an
elementary way of performing elimination). Definition equations of the form
YorY 2= P (freebool) where P is any polynomial and freebool denotes any free boolean are
preferred in the case of selecting a definition equation among several ones.

STEP 2: Build the graph G of the so obtained synchro-process. Define on the set of the vertices
of G the following equivalence relation denoted by x e y: x »x and x ey if x and y belong to
the same strong connectivity class (i.e. there is a path from x to y and vice-versa). Then G/e is

2 sce the definition of the actions of EXEC




4-50 ' HDS resolution.

a circuit-free graph; denote by {G;};.;<, the subgraphs of G which are mapped onto vertices
of G/~ where the index n is compatible with the partial order on these subgraphs. These
subgraphs will be simply called strong connectivity classes in the sequel. Denote by

the circuits of the G;’s which possess at least one branch of one of the forms

P
X% ——» label (originating from GRAPH 1)
P
label — label (originating from GRAPH __2)

Such cycles will be called data-cycles: they cannot be broken by transformations of the clock
calculus. Hence for each data cycle, we must add the following constraint which ensures the
condition (iii) of the main theorem:

C data cycle = add clock(C) =0 to the clock calculus 4-12)

where the clock of C has been defined in (4-11). Notice that (4-12) generally modifies the
graph G, but does not add new data-cycles. After STEP 2, data-cycles are broken.

STEP 3: Using the rules for elimination of lemma 5, the remaining connectivity classes are
broken successively, starting from the last one (according to the partial order induced by G).
This is done as follows. Data-cycles are not modified since they have already been handled.
Elimination within a connectivity class terminates with the variables of the class which are
successors of nodes of G which do not belong to the class (the «source nodes of the connectivity
class»).

RESULT: if this procedure terminates with no phantom, the assumptions of the fundamental
theorem are satisfied.

The procedure we have presented informally is discribed in the appendix via the technique of
transition systems. This procedure will be called COMPIL in the sequel.

DISCUSSION: as it will be shown in the examples, this procedures isolates the subset of the
ports that are deadlocked in the considered process. Hence this procedure is a fundamental tool
for programming fault isolation. The resulting graph is also a convenient starting point to target
the considered application on a multiprocessor architecture, see [Figueira & al. 1988].

3 see the definition of the actions of EXEC
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4.6 Examples.

Our purpose in this section is to show how the preceding procedure handles spurious programs,
to detect and isolate deadlocks, or transform a program into an executable form. Hence some
pathological examples will be reviewed.

4.6.1 A wrong synchronization.
Recall the following example which has been introduced in [Benveniste & Le Guernic * 1988]:

u when (U<V)
X+ Vv

X .
|y

Writing 3 for short instead 6f (u<v), we get as clock calculus

Due to this clock calculus, the graph of this program exhibits a cycle, namely
—_A-R2
p BBy,
Hence the clock of this cycle has to be zero. But this clock is equal to
2 2
(-B-BH* + (B-PH"=p?

Which yields $=0, hence the process stays in deadlock. In this example the synchronisation
was errored.

4.6.2 A data-cycle.

The following example is due to G. Gonthier (private communication); it roughly means
ifz>0 then z: =a else z:=b

This program should be rejected. A suitable SIGNAL program is

synchro é,b
B = (2>0)
X := a when f§
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b when not 8
x default y

N
hon

The clock calculus is

a —b =h
x —h< B-B%
y —h(p -p?

B=2"= 2’ +y* (1 - 2% = np?

The graph is

h .
2 a b 2
-p-B p-p
2 2
X Y
2 2 2
X —— X 2 z 2 2 Yy G— y
X y(1- x
\NVZ_/
2 2 2
h 1-y ) 1-x h
2
2z
\__ ﬂ

Figure 7: the graph of Gonthier’s example.
Two cycles are exhibited; their clocks are both equal to #f82. Hence these cycles add to the
clock calculus the condition 8=0. As a result, this program accepts the inputs a,b, but refuses

to produce any other signal. The isolated deadlock involves the signals x,y,z,f; such an isolation
is a help for a fault isolation.

4.6.3 A case of data-cycle without deadlock.
Consider the following (spurious) program

/3 = (a%b)
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apb:= a+b

u:= apb when f3

X 1= u default y

amb := a-b

v := amb when not f3
y := v default x

The clock calculus is

a’=b [32=apb2=amb2=h @)
=h(—/3—/§2) (i)
vi=h(B-B% Gii)
x2=u2+y2(1 - u @iv)
y2=v2+ x2(l -y )

o N

The graph is
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>
YL Ay
{_j/xm\d‘_:

NOTA: only the clocks on the branches of cycles have been shown.

Figure 8: the graph of a spurious program.
This graph exhibits two cycles; one of them is a cycle due to the clock calculus x2—>y2—>x2
and will be handled by the elimination; the other one x—¥y is a data-cycle which enforces the
condition

V2a-da-vH=0
Elimination is first performed with the subset of equations (iv,v,vi) which corresponds to a

strong connectivity class of the graph; the elimination is performed by considering u,v as free
variables since they precede this class. The rules of COMPIL__ELIM give finally
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x2=u2+(1—v2)
y2=v2+(l—u

which removes the cycle due to clock equations. If desired, further simplification using
COMPIL__ REDUCE yields the reduced clock calculus

a2=b2=B2=apb2=amb2=x2¥y2=h @)
W=h(-p-B> )
vi=h(B-B?D (i)

The algoriihm EXEC can run on this process. Notice that the ultimate form of this spurious
program is exactly ' )

if a<b then y:¥a+b elsey.=a-b

which would have beer directly proposed by any healthly programmer!




Chapter Five
Conclusion.

We have presented the models supporting our HDS theory. The modelling via transition systems
has been shown very close to an algebra of distributed and communicating automata. On the
other hand, the coding via transition systems has been repeatedly used to specify algorithms
acting as state machines, thus illustrating to effectiveness of this approach. The model Q
emphazes on relations between trajectories of signal flows and handles these relations. This
second model provides a natural introduction to our algebraic coding of programs as dynamical
systems over F5. The core of the theory is HDS resolution which converts a (non executable)
dynamical system specification into an executable machine; HDS resolution has been shown to
cover the notion of exact model following control.

Further work to be pursued concerns the following points:

. Exploit and study more deeply the temporal properties of the clock calculus. It
is desirable to weaken the notion of observability we have introduced, since the
latter is a strictly static notion. Phantoms have been introduced as a criterion to
recognize observability in our sense; but phantoms can be used as well to locate
the possible places where control can be applied consistently with the considered
HDS to reduce the non determinacy of the system (this is a point of view similar
to Ramadge and Wonham’s disabling/enabling technique, although the
supervisors that are construct in our case are always controllable).

o Study how our dynamical clock calculus can cover notions from temporal logic
[Pnueli 1977); this would provide SIGNAL as a tool for HDS synthesis from
specifications in a style similar to temporal logic. In fact the «shared track»
example of [Benveniste & Le Guernic * 1988] showed some flavour of such a
synthesis. ‘

° Other fundamental homomorphisms could be of interest than encoding non
boolean functions via dependence graphs. A possibility would be to encode
numerical calculi into the physical duration they need to be performed. By the
way a simulator is obtained to verify the timing constraints. But if this coding
uses the algebraic coding via dioids as introduced by [Cohen et al. 1986] we
obtain a kind of skew product of clock calculus and dioids we hope to be able
to study in the future.

L Finally the Q model is obviously ready to accept probabilities, thus providing a
basis for stochastic HDS.

To conclude, let us mention the works around other synchronous languages, i.e. languages
which rely deeply on the notion of «instant» to perform complex macro—actions requiring the

solution of some systems of symbolic equations.
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Among synchronous languages is the other declarative language LUSTRE [Bergerand & al.
1985] [Caspi et al. 1987], originating weakly from the functional language LUCID to handle
sequences [Ashcroft & Wadge 1976]. The major difference with SIGNAL lies in the functional
nature of LUSTRE compared to the relational one of SIGNAL. A consequence is that our clock
calculus is replaced in LUSTRE by clock verification since no LUSTRE subprocess can be
nondeterministic, and HDS synthesis in the sense we have discussed cannot be performed.
Nevertheless dependencies have to be synthetized as in our case. As a result LUSTRE requires
a simpler compiler than SIGNAL, and is still convenient to program numerous real time tasks
relevant to signal processing or control.

On the other hand the imperative language ESTEREL [Berry & Cosserat 1984]}[Gonthier 1988]
possesses a syntax with some flavour of ADA. As an imperative language, ESTEREL is highly
suited to a coding via transition systems and uses a fast implementation of Kleene's realization
algorithm for regular languages to be compiled into an automaton performing actions which can
be numerical computations. ESTEREL is reactive in the sense that an ESTEREL program cannot
constrain the clocks nor the (boolean) values of its input stimuli. Hence this language cannot be
used for HDS synthesis in our sense, but is highly efficient to build complex systems of
interconnected automata performing symbolical or numerical actions. Deadlocks as well as
nondeterminism (unobservability in our sense) are checked as well.
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Chapter Six
Appendix.

6.1 Proof of the fundamental theorem.

The proof proceeds along a set of lemmas. Conditions (i,ii,iii) are assumed to be in force.
Lemma 6: EXEC never terminates in the following state:

3Y€ nodeG such that Y€ ?(nodeG) and
V{X—LY}EG: X € val (nodeG), P€ val (CLOCK) 6-1)

Proof: the lemma is immediate if ¥ is the result of a non-boolean function, since it is just rule
EXEC_1. On the other hand if Y is to be evaluated by the clock calculus, the considered
branch must be caused by rule GRAPH_ 3 used to construct G. Then (4-8) and (6-1) implies
that all variables on the right handside of the definition of ¥ or Y2 have been evaluated, which
means that ¥ or Y2 must have been already evaluated using one of the rules EXEC_0 or
"EXEC__1. This proves the lemma.

Lemma 7: Consider the following statement P, .

Y€ ? (nodeG) and 3X€val(nodeG):{Xi>Y}€G

v
37€ 7 (nodeG) {Z-Z» ¥} €G

Then, if notP| holds at every step of EXEC, this algorithm terminates correctly.

Proof: It suffices to prove that the following case cannot occur: 3Y such that

v(x-L>¥} € G:X€ val (nodeG)
and

3(x-Z>v}:0€ 2(CLOCK) 6-2)

CASE 1: Y is a label; then the above mentioned branches have been obtained using rule
GRAPH__ 2 which implies that all clocks labelling the incoming branches belong to the set of
the predecessor nodes of Y so that they are evaluated.

CASE 2: Y is a variable of the clock calculus. Then by rule GRAPH__3 and the first statement
of (6-2) all variables on the right handside of the definition of Y must have been evaluated
which implies that Y also must have been evaluated.
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To state the next lemma, we organize G into strong connectivity classes (sets of nodes which
are successors of each other); the set of the strong connectivity classes is denoted by C and
elements of C are generically denoted by C. We write wal (nodeG)—C to mention that some
of the nodes of C are successors in G of the subset of evaluated nodes. Finally, «minimal» has
to be taken in the sense of the partial order on strong connectivity classes.

Lemma 8: P, = P, where P, is the property

C€ C minimal such that val(nodeG)—»C
¥
CC ?(nodeG)

Proof: Immediate.

In the next-lemma, we consider a strong connectivity class which satisfies P, at the considered
step of EXEC, and we denote it by C. A branch of C is said to be broken if its clock label has
already been evaluated as 0.

Lemma 9: The set of broken branches in C is observable by the subset of the elements of
val(G).

Proof. Thanks to condition (ii) of the theorem, the clock labels of the branches of C are known
as soon as

— free variables of the clock calculus

— actual values of the free booleans
are known. Moreover thanks to the rules that have been used to build G, and using the
minimality of C, it is sufficient to know those of them which are predecessors or members of
C. But, the clock labels of the branches of any cycle of C do not depend on the actual values
of the free booleans to be evaluated within C (cf the definition of the clock of cycles). Hence
the lemma.

End of the proof of the theorem: By assumption (iii) of the theorem, we know that all cycles of
C must have zero clock, i.e. can be broken for all admissible set of values for the clock labels.
In the following picture, only the considered strong connectivity class is depicted; the incoming

L clann aen 1t H
oranches are thus originating from nodes that have been evaluated.
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broken branches

SRR

Figure 9: a prohibited situation, broken branches in the interior only.

We know by lemma 9 that broken branches of C must be known before hitting C. But lemma 6
prevents cycles to be broken in the interior of C only, see the picture above. Hence we know
before to hit C that it will be broken at its boundary and we know where this will occur, see

the following picture:

\~
=z broken branches
Y . first node to be evaluated
. _J

Figure 10

Hence an entry point of C actually does exist, which contradicts Py hence Py. This finally
proves the theorem.
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6.2 Presentation of macro—rules for COMPIL.

These macro-rules will be presented using transition systems of the form:

precondition
4
[ ¢ ) G
DC DC’
K J \ K’
where the fields of the states are

1. G: the current graph.
2. «: the relation defined in the informal description of COMPIL.
3. DC: the set of data-cycles together with their elements; it should be noticed that

DC # @ should correspond to errored or at least spurious programs; hence the
relatively high complexity of constructing DC when it is non empty can be

accepted.

4. K: the current state of the clock calculus.

6.2.1 Initial and final states.
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G = G(PROG))

DC = DC(G)

K = K(PROG)

G(PROG) is the graph of the program as obtained via the rules GRAPH__1 to _4; K(PROG) is
the clock calculus of the program as obtained via the algebraic coding of its instructions.

Final state The pair G,,g, Kopg is the synchro-process to which the algorithm EXEC will be
applied: the conditions (i) and (iii) of the fundamental theorem are satisfied, and it can be
immediately checked whether condition (ii) holds (check for the presence of phantoms in K,,).

Gend

o = {x,x}Vx € nodeG

DC= @

6.2.2 Rule COMPIL__DC for handling data—cyles.
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cycle € DC
u .
G G
DC DC - cycle
K / K U {clock (cycle) = 0}}

This rule is first repéatedly ‘used until all data—cyles are removed. Hence, for the subsequent
rules, the field DC can be removed.

6.2.3 Rules COMPIL__ MULT __ for handling multiple definitions.

RULE COMPIL_ MULT_1

{h:x—»y}€CDG and {y= ¢ €K}

y
)
G (GU{y—Nmy-}
° T | eU{yanye}
K \ K )

This rule is concerned with the case of free boolean which appears also on the left handside of
some definition equation y= e of the clock calculus. In this case, the considered node y
influences any variable of », which causes this set of variables together with y to be added to
some connectivity class.

RULE COMPIL_ MULT_2
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{y= *; €K} and {y= ¢, €K}

3
G G U {y—Pany ), y—Pany +3}
° ” o U {y,any «|,any ¢y }
kb B < )

This rule handles the case of variables of the clock calculus which appear on the left handside
of two different equations. The proposed modification of the two fields G,C takes into account
the constraint caused by this double definition. After repeated use of rules COMPIL_ DC and
COMPIL__MULT _, we are ready to proceed with elimination, as described by the forthcoming

rule.

6.2.4 Performing elimination by rule COMPIL__ELIM.

In the following, class denotes a strong connectivity class, and last () denotes the set of the
classes which are the last ones in the partial order of the connectivity classes; pairs (class)
denotes the set of the pairs of nodes of class. Finally, pairs (elim__constraint (class)) will be

- defined later.

class € last («)
Y
( G \ G’ (G, elim) \
- = | (o — pairs (class)) U pairs (elim__ constraint (class))
\ K K’ (K, elim) )

Hence the elimination is performed by beginning with the classes which are far from the inputs
and ending by the input classes. In the resulting state,

° G’(G,elim) is the graph obtained after all the manipulations of K caused by this
rule: just apply rules GRAPH__3 and _ 4 to add the new branches.

° elim_con.s;trai'nt(class) is the set of clock equations caused by the elimination
performed in class, see the details for this rule here after.
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° pairs(elim__constraint(class)) is the modification of the connectivity classes
caused by this rule; while class has been definitely removed from «, the latter
modification concerns only the classes that are predecessors of class.

Details on this rule will be provided later. After repeated uses of the rule COMPIL_ELIM, we
end up with a synchro-process satisfying conditions (i) and (iii) of the fundamental theorem.
Whenever desired, the following last rule provides us with the minimal form of the considered
process which is suitable to EXEC. Since elimination has been performed, the field C is no
more useful, and can be deleted. '

6.2.5 Reducing the synchro-process by rule COMPIL__REDUCE.

G Gona

K Kong

The purpose of this rule is to rewrite K in terms of free variables of the clock calculus only,
i.e. input clocks or booleans, as well as free booleans that are evaluated while running EXEC.
The graph G is modified accordingly. This final step will allow ultimately to remove some of
the phantoms that might have been produced during the elimination. Hence condition (ii) of the
fundamental theorem can be more properly checked after this reduction step. This rule is
performed via standard rewriting.

6.3 Details for COMPIL_ ELIM.

Since the manipulations on K are the cause of all changes in the other fields G,C, we only
present the modifications performed on K. Denote by EQ(class) the subset of the clock equations
which caused class to occur, and denote by = the set of the variables involved in EQ(class).

6.3.1 Ordering the equations of class.
Write ¢l for short instead of ciass. In ¢l we distinguish

1. in(cl): the subset of the nodes of ¢/ which are immediate successors of other
connectivity classes;

2. out(cl): the subset of the nodes of ¢/ which do not belong to in(cl) and are

immediate predecessors of other connectivity classes.

Then select any ordering on = which is compatible with the decomposition above: select at first
the elements of out(cl) and at last the elements of in(cl). '
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Ordering EQ(class).
Given this ordering, an ordering on EQ(class) is defined as follows.

STEP 1: order on the monomials.
Monomials M are partitionned according to their head and their tail: M = {Xor X } N where

the tail N is an other monomial.
Order on the heads: X; < X% <X;< X% < ... except that any X; with degree 1 which is

a free boolean has to be rejected at the end.
Order on the wils: the tail is ordered in reverse lexicographic order with increasing

degrees, i.e. (here iy = 0,1,2), using tryadic expansions,

X
1

Xk <
1 k
(=]

K
Z ik3K—k < ): jk3K—k
=1 k=1

{Ljenm
L

k

=

k

STEP 2: order on the equations. Equations are ordered via the comparison of their first
monomials (i.e. the least with respect to .<.).

REMARK: while the ordering of the variables is of importance since this ordering will fix the
order of the elimination, the ordering of the equations is selected for the convenience: its
purpose is to force the «simplest» equations to be considered first when several ones involve the

same variable to be eliminated.

6.3.2 Initial and final state.

Initial state: K(cl) denotes the set of the clock equations where elements of cl are involved, and
the empty field is intended to contain the equivalent system in triangular form.

K(cl)

1%}

Final state: the first field contains the constraints on the variables which are predecessors of cl,
that are caused by the elimination. These constraints are mentioned in the rule COMPIL__ELIM
with the name of elim__constraint(class). The second field contains the solved calculus, i.e. the
equivalent triangular form. The fields "G” and "C” are modified accordingly to get the new
mentioned fields respectively denoted by G’(G,elim) and C(elim__ constraint(class)) .
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elim__ constraint (class)

solved K (cl)

6.3.3 The rules.

Ordering the equations.

K first_K;tail K
s_K s_K
Rules for simple substitutions.
X=¢;K K(X «9)
s K s _K;X= o

The notation K (X «e) means that X is substituted by its expression ¢ in K. This notation will
be used repeatedly in the sequel.

[ x%= 2k V. [ E(X%ce) )
s_K s K;X%=.
N(zmce that this second rule is used only when the first one has not be used: if X=... and
X” = ... are both present, then the first one is processed first thanks to rule for rewriting X, so

that X disappears from the remaining equations.

Fusion of equations.
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X not free boolean

y
aX?+bX+¢c=0 ) ) \ )

) @X2+bX+0’+@Xx*+bX+c)’=0)

a’X’+bX+c'=0

: K
K -

: \ s_K /

s K )

Solving for clocks.

X first variable in K
‘ R
aX2+c=0;K c(a+c)=0K

s_ K s_K;aX2+c=0

We choosed to keep the original form of the equation as the definition of X 2, but it should be
clear that the lemma 5 gives an explicit definition if desired. Such an explicit form should be
preferred if one whishes to run EXEC, but the present implicit one is useful when our purpose
is to perform e«separate compilation», i.e. to compile separately different processes before

connecting the so-compiled subprocesses.
Solving for non free booleans.

X non free boolean, and first variable in K
4
{aX?+bX +c=0;K cl@a+ o)? - b1=0;K

s_K s_K;aX*+bX+c=0

The same remark holds as before.

6.4 Discussion.

The different rules of COMPIL, as well as the construction of K and G directly from the
program can be combined and pipelined to avoid unnecessary duplications of tasks. For example
the construction of «, DC can be performed while constructing G itself. The strict
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down - up - down® procedure suggested by the successive use of COMPIL_ELIM and then
COMPIL__REDUCE can be replaced by some interleaving of these. Such an optimisation of the
compilation algorithm requires further work.
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