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COMPLEXITY ANALYSIS OF TERM REWRITING SYSTEMS
Christine Choppy*, Stéphané Kaplan * and Michéle Soria **

"ABSTRACT. In this paper, we address the question of the quantitative evaluation of
term rewriting systems. We assume these systems to be canonical, and correspond to
algebraic specifications that define a family of so-called derived operators. Let f be a
derived operator and t1,...,t, I terms in normal form, our measure of cost is the number
of rewriting steps between f(t1, ..., tp) and its normal form. We are interested in the average
cost of f on a p-tuple of terms as a function of the total size (number of symbols) of the
p—tuple:

Cu = cost(f(t1,... 1))/ Nn ,

where the sum is taken over all p-tuples of size n, and N,, is the number of p-tuples of
size n.

We systematically study the asymptotic evaluation of average costs via the introduc-
tion of formal series, using techniques developped for the complexity analysis of algorithms.
Our results allow costs to be computed without any explicit manipulation of series: We
provide the user with ready—to-use formulae that depend only on syntaxical characteristics
of the rewriting system, and the amount of size computations is extremely reduced.

ANALYSE DE COMPLEXITE DES SYSTEMES DE RECRITURE

RESUME. Dans cet article, nous nous intéressons  I'évaluation quantitative des systemes
de récriture.. Nous supposons que ces systémes sont canoniques et correspondent & des
spécifications algébriques ol sont définis des opérateurs dérivés. Etant donnés f un
opérateur dérivé, et ¢),...,t, des termes en forme normale, notre mesure de cofit est le
nombre de pas de récriture pour arriver & la forme normale. Nous nous intéressons au
colit moyen de f sur un p-uplet de termes en fonction de la taille totale (en nombre de
symboles) du p-uplet:

Cn=" cotit(f(t1, - tp))/ N ,

ol la somme est prise sur tous les p-uplets de taille n, et N, est le nombre de p-uplets de
taille n.

Nous étudions I'évaluation asymptotique des cofits moyens de maniére systématique,
a l’aide de séries formelles, en utilisant des techniques développées pour I’analyse de com-
plexité des algorithmes. Nos résultats permettent d’obtenir une estimation des cofits sans
avoir a manipuler explicitement ces séries: en effet les résultats sont exprimés en fonc-
tion de caractéristiques syntaxiques du systéme de récriture, et les calculs A effectuer sont
extrémement réduits.

* LRI Université Paris-Sud 91405-Orsay
** LRI and INRIA, Rocquencourt 78153-Le Chesnay (France)
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Introduction

Algebraic specifications are now widely used for data structuring and they turn out to be quite useful
for various aspects of program development, such as prototyping, assisted program construction, prov-
ing properties, etc [BCV 85, FG 84, FGIM 84, GHW 85 or GH 86a and b, Kap 86]. Some of these
applications require to add a notion of computation to algebraic specifications, for instance by provid-
ing a (convergent) rewrite rule system that expresses the properties of the operators. In this context, it
may be of prime interest to define a notion of algorithmic complexity for an algebraic specification, or,
more precisely, a notion of complexity for each operator defined in the specification. Computing
operator complexity within a given specification helps understanding how evaluation costs are distri-
buted ; it may single out "costly” operators, and motivate the search for an equivalent, but "cheaper",
specification.

In [CLR 80], the cost of a term is defined as the number of rewriting steps for reducing it to its nor-
mal form, and the cost of an operator is defined as the general cost of a term obtained by applying this
operator to terms in normal form. In this paper, we further formalize this notion of operator complex-
ity and investigate its computation through analysis methods developed for instance in [S&F 83] and
[Fla 88]. We show how these methods apply to the computation of the enumerative series related to
the terms of an algebraic specification. We define the notion of regular rewriting systems, and con-
sider cost series associated to operators that are described by such systems. We show how these
analysis methods apply to compute such costs and provide an asymptotic evaluation of the average
cost of an operator. Our results allow costs to be computed without any explicit manipulation of
series. We provide the user with ready-to-use formulae, where the different parameters only depend
on the "geometry” of the system, e.g. the number of constructors in the left handside of rules, number
of occurrences of a derived operator in the right handside, etc.

Quantitative evaluation of rewriting systems had not yet been studied under such an approach (except
in [CLR 80]), to our knowledge. From a different point of view, complexity of algebraic implementa-
tions has been studied in [BBWT 81, E&M 81, etc.] w.r.t. computability issues.

This paper is organised as follows : section 1 is devoted to illustrating on an example the use of com-
plexity analysis methods on term rewriting systems ; section 2 presents the results on the enumerative
series of term algebras that we use in the rest of the paper ; in section 3 we define regular systems and
prove some of their properties ; in section 4 we show how the expression of the cost series for a
"derived" operator can be systematically computed from the syntactic form of the rewrite rules ; we
develop in section 5 the asymptotic evaluation of operator costs : we show conditions for the average
cost to be asymptotically constant, polynomial or exponential, and give several examples.
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[. Introductory example

This section is an introduction to complexity analysis methods by means of an example. We first
show how to compute the enumerative series of binary trees constructed with two operators (a constant -
operator and a binary operator) ; we then give an asymptotic evaluation of the series coefficients.. We
then add an operator and describe its behavior by rewrite rules : we apply the analysis methods to the
computation of this operator cost series and deduce its average cost. '

Let us assume that one wants to evaluate the average cost of a given computaﬁon on some data set.
The data belong to a set of objects, a size can be computed for each object ; let D, denote the set of
objects of size n, and N, = card (D,). Assuming all the objects have the same probability, the average
cost is [see e.g. GSF 86] :
n=L > cost(d)=&.
Nn de D, Nn

Generating series are defined by associating the series a(z) = 2 a,z" to a sequence (a,): to the
sequence (Ny,) is associated the enumerative series N(z) = ¥ N,z" , and to the sequence (C,)) is associ-
ated the cost series C(z) = Y} C,z" . Computation of the coefficients of the generating series can be
performed either using "exact” methods (e.g. using the Lagrange inversion theorem) or methods that
provide an approximation, based on real or complex analysis techniques. The asymptotic value of the
coefficients a, of a complex series ¥ a,z" may be evaluated using results of complex functions theory
(essentially based on Cauchy’s formula) : the singularity closest to the origin determines the order of
growth of the coefficients (more precisely, their exponential factor is determined by convergence

radius of the series and their polynomial factor is function of the nature of the singularity) [see e.g.
S&F 83].

3

Consider the example of a specification of binary trees with two constructors : the constant ’a’ and the
'_ . _’ operator (think of "cons" in Lisp).

Considering the enumerative series : N, (z) = 2 N, z", since each n™ power of z appears as many
n>0
times as there are trees of size n, we have : Niee() = 3 2" where Tyee 1s the set of terms built

t€ Tyree
b

with the constructors ’a’ and T .

Let us first perform the computation of Niee(z) by case analysis on terms :
Nwe@ = Y 2"+ ¥ z'th!
t=a t=1.t,
Since lty . tl =1+l +1)l: Ne(@=z+z Y 2" ¥ 2'% =21+ N2 (2)).
1HE Tiree 66 Three
In the general case, computation of Niee(z) can also be performed using systematic methods for com-
puting enumerative series and cost series for algorithms on combinatorial structures [Fla 88] (in partic-
ular, one may apply these methods when trees are used as data structures to represent terms) ; the
main steps of these methods are the following :
e take the construction primitives of the combinatorial object and deduce the structural equations ; in
the case of tree this leads to :

tree = a + / \ or tree = a + . X tree X tree
tree  tree

where + is the disjoint union and X the cartesian product

22 -



e transpose the structural equation(s) to generating series, using the fact that, when considering the
associated series, any disjoint union is expressed by a sum and any cartesian product is expressed by a
product ; in our example, this leads to :
Niree(Z) = z + z N(z) N(z)
(the same result was obtained above by case analysis)
® solve the generating series equations. In the above example, simple resolution leads to :
1-V1- 42?

Nire(2) = Y (this solution is adequate since it is analytic at the origin), and further computa;
z

tion by series development leads Ny, = 0 and to Ny, = _pﬁ [2pp] (Catalan numbers, cf. [Knu 73]).

, P
Using the Stirling formula : p! = V2mrp [—P—] (1+0 (i)), this yields :

1
N 2% (1+0
2p+l = ‘[7; ( ( ))
A more general approach is to use complex analysis methods (local analysis around singularities) for
passing from functional equations over generating functions to asymptotic expressions of their

V1-2z Y142z +i

2z 2z
1

coefficients. Continuing with our example, we have : N.(z) = -

Niree(z) is analytic for Izl < -% and has two singularities : z = -;-
Let us apply the Newton expansion : [z°] (1-qz)* T = q*(~1) [ ] [n—oc—l]

"(1+0( )

(where I is the Euler Gamma function : F(x) = _[ e“t" 1dt We recall that : T &+ =xT (x),
I'l)=1--hence I' (n) = (n-1)! whenn e N --and I (— )..\/_) ’

_a_

One shows that when n—+ee : [2"] (1-qz)* =

The contributions of singularities with same module are added together, leading in our case to :

] N@) = —— 2! 32 (1 40 (%)) for n odd, and 0 for n even.

V2n

A more systematic approach that uses "transfer lemmas" [Fla 88] is presented in section 2.

Now let us add a derived operator ’_ T _’ (called "shuffle" since it is moving subtrees around) defined
with the following rules :
(Sl):aTt—)a.t, (tl.tz)Ta—?(tl.tz).a, (tl.tz)T(Ul.u2)—)(t1Tu1).(t2TU2)

The cost of a term is the number of rewriting steps necessary to reduce it to its normal form for a
given strategy ; the cost of an operator is defined as the cost of a term obtained by applying this
operator to the terms in normal form. In all examples considered in this paper, it is insured that
operator costs are independent from the evaluation strategy (cf. proposition in section 3).

Let us evaluate the cost functions for the operators of this specification : 'a’ and ’_ . _’ being con-
structors, the corresponding cost functions are equal to zero. Computation of the cost function for the
operatlon T ” will be done by means of the following generating function (cf. definition 4.1) :

C (z) =Y C z"  where CnT Y. cost(t Tu)  (where | t|is the size of the term t, i.e. the

n20 t, U € Teree
Itl + lul=n

total number of symbols that appear in t, and where T, is the set of terms in normal form, which is
exactly here the set of terms built on the constructors ’a’ and ’_ . _’).

t ("] @ (z) denotes the coefficient of z" in @ (z)
- 3 -



Hence : CT(Z) = Z cost(t T u) Z|t|+lul

t‘ ue Tlree
Let us use a case analysis for terms in normal form to compute CT(z) :
Cl@y= 3 cost(alozHt + Y cost ((tyty) T a) 2+

t€ Tipee t1.65€ Three
+ > cost ((t; . to) T (u; . uy) g il ¥ |
tibu e T, ..
since : cost (a Tt =1+ cost (a.t)=1,
cost ((t;.t) T a) =1 + cost ((t,.1,) . a) = 1,
cost ((t; . t) T (up . up)) =1 + cost ((t; T uy).(t, T uy))
we have :

CT(Z)=Z Z th[ +Zz Z thll 2 Z’tZI +22 Z Z'tll Z ZI‘Z’ Z Zlull Z ZlUZ'

te Tlree He Ttrve t€ Tm:e He Tnee t,€ Tuee e Tme ue T'ree

+22 Y cost((t; T uy)(t, Tu2)) AP I
t].U].tz.UZETme
since : cost ((t; T up).(t, T u;)) = cost (tlTul) + cost (tzTuz) ,

2

Cl(2) = 2 Nip(2) + 2 N2,,(2) + 2 Nboi(@) + 22 3 cost (t; T up) 2! %' y 2y g

tree
1, 01€ Toree £2€ Toree € T
|
+22 Y cost(t, Tuy) z'" 2™ 3 " y ™
t2,U3€ Tiee t1€ Tpee 1€ Tiree
= N2 T+222N2,(2) C'z)
Niee(@)
Hence : CT(z) = e

1-222N2 (2)

1-V1- 422

Replacing in this expression N,..(z) by its value : s and using the same complex analysis
method as for Ny..(z) (development around singularities, Newton expansion, adding up the contribu-
tions of singularities) yields to : Csz = —\?:22Pp‘3/2(1 +0 (—1-))

T P
Now the ‘iver;lge cost is : Esz = —I:I-ZR— where N, 5, (cf. section 2) is the number of tree couples (1), t,)

22p
such that It)l + It,! = 2p. Computation of N 5p yields
= 1
CZTP =4(1+0 (_I;))

thus, the average number of rewriting steps when the T operator is applied to a binary tree is asymp-
totically constant.

2. Enumerative series of the term algebra

We now apply to the term algebra some algebraic and analytic results on families of trees that have
been developed in [M&M 78, S&F 83]. An enumerative series can be associated to the signature of a
set of terms and complex analysis techniques can be used to extract asymptotic information on the
series coefficients.

We denote by Te,,.,, the set of terms built on the signature Constr. Let us denote by « the number
of symbols in Constr of arity k. We always suppose that oy, # 0.

" using the fact that : Ny..(z) = z (1 + NZoo(2))
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Definition 2.1
Let N, stand for the number of terms in T, of size n. The enumerative series of Tcypq, iS :
Nz) = YN,z" = Y z''l
n20

te TConsn

Let ®(X) stand for the polynomial : ®(X) = iaka, where ‘p’ denotes the largest arity in Constr,
k=0

and where there exists oy > 0 with k > 2.

We have the following results :

(1) N(z) is a solution of the functional equation : N(z) = z.® (N(z)) (cf. section | : transposition

from structural equations to generating series). '

(2) Let us suppose that there is no polynomial ¥ and integer d=2 such that ®(X) = ¥ (Xd) ; let T be

the smallest root of the equation ®(X) = X®’(X), and p= —5:1—) ; p is the convergence radius of N(z)

and 0 < p < 1. It can be shown that 7 is the only real positive root of the equation ®(X) = X®*(X)
such that IX| = 1. Moreover, T = N(p) and p is the only singularity of N(z) such that Izt = p. Then

around z = p [M&M 78] :
2@(1) 172 32
z z
N(z)=1 - \’ —(f)"(_’t) [1—-‘;-] +Y1 [l——‘; ]+O [ ] (F1)

(3) Transfer Lemmas : when it is possible to have an asymptotic development of a series around the
singularity that is closest to the origin, under some conditions of analytic continuation (that are always
fulfilled in the case of term algebras) an estimation of the series coefficients can be deduced from the
series estimation through transfer lemmas [Fla 88].

1--=Z

p

We use the transfer lemmas in the following case :
Let f(z) = h(z) + O(g(z)) be the expansion of f around the singularity p, where h and g are

[0
standard functions of the type |1 — i—] and h is of higher order than g around p. Then :

[z"] £(z) = [z"] h(z) + O ([z"] g(z)).

Considering the expression (F1) and applying the transfer lemmas, one gets :

o~ [2%9@® p™ a2 [ -n -5/2] N
Ny = '\/ o g toPT™ with T (-1/2) = - 2V

i.e. finally :
A / Oty a3 1
N = —_—— 1+0(=)).
Note 1 :

For average cost computations, we need to evaluate the quantity N, that is the number of terms
t1eest € Tconstr SUCh that It 1+, 41t | = n. Then :

=]

s _ Py I+t
Y Npaz'=3 > z" = Y z ! = (N(@z))™.
n=0 n=0 ..t €Tconsr tyeeeotm€ Tconser

ityl+...+ltyl=n

Thus, N, , is the coefficient of z" in (N(f)z)m’ and using (F1) we have :
/ 32
_ 2P(1) z z
N m _ M _ gy -l - |1 + —|{+0 .
(N(2)) \/ () 0 ] Yz[ 0 ] [ ]

T 1f this condition is not satisfied, this means that N(z) = z(1+¢;N), and thus : N(z) =

-5.

1-Z

p

1—a1z



Now, using the transfer lemmas, we obtain :

_ f (D(T) _n -3 1
= m—1 ——— n 32 l + O -
an.l\ m T 2n®u(‘c) p n ( ( n ))

d
and: N, =m ™IN, = E_N-(Nm(z)) | 2=pNn

More generally, given the polynomial on N(z) : P(N(z)) = iaiNi(z) ,

i=1
_ . dp
similarly : [z"] P(N(z)) = N"le? |Z=p )
Note 2 :
The above results were obtained for the case where p was the only singularity of N(z) such that
Izl =p. Let us now consider the case where there are more than one such singularity. If
D(X) = ¥(XY), let T still denote the unique real, positive root of the equation O(X) = XP’(X). The

other solutions of this equation are ezik"’d'c, for k = 1,2,....d-1. We now have :

_ A / O(t) . 1 P
N, =d ——an)"(t) P n (1 +O(n)) ifn = 1 [mod d],

N, = 0 otherwise.

and :
- (I’(T) —3/2 1 .
N,, =d r"”\/— T n 1+40(=)) ifn = m [mod d],
m,n m 2n®n(‘c) p ( ( n )) m [ ]

Npn = 0 otherwise.
Example :
These results immediately apply to the example of section 1 where Constr = {a, _ . _ ). We have

=1, 0 =0, ay = L. Then ®(X) = 1+X2, of the form W(X?), with W(Y) = 1+Y. T satisfies :

1+7° =272 Thus t = 1 and p= L 1/2. , and we derive :

d(1)
N, = ‘/—%_E— 22 (140 (%)) for n odd, and O for n even ;
Npn = —% 2032 (140 (%)) for n = m [mod d), and O otherwise.

Notice that letting m = 2, n = 2p, we obtain : Noop =

1 1
—— 2% 5 ¥2(1 + O (<)) which leads to the

same result as obtained in section 1.

3. Regular systems

In this section we define regular systems and prove that they have the following properties : finite ter-
mination (or ncetherianity), confluence (i.e. unicity of normal form), and the number of rewriting steps
to the normal form is independent of the strategy.

We suppose that the set of operator symbols X is partitioned into :
* a set Constr of constructors (these are functions that generate the set of terms Ty and
for which the generating function N was computed hereabove) ;
* a set Der of derived operators (that realize computations on terms of T¢gyq,)-
We wish to ensure that any term of T, (i.e. built with constructors only) is irreducible, and that for
fe Der and for ty,...,t,€ Teongyr » f(ty,.--t,) rewrites into a unique term of Tconstr N @ finite amount of
rewrite steps. To this effect, we are going to restrict the form of the rules that are acceptable.

-€-



Definition 3.1
A Constr-enumeration is a finite family of n-tuples (@,) of (T, (X))", where e belongs to a set
of indices, such that :

e each @, contains at least a constructor symbol

o for any te (Tconste)"» there exists a unique substitution 6:X—T¢ ¢

and a unique e such that : ¥ = ®,0

Thus, intuitively speaking, the (@,) form a description of (TeonseX)" , that is at the same time
exhaustive and non-ambiguous. For instance, with Constr={0, s}, we can take : @, =(x,0 and
@, = (x, s(y)), as a Constr-enumeration of (TC(,,,S,,(X))2 (here, e € {1,2}) ; with the same set of con-
structors, @; = (0,0) , B, = (0, s(y)), B3 = (s(x),0) , By = (s(x), s(y)), is another example of a
Constr-enumeration of (Tgong (X))? (With € € (1,2,3,4)). Let us note that the number of e’s just
reflects the degree of "detail” in the description.

Let X, stand for the variables that appear in @, ; in the previous example, we have :
Xl = {}9 XZ = {yL X3 = {x}i X4 = {x’y}'

Definition 3.2
A Constr-definition of feDer is a set of rewrite rules Rg = (r,),¢ p(n» Where D(f) is a set of indices
for the rules Ry such that :
* each rule is of the form r. : f(@,) — p., where (@,)ecp(r) is a Constr-enumeration of -
T&D . and ar(f) is the arity of f ;
¢ each p, is of the form p, = K(x,....x,,,01,..-,.0,) » Where :
¢ K is a context made of constructors only,
* {xy,..X,} € X, , where X, = var (@,), .
¢ each ¢, is of the form g(Y1r+Yar(g))» Where g is a derived operator,
(Y1 Yarg) S Xe, and y; #y; if i ).

A typical rule thus looks like :
f(m(xpxz,xyxmxs,xs,xﬂ) - K

g f

A ZIN N

X3 X4 X6 X5 X

Definition 3.3
A set of R of rewrite rules is regular if it is of the form R = Ugp Ry, where R; is a Constr-
definition of f, for each fe Der

For instance, the following systems are regular :

(S,) Constr = {0, s}, Der = {+, even} and
R,: X+0-x, x+s(y) osxE+y)
R.yen : €ven(0) — True, even(s(0)) — False, even(s(s(x))) — even(x)
The Constr-enumeration associated to ‘+’ is the one presented hereabove, while the one associated to
‘even’ is @ = (0), @, = (s(0) ), w3 = ( s(s(x)) ).
-3



(S3) Constr = {a, _._}, Der= {£,(), ()} and

f R
R f2(aa) — A R' f@® — a
a a
f, . f .
Ry fz(/-\,a> —s AN R,! f,(/-\) YA
/N ¢ AN
X Yy X
) £, £,() ’ 2 fp(x.y)
2
R3 f2(aa» * ) — .
/\
X y a f,(x,y)

f .
Ry fz(/'\ AN N
X Yy X Y, N\ VAN
fl(xl) fl(y2) fl(yl) fl(x2)

Thus, regular systems can be mutually recursive.

We have the following result :

Theorem 3.1
A regular system is confluent and neetherian. Moreover, it provides sufficiently complete and
hierarchically consistent definitions of the derived operators w.r.t. the constructors.

Proof : confluence is because a regular system has no critical pair. Let us now prove ncetherianity.
We order Tcongruper DY the recursive path ordering >, (cf. [Der 82,85]) such that all the constructors
are equivalent, all the derived operators are equivalent, and the derived operators are greater than the
constructors. Then consider a rule : V
(@) — KXpeoX,0p5e0m)
with the previous notations. Each ¢, is of the form g(yl,...,ym(g)). Since by hypothesis @; is not empty,
the multiset {@W,} is strictly greater (for the associated ordering >150) than the multiset { yl,...,ya,(g)}.
Thus, f(@;) >mpo P for any k, and finally :
f@) >po KXpeXppo s Om)
This ends the proof of the termination of a regular system. -
We notice that terms in T, are irreducible, since no left-hand side admits a constructor at the root
occurrence. This implies hierarchical consistence w.r.t. the constructors. Conversely, a term in normal
form contains no derived operator, since otherwise a rule would apply to further reduce it. Thus, the
system is also hierarchically complete.

In this article, we restrict attention to regular systems only. We then have the following result :

Proposition :
Let R be a regular system. For any term t = f(t,,...,t;) with fe Der and t,,...,t;, € Tcne the number
of rewrite steps between t and its normal from is independent of the rewriting strategy.

-9-



Proof : Let us denote by I the set of terms of Tcyonaruper Such that at most one derived operator
appears from any path inside the term to the root. It is clear that, if R is regular, if tel” and t—'t,
then '’eT". We are going to show, more generally, that for any te T, the cost of t does not depend of
the evaluation strategy (which proves the previous lemma). Ad absurdum, suppose that this is not the
case for a given t. We can write t = K[f,(ga),...,fn(ﬂ)], where K and the )—d’s are made of constructors
only, and the f;’s are derived operators. We consider two cases :
Case 1 : if K is empty (and t = fl()a)), then exactly one rule applies to t. We let ¢(t) be the term
such that t—>¢(t). Then, necessarily, the cost of ¢(t) depends on the evaluation strategy.
Case 2 : else, if the cost of each fi(g—()i) is equal to m;, whatever the evaluation strategy, then the-
cost of t would be m+...+m,, whatever the strategy, which would contradict the hypothesis. Thus,
there exists an i such that the cost of fi()?i) depends on the evaluation strategy. We then let
a(t) = £,0).
We define the ordering ‘>’ by t >t’ iff either t — t’ or t’ is a strict subterm of t. >’ is well-founded.
Now, the infinite chain :

t, o), oo, ...

is decreasing for ‘>’, which yields the desired contradiction. This terminates the proof.

Note : the property is not true for elements outside of I'. Consider for instance the regular system :
x10 -0, x|s(y) > sxly)

The term ‘(0 | 0) | 0’ (which is not in I') would be normalized in respectively 1 or 2 steps by an

"outermost” or an "innermost" strategy.

4. Cost series for the derived operators in regular systems

This section and the following present the two main theorems of the paper. Theorem 4.1 gives the
expression of the cost series in function of the syntactic form of the rewriting system, Theorem 5.1
gives an asymptotic equivalent of the average cost of a derived operator on a term of size n.

Definition 4.1
Let fe Der of arity m. Let C{ stand for sum the number of rewrite steps of the term f(ty,...,t,) to
its normal form, where the (t;); <<, range over T and are such that it;] + .. + It | =n:

cf = Y cost(f(ty,..ty)

tyyeee o tm€ Tonser
Ity 1+ 1t l=n

The cost series associated to f is :
£ f.n Ity v
C=) C, "= Y, cost(f(ty,...,t,)) z
n>0 4o tm€ Tonstr
From now on, we suppose that Der = {f;,....fyp.;}] Where NDer is the number of derived operators.
Given a regular system, with each f; defined by a Constr-definition (see definition 3.2), we can write :
f. ![1|+“'+‘[m«i)l i ”Be‘ol
Ci(z) = ) cost(fi(t,....tax(g))) Z = Y Y cost(f(@.0)) z .
tlv---‘tar(fi)eTConsn' eeD(f) ©

. . ) £
where (3)).c p(t) is @ Constr-enumeration of Té:,(n‘s)tr.

We have : cost(fi(ZiSéG)) =1+ ) cost(dy;0), in accordance with definition 3.2. Thus :

 1<ks<nl .
. IB3.0l 180!
Cig = X T2% + T T 3 cost(y;.0) 2 ™.
€€ D(fl) (4] cE D(f,) g lSkSne
< A >+ < B - >

Where A = Nar(f‘)(z) is a constant part of this sum, and B is a recursive part.
- 3 -



In order to simplify the B part of Cf‘; we first notice that it is actually quantified over e corresponding
to the rules with non-constant right handsides, that we denote D, (f;). Let X; stand for the vari-
ables of Eﬁ. Then, we may write ¢y ; . = fj(yl,...,ym(fj))', for a certain j.
We suppose that o restricted to the variables X, ; of @, is defined by :
{0y 1= t10(Yarf))= tat)» and O(Wj)= t’, for all wie X, ;— {y;} }
the w;’s are the variables that appear in the left handsides and not in the right handsides of the rule f,
and we let I(i,j,e) be the number of w;’s.
Let & ; stand for the number of constructors appearing in ZB‘: (let us recall that, according to
Definition 3.1, &, # 0).
We have : 1801 = &+ Ity tltygl + 1€ 1+ 4+1tG 0
Then : _ '

Y. cost(Py i O) zm;ol = 7> Y cost(fi(t),....tag))) 2

ee D(f) ee D(f)

Let g} ; stand for the number of occurrences of ‘f;” in the right handside of the rule 1. The B part

Itll+ e +“‘”«j)l zlt,1l+ B +|t,l(i.j.¢)'

of C" finally rewrites into :

E. i Il+ el I+ HE g0 _
>z D €ej by cost(fj(tl,...,tar(fj))) z iz =
eE Dnc(fi) ISJSNDC!' | ST ,t,,(fj)e TConm )
i, t'l(i,j,e)e Teonser | | ¢
Y Y e NGO = Yy el 2 NXIO cfig),
eeD,(f;}) 1<j<NDer ee D (f) 15jSm

Going back to the example in section 1, we have Constr = {a, .}, the rule system is : A
(Sl).'aTt-')a.t, (t!rtz)lra‘—)(tlt)a, (tl.tz)T(ul.UZ)—')(tlTul).(tzTuZ)

and we have : TBI =(a, t), 62 = (tl b, a) , 63 = (tl . tz‘ up . u2), XI,T = {t}, XZ.T = {tl' t2},X3‘T
= {ttu,up), 610 =1,81=281=2
e}T = 2 (the others are null), &1 = 2, X311 = 4, and ar(T) = 2, which leads to the result :
cley=M ) +22 M, C'0).

c(z)
Back to our general development, let B(z) stand for the vector and ?(z) for the vector

f

C™(z)

ar(fy)
| We also define My;z) = ¥ el 2 Nl
N#Erow) ) eeD,(f)
with : g} j the number of occurences of the ‘f;’ in the right handside of the rule r! (ie. the e-th rule
defining f;), € ; the number of constructors appearing in @;, X, ;| the number of variables in @;. We
let M(z) denote the matrix (M; (z)) g j<Nper- We obtain the central result of this paper :

Theorem 4.1
The cost series satisfies the equation : a(z) = M(2) a(z) + ?(z). The expression of each cost
series is :
_wMlil
Cf‘(z) det( Id—-M)"M(z) ),
_ det( Id-M(z) )
where Id is the identity matrix, and (Id-M)ll(z) is the matrix Id-M(z), the i column of which be-
ing replaced by ?(z).

-

i - N@_ f . : oy P(N@)
Since z = BNG)’ each C'(z) may be rewritten into the following form : Ci(z) = Qi(N(z))’ .

where P and Q are respectively prime polynomials with integer coefficients. Now, in order to evaluate
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f ) , ) ..

the C,', we have to determine the smallest singularity of each Cf'(z). Its singularities are :
- either the singularities of N(z), the smallest being for z = p,
- or the z’s such that Qi(N(z)) = 0.

5. Asymptotic evaluation of the operator costs

Let us denote by p{ the smallest real positive root of Q'(N(pd)) = 0 (with the convention that pj = e if
Q'(N(2)) has no root for Izl £ pd). We now have the following main theorem :

Theorem 5.1
The average cost satisfies the following asymptotic equations :
, —f
(1) if p < pd, then : ch=x, 1+0 (%))
, —f
(2) if p = py, then: C. =k,n%? (l+O(L))
Vn
. —f "
(3) if p > p{, then : C, =ky - (1+0(i))
Po n
The k;’s are real numbers, and q and r are strictly positive integers ; all of them can be expressed
simply (as shown hereafter - Results 5.1, 5.2, and 5.3).

Let us note that given the parameters depending on the geometry of the rewriting system, automatic
computation of M(z), Y(z) and los ‘(z) can be performed with the assistance of a formal computation
system (in the case of our examples, we used the MAPLE system [MAPLE 85]). In order to compute
the mean cost, the only difficult point may be to compute the zeroes of the denominator (computation
of the singularity of N(z) should not be problematic since constructors arity is usually less than or
equal to 3).

We now proceed to proving theorem 5.1 by considering successively the three cases.

Study of case (1)
We can write, using Taylor expansion formula around 7 :

P,(N(z)) P;(1) P, 2 | P, 2
i{(N( - + d {5i (N@)-1) + a 15 (N(z)-1)
Qi(N(2)) Q1) dN | Q; |in= dN? ( Qi Jin=e 2!
Applying the transfer lemmas of section 2, and using the approximation :
32
] (F1)

172
N KA P4 _z
e NET =] o[z o
we get :

f, , f O(1) -32 1 . d | P
1 k [N . A, "n + ‘ ' P, , wW th k e | e—
Ca ! 2rnd" (1) P ( (n ) E dN [Qi ],N_,

(when there are d singularities on the circle of convergence of N(z), k; is the above expression multi-

+ O(IN(z)-t1?).

2

p

plied by d if n = ar(f;) [mod d}, and C:‘ = 0 otherwise ), and finally :

Result 5.1
f.
£ G 1 . 1 d | B
C _— = kl (1 + O (—‘)), Wlth kl = ‘_} D
" N n ar(fi)'tal(fi)nl dN | Qi Jinee

A1 -



Example 5.1

We consider, on binary trees built as previously (cf. section 1 and example in section2), another ver-
sion of a shuffle function on trees, defined by the following set of rules :

a a
T g
R T ( b sa) ——l > R g( ° aa) e ,
AN A > A 5
X Xy Xy
Rl 1@ . ) — g&y) & g(a,/-\) —> gy
X Yy ' X Yy
T . . g .
R T : ) — R g( N
4 /\ " /N\ /\ ‘ /\ " /\ /\
1 V1 X Yy TG %) Ny yp) ‘ XY, Txpx%) gy, y)

Let us recall that N(z) = z (1 + N%(2)), p = 1/2 and T = N(p) = 1. The Constr-enumerations used are
the same for both operations :

o = 0f=(a, ) S11=81,=2 X1l = 1%, =2

o] =of=(xy a2 Er=&=2 1X,11 = 1X51 =2

o] =0f=(@xy)  Er=fy=2 Xyl =Xl =2

of = 0f = (x; . Y1, %2 - YD) a1 =84,=2 IXatl = 1X4gl =4
212N2(z) z?

The matrix M(z) associated to the T and gis: M(z) = , the first line of M(z)

zZNz(z) 2zz+zzN2(z)
relates to the definition of T : £4T. 1+ =2, and £3T g = 1 ; the second line of M(z) relates to the definition
of g : €1 = 1 for the first element, and €5, = €§, = 1 and €f,; = 1 for the second element.
N2(z)
Niz) |

We also have Y(z) = This yields, after computation of the determinants, and replacement of

N(z)
14+N2(z)
cl@ =

z by

N%(z) (14N%(z))? _ Pi(N(2))
14+2N%(z2)-N*(z)-N%(z) Q;(N(2))
(142N%(2)) N¥(z) (1+N%2))? _ P.(N(2)

142N%(z)-N4z)-N%(z) Q,(N(z))

The denominator (14+2N2-~N%-N®) has no root for Ne[0,1]. We are therefore in the current case (1).

Ct(z)

Computation gives : —— i = 88 and d —P—z— = 136.
dN | Q IN=1 dN | Q, IN=1
Finally : ©] = 44(1+0(2)) Tt = 8 (1+0().

End of example 5.1
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Study of case (2)

We can write :
P,(N(2)) _ 1 P,(N(z))

QNG@) — (N@-1° QNE)
where s is a strictly positive integer, and Q; is an integer polynomial such that Q,(t) # 0.
P;(N(z)) Py(7)

= —7)~S ~s+1 —s4+2
Then, around 7 : QNGD) = Qi( )(N(z) ) + Y(N(Z)-1) + O(IN(z)~rl ).

Applying the transfer lemmas of section 2, and using the approximation (F1), we obtain :
S

] sy Pt |20ty |2 1
C i , n, P 1 ’ - S
n =k, p™™n (14+0( 1/2 ), with k%) = (—1)°— 0 [(D"('c) T(/2)

(when there are d singularities on the circle of convergence of N(z), k’, is the above expression multi-

pliedbydifn = ar(f;) [mod d], and qu = 0 otherwise ), and thus :

s+1 P( ) _Lsth)
=f EN . 1 (D 120(1) | 2 I(-172)
C/=kn 2 (1+0(—— th k, = (~1)*! — —_
2 (HO(7)), with ky = (1) ar() ! Qo) [(D"(r)] I(s2)
(p—D! if s=2p
Finally, using I'(1/2) = Vit and I'(s/2) = , we obtain :
Co)l g s=2p+1
4Pp! .
Result 5.2
_t s+
Co =kn? (1+o<7>)
with ot
Pt ( I
kp=-— L B0 1200 [T, pt 2p+1
ar(ft ™! Qv)  (P"(D | (2p)!
-2t
« 1 P [200) |72 24 i s 2
2 = a1 & ” , s= 2p O
ar(f e Q) (P"(D) | (p-D)!
Example 5.2a

We consider the same system as in example 5.1, except that rule Ry, is replaced by rule R1y :

Rl. T(/\’a) —> )

LI /

| jated to the T and g i N 22
The matrix M(z) aSSO(flate to the 1 and g is now : I_ Z?NX(z) 2z%422N%(z) |

NG et M@) = (1N 2 N(2)}+1) (Nz)+1)

We obtain, after replacement of z by

14N%(z) (1+N%(z))}
which yields :
g = 1 N@ (I4N=z) _ 1 P(N@)
1-N(2) 1+N(z2) 1-N(z) GI(N(Z))
Ciz) = 1  N%(2) (1+N%(z)) _ 1 P(N@)y
1-N@z)  14N@2) 1-N(z) Q,(N(z))
. R P
We are in the current case (2). Computation gives : — = — =1, and finally :

1 (1)
Q Q; A3



End of example 5.2a

Example 5.2b
Let us consider a system where the constructors are Constr = {a, *, .} and the derived operators

Der = {5, r} defined by the following rules :
5

R;  r(a — Rf 8@ —> 2
%*
R; r(/*\) ——->/*\ RS 5(/*\) — N\
Xy r0 1(y) Xy A TA
r(x) d8(@y) r(y) 8(x)
T 8
R r(.) —_— . R3 8(C. ) —_—
| I I N\
X 1 (x) X r(x) &(y)
Since ar(.) = 1 and ar(*) = 2, N(z) = z (1 + N(z) + Nz(z)), which yields p =1/3 and t = 1.
2zN@Z)+z 2zN(z)+z
We have M(z) = o 22 N@ + z] and Y(2) = [ﬁgg]
2 2
We then get : C3(z) = N(z) - N@) (1 + I\zl(z) +N (z)g
(1 - z - 2z N@z)) - N(zz)) (1 + N(2))
and C(z) = N@ ___ _ N@ {1 +N@) +N(2)
1 -z -2z N(z) (1-N@) (1 +N@)
nally : G0 = BT 0L €' = n (1+0(—=
Finally : C, > n”“(1+0( \/_ﬁ)) and C,=n( (\/H))'

Study of case (3)
Let 14 = N(pd). We have : 0 < p} < p, and 0 < 1§ < T. We can write :
P,(N(2)) 1 P,(N(z))

QN@)  (N@)-th)* QNE)’
where s is a strictly positive integer, and Q, is an integer polynomial such that Q;(t4) # 0. Then, using
N(z)
D(N(z))
_ N@ _ % d | N i Qg2
T oM@ o | AN [(D(N) ]IN:t(‘,(N_,tO) + 0N,
from which we derive :

a Taylor expansion of z = in the neighbourhood of pg, we get E

1

N
D)

(z-pd) + O(lz—pi1?) = i (1 zi) + om-iiﬂ).
1
]|N=‘t(i,

N-ti= —
(1) Po Po

d

dN

1§ D(td)
P(N(z))

Qi(N(z))

Using this development in the previous expression of yields :

PN , o’ i ; P. i —s+1
D) -ty [L 2 A Il——z— :
QING) s | o) | Qe

pd

Y-



Thus,

: D'(1d) s1>i(zi) -
Ch = (-1y | —20 | 0 iyam
15 (1) | Q) I(s)

1

(H-O(—rl;)), (when there are d singularities on the

circle of convergence of N(z), C:‘ is the above expression multiplied by d if n = ar(f;) [mod d],

and C:" = 0 otherwise ),

and finally :
Result 5.3
1
—f 1 os+=
Cr =k |2 [n 2so(dy,
Po n
e (1) | Pytd) "
with ky = ) ! L (19 _1(9 \l 00 g
(D! agye™®1 |14 d(td) | Qrd) D(1)
Example 5.3

We consider the same system as in example 5.1 (or example 5.2a), except that rule R, (or rule Rty)
is replaced by rule Ry, :

T
Ry T(C : ,80 ——p .
2 /\ A
A gxy) gixy)

The matrix M(z) associated to the T and g is now :
222N2(z) 372
?N%(z) 22%422N%(z) |

This yields, after computation of the determinants, and replacement of z by " Ij:;() ) :
+N“(z
iy = LN (143N%(2)) Ni(2)
142N?%(z)-N*(2)-3N%(z)
Coz) = (14N%z))* (1+2N%(z)) N(2)

142N%(z)-N*(z)-3N%(z)
The expression (1+2N%z)-N*z)-3N®(z)) admits a root for To ~ 0.93336, which gives py ~ 0.49881
(<p =1/2). We are therefore in the current case (3), and computation gives finally :

el o=k [-P_] Vo (140(—=)) C: = K, [L] Vo (140(—)
pé Yo pd Yo
with k; ~ 0.27901, k'; ~ 0.21234, and & ~ 1.00238
Po

End of example 5.3 -

We notice that, simply modifying one rule between examples 5.1, 5.2a and 5.3, induces respectively
constant, polynomial or exponential cost. This illustrates the great sensitivity of the cost of rewriting
w.r.t. mild modifications within the rewrite rules.

In the case of example 5.3, p/py is close to 1, but the exponential growth can be much faster ; let us
consider the following example on trees with the same constructors as in example 5.3 :
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s(a) —Pp a

-

R

SN /I{\\

X y s(x) sy) ... s(x) s(y)

where H is the complete binary tree with 16 leaves labelled by s(x) or s(y).
N@  _ N@(+N@)
1-16 2 N(z) 1-15N¥z)

The denominator is null for T, = 115 that is py = V15/16 ~ 3.888/16, so that p/py ~ 2.

We have : C¥(z) =

Note : computations for the examples in this section were also checked using the assistant algorithm
analyser LUO [FSZ 88].

6. Conclusion

For the class of the regular term rewriting systems, we have provided ways of obtaining asymptotic
evaluations of the cost series. The user does not need to actually manipulate formal series, since our
results are given under the form of ready-to-use formulae. These results solely depend on physical
characteristics of the system, easily obtainable : number of variables and of constructors in the left-
hand sides, occurrences of derived operators in the right-hand sides. Then, the average cost is constant,
polynomial or exponential, according to the position of the singularity of the expressions Q(N(z))
closest to the origin. Such an analysis can be performed automatically on the basis of a formal com-
putation system.
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