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Sur la condition de stabilité d’une discipline
d’attente
définie par des contraintes de précédence

Fran ¢ois BACCELLI Zhen LIU

INRIA CNET PAA-ATR
Centre Sophia Antipolis 38 Avenue General Leclerc
06565 Valbonne Cedex 92131 Issy Les Moulineaux
France France

July 19, 1988

Abstract

On considére le modtle de file d’attente avec contraintes de précédence
proposé par J.N. Tsitsiklis, C.H. Papadimitriou et P. Humblet dans (3)].
Ce systéme posséde une infinité de serveurs. Pour tout couple de clients
i et j tel que § arrive dans le systdme aprés j, on retarde le début de
Pexécution de § jusqu’a la fin de ’execution de j avec la probabilité p.
Ces auteurs ont déterminé la condition de stabilité du systéme dans le
cas particulier ol les durées de service sont deterministes et le processus
d’arrivée est un processus de Poisson et ont émis la conjecture suivante:
Sous des hypothéses statisitiques de type renouvellement, la condition de
stabilité dépend de la distribution complite des durées de service mais
seulement du premier moment des inter-arrivées.

Dans cet article, nous étudions ce modtle de file d’attente sous des
hypothéses statistiques générales ne supposant que la stationnarité et
Pergodicité des processus d’arrivée et de service. Les hypotheéses statis-
tiques sur les contraintes de précédence sont elles aussi généralisées pour
permettre de faire dépendre la probabilité que le client i ait & attendre le
client 5 de la “distance” ¢ — j. )

On étabilt une expression générale pour la condition de stabilité qui
permet de prouver la conjecture precédemment mentionnée. Ces résultats
sont obtenus A partir d’équations d’évolution stochastiques décrivant les
trajectoires du systtme et 3 partir d’un schéma généralisant le schéma de
Loynes pour la file G/G/1.
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Abstract

The queueing model, called Precedence-Based Queueing Discipline, proposed in [3] by J.N. Tsit-
siklis, C.H. Papadimitriou and P. Humblet is addressed. In this queueing model, there are infinitely
many servers and for any pair of customers § and j such that { arrived later than j, there is a fixed
probability p that ¢ will have to wait for s execution to terminate before i starts its execution.

" In the case where the customer service times are deterministic and the arrival process is Poisson,
these authors have derived the stability condition which determines the maximum arrival rate that
keeps the system stable. For more general statistics, they conjectured that the stability condition
would depend on the complete service time distribution functions but only on the first moment of
the inter-arrival times.

In this paper, we consider this queueing model and relax the restrictive statistical assumptions
mentioned above by only assuming that the service times and the inter-arrival times are stationary and
ergodic sequences, so that these variables can receive general distribution functions and be correlated.
The assumptions on the precedence relationship are also generalized in that the probability for a new
customer to have a precedence relation with a previously arrived customer may depend upon the
difference between the two customers indices.

We derive a general expression for the stability condition which in turn proves the above con-
jectures. The results are obtained by establishing pathwise evolution equations for these queueing
systems, and then a schema which, in certain sense, generalizes the schema of Loynes for the G/G/1
queues. :

Categories and Subject Descriptors: C.4 [Performance of Systems]: modeling techniques,
design studies; D.4.8 |[Operating Systems]: Performance-queueing theory; D.4.8 [Database
Management}: Physical Design.

General Terms: Design, Performance, Theory, Verification.

Additional Key Words and Phrases: Database concurrency control, ergodic theory, queueing
theory, stability condition, static locking, throughput

1 Problem Description

In [3], J.N. Tsitsiklis, C.H. Papadimitriou and P. Humblet considered a queueing system with infinitely
many servers, and with the following queueing discipline: For any pair of customers 1 and j such that ¢
arrived later than j, there is a fixed probability p that ¢ will have to wait for j to terminate its execution
before i starts its execution. This queueing system is a very simple model for database concurrency con-
trol via “static” locking, as well as for parallel execution of programs consisting of several interdependent

processes.
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In the case where the customer service times are deterministic and the arrival process is Poisson, these
authors have derived the stability condition which determines the maximum arrival rate for which the
system is stable. For more general statistical assumptions they conjectured that the stability condition
would depend on the complete service time distribution functions but only on the first moment of the
inter-arrival times.

In this short paper, we relax these restrictive statistical assumptions by assuming only the stationarity
and ergodicity for the service times and the inter-arrivals times. The model for precedence relationship
is also generalized in that the precedence relations between two customers are assumed to be established
with a probability that depends on the “distance” between them. We derive a general expression for the
stability condition which in turn proves the above conjectures.

Cousider the following queueing system. Customers Cg,C;,Cy,--- arrive at dates tg =0 < ¢t; < t; <
.-+, respectively, which define the inter-arrival sequence {r, = tn4; — tp}5%,. Customer C, (n > 0)
requires service time o, > 0 . There are infinitely many servers in the system so that we can assign each
incoming customer to a different server. However, there exist certain precedence constraints between the
customers which are indicated by the random variables b, n—; (n > 0, 1 < j < 1) in the following way:
bn,n—5 = 0 indicates that there is no precedence relation between customers C, and C,_j; bpn—j; =1
indicates that C;, has to wait for the end of the service of Cp,_. ; before it starts service.

Define w, (n > 0) to be the waiting time of customer C,,. In the sequel, the above queueing system
is said to be stable iff w, converges weakly to a finite Random Variable (RV) w,, when n goes to oo.

It is not difficult to check that the evolution of the system is captured by the following set of recursive
equations.

Theorem 1

Assume that the queuesng system ss empty at time 0. Then, for all n > 0,

W = 0, (11)
wn = max(0, osx;‘]sa;‘—lb"'j(wj + 05~ bn,5))
= max(0, 22X bnin—s(Wn—s + Tn—yj = bn,n-j)) (1.2)

where
5n‘,'=fj+1'j+1+"'+7'n—1; 0<j<n-1

2 Preliminary results

’

The basic idea for analyzing the stability conditions of the queueing system consists in generalizing the
schema of Loynes for the response time of a G/G/1 queue 2], to the waiting time w,, in the precedence-
based queueing system. For this, we will assume without loss of generality that the sequences defined
above are subsequences of three bi-infinite sequences of RV’s {7,}%, {04}%5, and {bp,n—j,§ = 1}5% _
with values in IR*, IR* and {0, 1} respectively, being defined on a common probability space (Q2, F, P).
Without loss of generality, (2, F, P) will be assumed to be the canonical space of these sequences. 8 will
denote the leftshift operator on this canonical space. For more details on this formalism, see [1].

Within this framework, the hypothesis that these constituting sequences are jointly stationary and
ergodic translates into Assumption 4; bellow:

Ay P is f-invariant (stationarity) and §-ergodic.

As for the precedence relations, the following additional statistical assumptions will be made:



Ag: The {0,1}*-valued sequences {bpn—j, j = 1}, n = ---,~1,0,1,--, are mutually in-
dependent, and independent of the sequences {Tn}3% _o 0nd {0n}%_oo; For all n € I, the
sequence {bp,a— ;1o 15 made of independent RV’s on {0,1}; The mean values Ebpn—jl = p5

satisfy the property p = inf;>, p; > 0.

Let 7 =19, 0 = 09, 8 = 8o,—i (1 > 1), and b; = bo,—; (# > 1). Consider the schema {M,}3>, defined

by

M, = 0,
M, = max(0, max bj(Mn_jo8 %+ 00877 —5;))
1<j<n

It can easily be proved that w,, and M, are equivalent in law: w, =,¢ M,.

Lemma 1

Foralln >0,
Wy = My o 6™,

Proof

(2.1)
(2.2)

(2.3)

The relation can be proved by induction using the facts that for alln > 0 and ¢t > 1, 7, = 706",

On=008" bpn_i= §i0 8" bpp—i= bjo6™. O
Lemma 2
The sequence {Mp}52 , ¥ increasing in n.

Proof

The proof proceeds by induction on n. It is trivial that M; > 0 = M,. Assume the assertion is true for

allm < n where n > 0. Then

Mn+1

max(0, lsr;_xsau')f+lb,-(Mn+1_ job i 400077 ~6;))

> max(0, max bj(Muyi-jo 877+ 00677~ ;)
> max(0, lrg;}_()-cnb,-(M,,__,- 00 i+ 00077 -8;)

M,

so that the assertion holds foralln > 0. O
‘More precisely, we can rewrite M,, as

Lemma 3

Foralln>0,
M, = max H,,

1<m<n
where .
Hm = m2x Dr
k k
Dfn = max(O,n;?x B(J":') . (E gof-t — Z 55 0 67%))
" i=1 =1

k m
max(0, max B(JF) . (Z oo b~ Z T067Y))

=1

(2.4)

(2.5)

(2.6)

(2.7)



and

k
JE= I =G EINF1S Giyoo oy je S my ) Gi = m)

with 8, = 0 by definstion.

Proof

=1

k
BUIE) =]t 067"

=1

1—1
3€=Ejh y li=si+ i
h=1

The proof proceeds by induction on n. The assertion trivially holds for n = 0 and n = 1. Suppose
it holds for all n < v, where v > 1.

M,,, = max{0, lsx;;;:c+lbj(M,+l_jo 0 +0067 - 51}

= max{0, max[by4i(co 8 ("*V-5,,), [max bi(Myy1—jo 8 7+ 00677~ 6))}
<i<v

= max{ max|0,b,4(c0 6"t _5,,,)], max[0, Jax bi(Moy1—jo 877+ 00877 —6,)}

= max{D,l,.H, max[O, K"l}

where

Ko = 112?2(.; bi(Mosi-jo 67+ 00077 - §)

Owing to the inductive assumption,

K, =

Adopting the notation

the last equation reads

Using (2.6) we get

k k
R(k,m,j) = b;{max|0, %%XB(J:')%ZUOO""—Z&J;00_"')]00_1.}+bj(000_j—6j)
bt =1 - i

max bj( max DE ot +00077 -4,
1<5<v 1<m<Lov+i—y3 1<k<m

max max max b;D¥ 0877 4 bi(0c 0077 —§;)
1<i<v 1<m<v+1—5 1<k<m

max max max b;DE 0 677+ bj(0 0677 - 6;)
1€m<y 1<;<v+1-m 1<k<m

max  max max biDE of I+ bi(00677 - 6;)
1Sm<v 1<k<m 1<)<v+l-m

max  max max b;DF 0877+ bi(c0077 ~ ;)
1<k<v kSm<v 1<i<v+i-m

R(k,m,5) =b;D¥% 0877 4+ bj(0 0877 - §,)

K, = max max max R(k,m,J)
1<kLv k<im<v 1<j<v+1-m

=1

i=1 =1

(2.8)

(2.9)

k k
b; max[0, nggx(B(J,';) o) (D o067k = 6, 06%) 087 +bi(c0677 — ;)



\%

Since b; = 0 or 1, we obtain

R(k) m, .7)

k k
= max[0, n}z.x bi(B(JE)o 677)- (Z oot~ E 85,067 *) 0877 +bj(d0877 &)

=1 =1

= max[bj(o0 677 ~5;),

k k
maxby(B(IR) 0 079) - (oo 07 = D85 007 ) 0470 4 bi(o 0 077 = 5)

=1 =1

The last equation together with the fact that B(JE)o 6—7 = 0 or 1 immediately entail

max[0, R(k, m, 7)}
= max[0, bj(co 877 = &),

k k
maxb;(B(J5) o 679) - (30007 =3 b5 067%) 007 4 bi(B(Jm) o 679) - (00877 = §;)]

t=1 =1

= max|0, bj(o0 677~ §;), S(k,j,m)] (2.10)

where

k k
S(kym, ) = max [ b;(B(IR) 0 079) - (60 077 = 85) + (oo™ =D 007 )0 47 ]
b i=1 i=1

Equation (2.6) together with a direct decomposition of sets of the type JEY = {(5 51,2 0k) €
HV"'HI j+ i +--jk=1u}, u>k+1, based on the value of the first element j yield the relation

max
k+1<u<o+1
= max[0,

k+1
Du

max max max
k+1<u<o+1 1€5<u—k (5, ,5%)ETF

s—j

k k
b (Bjy--1in) o 0 (oo™ —8) + (D o0b7H =3 b5007")eb™")
; i=1

= max[0,

=1

max max max
k+1ZuS 041 kSmSU—1 (jy, k) €T%

k k
bu—m (B(jh Ut :jk) ° 0_u+m)[(°' o™~ au—m) + (E oo 0—'i - Z 5_1;. ° 0-") ofgutm )]

=1 =1

= max[0, max m

ax max
k<m<v m+1<u<o+1 (g, ok )ETE

k k
buerm (B(ts -2 dk) 0 8~ ™)[(0 0 07+ ™ = 6uem) + (D 00875 =D 65 007%) 007 ™)
3 =1

= max[0,

=1

S(k ] )
k5m50,11112§50+1-—m ( ’m’J)] (211)

Using successively (2.9), (2.10) and (2.11), we then get

max[0, K,]

max max max(0, R(k,m,J))
1<k<v k<m<v, 1<jSo+l-m

. -J_§. ;
121’?%(” kSmS"fnla_%chHl_mmax[max(o, bj(oofd 85)) » max(0, S(k,m, j))]

D} 0 k 1
max | max . .maxDj, wax(0, S(kym, 1))l

max[ max D}, max max max(0, S (k, m, 5)))
1<5<0 1<k<v k<m<v, 1<j<v+1—-m

max| max D}, max ma DY) (2.12)
1<3<y 1<k<v k+1<uSo+1



Combining (2.8) and (2.12) finally yields

1
M,y1 = max{D, ,, max[0, K,|}
k+1
= max{D} max| max D ax max D
{ v+ [ <s<v l<k<v k+1<u<v+l u ]} '

= max{ max D},  max m Dk}

<m<o+1 2<k+1<v+1 k+1<m<v+1
= x Dk,

l<m<v+l l<k<m i

By induction, the lemma holds for alln > 0. O

Lemma 4

Assume that A; and A hold, then the event {My, = oo} s of probability 0 or 1.
Proof _ L
We prove that if P[Mo, = 00] > 0 then P[My, = o0] = 1.

1) Under the assumption that P[My = 0o] > 0, there almost surely (a.s.) ezists an infinite sequence of
non-negative integers 0 < ky < kg < --- < ky < -+ such that for alln > 1, Mo 0 0~ % =00 .

The pointwise ergodic theorem implies
-1
lim — E I[My 067" = 0] = P[My, = ] a.s.

n—o00 N
=0

which together with the assumption P[My, = oo] > 0 readily imply the existence of the above sequence.
2) Under the assumption that P[My, = 0] > 0, then, P[My = oo] = 1.

First of all, observe that the sequences of RV’s {b,}%2; and { M 0 §~7}%2, are mutually independent.
Indeed, from Lemma 3, we readily get

n—ool1<m<n 1<k<

m
My = lim max  max ma.x(O maxB(Jm) Zao g~k Z‘r 067%)
so that for all j € Z,

-3 — k 7 li—7 _ i—7 »
Myof nll'ncl’“I(n'g)é“ lx<nka<xmmax(0 r.r}ax(B(J Jo877)- ('2:1000 g'roﬂ )]

In view of the definition of J!ﬁ and B(JE) in Lemma 3, it immediately follows from this and assumption
Aj that the RV’s {My, 0 077}32, and the RV’s {b;}32, are mutually independent.

In addition to that, we get from step 1 that almost surely the sequence { My, o 0”‘};?‘;1 is equal to
oo for infinitely many values of the index j > 1. Since the RV’s {b_,~}"7’-‘;_1 are mutually independent and
receive value 1 with a probability greater than or equal to § > 0, it immediately follows that there almost
surely exists a finite integer j > 1 such that simultaneously My, 0 6~7 = 0o and b; = 1. This together
with the equation

My, = max(0,supbj(Mw 0677 + 00877 —§,))
j21

entail that M, = 00 a.s.. The proof of the lemma is thus completed. O



3 Stability Condition

We are now in a position to prove the main result of the present paper concerning the stability conditions
of the precedence-based queueing systems which is stated in the following theorem.

Theorem 2

Assume A; and A3 hold, and let

Ef:l:'oe_“] . (3.1)

a = E[limsup max max B(J¥)
n—oo 15k<n Jk

where

k
JE={TE= (i) € INFILS g1y ooy i S 1, D i = m)

=1

k
B(J5) =]t 067
=1
-1
si= ) dn , li=sit+ii
h=1
with 8; = 0 by definstion.
i) Ifa < E[r] , then My, < 00 a.s., s0 that w, converges weakly to a finite RV when n goes to oo.
ii) If « > E|r] , then My = c0 a.s. and w, diverges.

Proof

First of all, observe that the RV

k 1
. ., o0fh
limsup max max B(J,'f)&‘-‘——
n—oo 1<k<n JX n

is integrable under assumption A,. Indeed

k —1; n —%
.00 87" ., 000
max ma.xB(J,'f)z"1 < ==t
1<k<n gk n n

Using now the ergodicity assumption on 4, we get

n—+ 0

Ol h,o0f7"
limsup max max B(J¥)&E=—— < lim ==—— = Efo] < 00 (3.2)
<k<n' Jk n n

n—oo 15<k<n J -

The left hand side of (3.2) is hence integrable since it is bounded by a constant. Therefore a is well
defined by (3.1) and finite.

The proof of the theorem consists of two steps.

1) Under assumptions A; and A3, Lemma 4 indicates that the event {My, = oo} is of probability 0
or 1. Assume it is of probability 1. It follows from (2.4) that the fact that My, T oo is equivalent to

lim sup H, = o0.
n— 00

which in turn implies
k n
. k - _ -1 _
lim sup 1%1;?5’_(,.11,17?)({3(]”)( E gol E 1 7087} = o0. (3.3)
9= .

n--+ .
st =1



Forall n =1,2,.., let G(n) be the indicator function :

1, if 3ko, 1< ko <y Jho = (uy,---,ug,) : B(JE)=1

G(n) = { 0, otherwise

and L(n) be defined by

£ = zpz, mpe( J")Z cor ) =3 ros

g==1

Since for every J¥, B(J¥) = 0 or 1, we obtain the relation

max max{B(J¥) (Z oo b Zn: To 0“)?: G(n)L(n)*

1<k<n Jk
In =1 =1

Equations (3.3) and (3.6) readily yield

hm 1 sup max ma.x{B(J,,)(Z ocof k- E ro67Y)} = llm 1 sup G(n)L(n) =

=1 i=1

(3.4)

(3.5)

(3.6)

(3.7)

Observe that G(n) is an indicator function that only takes values 1 and 0, and that for alln > 1,

L(n) > 0 implies G(n) = 1. Hence (3.7) implies

limsup L(n) =
7n— 00
‘so that
k -1 n —
; gk : 6
hmsup( max max{B(J"‘)Z:""1 Zo } - E,=1;° )=>0
n— 00

Owing to the ergodicity assumption on § ,

lim sup — Zroe '—lxmmf Zroﬂ"'— lim —21'09"'—E[r] a.s.

n—oo n—oo n
l—l

so that (3.8) entails

k 1 n -
- g% ol 0
hmsup( max max{B(J")E’—lm’ }— i=1T° )
n—+ 00 n n
k - n -
; gk n 9
= limsup max maxB(J")_—-——z'=‘0° - lim 2iTo
n—oo 1< k n ]k n n— 00 n —
o~k
= limsup max maxB(J");________E[T]
n—oo 1<k<n Jk "
> 0
We hence get
k _ll
2i 000 > Efr]

li B(J*
pieeds St

which entails that
k Zk 1 go 0—“
a = E[lim sup max max B(J; )——T_] > E[7]

n—oo 1<k<n Jk

(3.8)

(3.9)

In other words, M, t oo when n tends to oo entails that @ > E[r]. Taking the contrapositive of (3.9)

and using Lemma 4, we immediately get that the assumption a < E[r] entails My < 00 a.s.

part of the theorem is thus proved.

. The first



2) Assume now that @ > E[r] . Then there exists a subset 3o C {1 with P[Qo] > 0, such that for
alwelg: :

k —1;
. ky2oi=1 9007 3.10
h'r‘n_‘s:p 1?)?5)_{,;11}?’( B(Jy) — >a>E[r}>0 (3.10)

Therefore for all w € 1,

Tiyoofhy Xirel™

: k
11'1.11 s;p(lrg?%c”m}?x{B(J”) ~ ~ )>0
so that
k n
H = i k -y =) = 3.11
lim sup L(n) hﬂsgp(lgggnlg?X{B(Jn)Z g0k} - r067F) =00 (3.11)

=1 =1

Since L(n) > 0 implies G(n) = 1, (3.11) implies the existence of a sequence of integers 1 < n; < ny < ..
such that L(ng) 1 co when k goes to co and G(ng) =1 for alk= 1,2, ---. Hence

lim sup Hy,, = lim sup G(n)L(n) = oo

n— 0 fi—+ 00O
This implies that with a positive probability

lim M, = o (3.12)
n-+00 )
so that Lemma 4 entails that (3.12) holds almost surely. The proof of the theorem is hence completed.
a

Remark: Theorem 2 indicates explicitly that the critical value of the the stability conditions of
the precedence-based queueing systems depend on the first moment of the inter-arrival times alone, not
on the other moments of the inter-arrivals; On the contrary, the expression of a defined by (3.1) is
effectively a function of the whole distribution of the service times. The conjecture of J.N. Tsitsiklis,
C.H. Papadimitriou and P. Humblet is therefore proved.
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