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Complete Evaluation of Horn Clauses:
an Automata Theoretic Approach

Bernard Lang

Abstract

We show that the execution strategies of Definite Clause Programs, — including resolution in
Horn Clause Logic — can be implemented by Push-Down Automata (PDA) that store atoms
and substitutions on their stack. By extending to these automata a dynamic programming tech-
nique developed for PDAs in context-free parsing, we obtain a general technique for constructing
efficient and complete Definite Clause Programs compilers. The use of dynamic programming
gives an exponential reduction in complexity over the traditional resolution techniques. This
approach can combine indifferently (any variant of) forward or backward chaining with (most
variants of) breadth-first or depth-first evaluation, without losing answer completeness. Detailed
comparison is made with other published algorithms (Earley deduction, OLDT and SLD-AL
resolution), and it is argued that the dynamic programming aspects of earlier proposals may be
expressed within the general framework of our formalism. This leads to the conjecture that the
LIFO discipline which characterizes PDAs is at the heart of these dynamic programming con-
structions. Our constructions are formally defined, and correctness proofs are sketched. Search
fairness and admissibility tests are analyzed. The results produced by a computer implementa-
tion are given as example.

Evaluation Compléte des Clauses de Horn:
une Approche par la Théorie des Automates

Bernard Lang

Résumé

Nous montrons que les diverses stratégies d’évaluation des programmes de Clauses Définies —
en particulier I'utilisation de la résolution pour les Clauses de Horn — peuvent &tre exprimées
par des Automates & Pile (PDA) qui mémorisent des atomes et des substitutions sur leur
pile. Nous étendons & ces automates une technique d’évaluation par programmation dynamique
originellement développée pour les PDAs dans le cadre de ’analyse syntaxique des langages
sans contexte. Nous obtenons ainsi une technique générale pour construire des compilateurs
efficaces et complets pour les programmes de clauses définies. L’utilisation de la programmation
dynamique donne une réduction exponentielle de la complexité des calculs par rapport aux
techniques traditionelles fondées sur la résolution. Cette méthode peut combiner (toute variante
de) chainage avant ou arriére avec (la plupart des variantes de) I’évaluation en largeur ou en
profondeur d’abord, sans perdre la complétude des réponses. Nous faisons une comparaison
détaillée avec d’autres algorithmes publiés (“Earley deduction”, résolution OLDT et SLD-AL)
et nous montrons que ces méthodes peuvent &tre exprimées dans le cadre général de notre
formalisme. Nous en conjecturons que la gestion de la mémoire en pile qui caractérise les PDAs
joue un role essentiel dans ces techniques de programmation dynamique. Les constructions sont
définies formellement et les preuves de correction sont esquissées. Nous analysons en particulier
les problémes de recherche équitable des solutions et élagage de I'espace de recherche par des
tests d’admissibilité. Un exemple produit par une implantation sur ordinateur est donné en
appendice.
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Abstract

We show that the execution strategies of Definite Clause Programs, — including resolu-
tion in Horn Clause Logic — can be implemented by Push-Down Automata (PDA) that store
atoms and substitutions on their stack. By extending to these automata a dynamic program-
ming technique developed for PDAs in context-free parsing, we obtain a general technique for
constructing efficient and complete Definite Clause Programs compilers. The use of dynamic
programming gives an exponential reduction in complexity over the traditional resolution tech-
niques. This approach can combine indifferently (any variant of) forward or backward chaining
with (most variants of) breadth-first or depth-first evaluation, without losing answer complete-
ness. Detailed comparison is made with other published algorithms (Earley deduction, OLDT
and SLD-AL resolution), and it is argued that the dynamic programming aspects of earlier
proposals may be expressed within the general framework of our formalism. This leads to the
conjecture that the LIFO discipline which characterizes PDAs is at the heart of these dynamic
programming constructions. Our constructions are formally defined, and correctness proofs
are sketched. Search fairness and admissibility tests are analyzed. The results produced by a

computer implementation are given as example.
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1 Introduction

1.1 The context

The syntactical appearance of Horn Clauses (here called simply clauses) is very similar to that
of context-free (CF) grammars. Indeed the Prolog language that popularized them was initially
intended (among other purposes) as a generalization of CF grammars, which had proved insufficient
to represent the syntactic structure of natural languages [Col-78,Coh-88]. Since then, generally
under the name of definite clauses, they have been largely used as such a generalization [PerW-80,
PerW-83,5hi-85]'. However, and surprisingly, there seems to have been few attempts to build on
the similarity between the two formalisms so as to generalize to Horn clauses some of the theoretical
and technical results obtained in the realm of CF languages, grammars and parsing, and specifically
the use of automata and the corresponding form of non-deterministic reasoning, Still, some of the
results established for CF languages have indeed been extended to Horn clauses. Among these, and
of specific interest here, the general CF parsing algorithm due to Earley was extended originally
by Pereira and Warren [PerW-83], and studied by other authors [Por-86].

Strategies for executing Horn-clause j)rograms, (here called Definite Clause Programs or DC
programs), are still often expressed directly as symbolic manipulations of the program goal and
clauses, corresponding usually to some variant of resolution {Rob-65,L1o-87 ], though considerable
work has been done to optimize these manipulations, especially in the restricted case of Data-
log [BanR-86,ULl-85]. On the other hand, CF parsing is based on the compilation of CF grammars
into efficient code for a specialized parsing engine: the Push-Down Automaton (PDA ).

We propose here to define a formal logical engine for the execution of DC programs called
the Logical Push-Down Automaton (LPDA). A LPDA is essentially a non-deterministic PDA that
stores logical atoms and substitutions on its stack, and uses unification to apply its transition. We
are thus following a well established methodology for computational paradigms (e.g. context-free
parsing, functional programming) by associating to a denotational formalism an equivalent and
closely related operational one. The former is more tractable for analyzing formal properties of
programs, while the latter is the basis for sound and efficient implémentatioﬁs.

We show that a DC program can indeed be compiled into a LPDA by giving as examples some

1CF grammar may be seen as sets of ordered Horn clauses where all predicates are binary and all clauses have

the so-called chain property.



simplé LPDA construction techniques. The LPDAs thus obtained are non-deterministic. Naive
simulation of their non-deterministic computations may not be very efficient?, and it has to be
performed in breadth-first mode if completeness is desired.

Complete and more efficient simulation of their computation may be obtained by generalizing
to LPDAs a dynamic programming technique® originally developed by the author for standard non-
deterministic PDAs [Lan-74,Lan-88a) as a generalization of Earley’s algorithm [Ear-70] for Context-
Free parsing®. The intent was to combine the wealth of efficient PDA construction techniques
developed for the compiler technology with the mechanism proposed by Earley to handle non-
determinism®, and thus obtain efficient general context-free parsers. The idea was later successfully
reused by Tomita in the context of natural language parsing [Tom-87]. These earlier results may
also be seen as a unifying framework for describing the numerous Earley-like algorithms that were
and still are being developed [Lan-71,BouPS-75,Pra-75,Kay-80,Tom-87,Phi-86,Voi-88].

The work presented here follows the same path in the more general setting of Horn clauses.
Hence it is technically close to the Earley deduction algorithm proposed by Pereira and War-
ren [PerW-83]. However, as in the CF case, it has a simpler structure, and it combines more easily

with the various techniques developed to optimize the interpretation of DC programs.

The formalisms and algorithms investigated here have applications in several areas: parsing of

programming and natural languages, recursive databases and logic programming. To our knowl-

?However we believe that it may be as efficiently implemented as Prolog, since our PDA model scems fully

compatible with the evaluation strategy of modern Prolog compilers [MaiW-88].

3This technique has been classified as dynamic programming in earlier literature, though it is a very simple form of

it. It is essentially similar to the memo-functions used in functional programming [Bir-80] as was noticed by Tamaki

and Sato {TamS-86].

* Another dynamic programming construction for non-deterministic PDAs was published earlier by Aho, Hopcroft
and Ullman [AhoHU-68]. However it is a tabular algorithm similar in structure to the earlier CYK algorithm for
CF parsing [Hay-62,Kas-65,You-66]. The main drawback of these algorithms is that they always require their worst
complexity, contrary to Earley type algorithms that often behave much more efficiently than indicated by the worst

case complexity analysis.

®Its mix of top-down and bottom-up evaluation is often presented as an essential characteristic of Earley’s algo-
rithm. We believe it to be rather a historical accident related to the contemporaryresearch on LR(k) parsing [Knu-65].
Giar 0 A based approach was ovr way of strinping the dynamic programming construction down to its bare essentials.
Sheil proposes in [She-76] a slightly more general construction that abandons the left- to-nght structure of Earley’s

agontam Tals e vaization can be expressed within the LPDA formalism.



edge, the three published dynamic programming algorithms for Horn clauses actually come from

these three areas:

L4

¢ the work of Vieille aims at developing general and efficient strategies (QoSaQ) for recursive

database queries[Vie-87¢],

o the OLDT resolution algorithm of Tamaki and Sato was explicitly intended for logic pro-

gramming applications [TamS-86], and

o the Earley deduction algorithm of Pereira and Warren [PerW-83] was intended for natural
language parsing, since unification based formalisms have gained considerable importance in

this field [KapB-82,5hi-84,Kay-84].

The original context-free algorithm of Earley [Ear-70] was intended for both programming and nat-
ural languages. The present author’s early work [Lan-71,Lan-74] was also intended for syntactically
extensible programming languages. The more general logic based techniques are now gaining inter-
est in the programming language community: in particular, it allows syntax extensions depending
. on the type context of program fragments by combining parsing and type checking into a single
process [AasPS-88].
The applications of our techniques are by no means limited to the areas mentioned above. For
example, Horn clauses can play an important role in the semantics of programming languages. This
is evidenced by the actual implementation of systems based on “natural semantics” [Kah-87,Des-88],

and has been justified on more theoretical grounds by Makowsky in [Mak-87].

1.2 Overview of the results

The use of dynamic programming has already been considered by several authors both in the
context of recursive queries in Datalog [Vie-87c,RoeLK-86,Lan-88b,SekI-88, KemT-88] and in the
context of Horn clauses [PerW-83,TamS-86,Por-86,Die-87,Vie-87a]. In these cases, as Well as in
Context-Free parsing, the advantage of our approach is that it separates the execution strategy® and
its optimizations, which are embodied in the LPDA construction, from the implementation of the

LPDA interpreter and its handling of non-determinism (backtrack vs breadth-first, with or without

®Execution strategies correspond in particular to top-down vs bottom-up in CF parsing [GriP-65,Kay-80), and

Backnara-cnaming vs jorward chaining in logic programming, but many variants are possible as shown in appendix A.



dynainic prograrnining). This results in simpler analysis and better understanding of dynamic
programming evaluators, and in greater applicability of all constructions.

Hence we believe it is inappropriate to consider the introductjon of the LPDA as an interme-
diary step that adds complexity to the construction of dynamic programming interpreters for DC
programs. Rather we see it as an interface structure that decomposes the problem into two simpler
and independent ones.

In particular the correctness of the dynamic programming interpretation of LPDAs may be
proved independently of the way they were constructed. Similarly, new execution strategies or
optimizations may be defined and proved correct as techniques for compiling DC programs into

LPDAs, independently of the LPDA interpreter to be used.

Correctness proofs are based on extensional semantics of DC programs as presented in [VanK-76,
Llo-87), i.e. a logical formalism is characterized by the set of ground atoms it defines, proves,
recognizes or computes. Hence we first prove equivalence of our constructions (non-deterministic
LPDA, and deterministic dynamic programming algorithm) and resolution semantics using only
ground definitions. Then we extend these results to the general non-ground constructions by means
of lifting lemmas for completeness and lowering lemmas for soundness.

To our knowledge, only Tamaki and Sato [TamS-86] and Vieille [Vie-87b] have attempted to
prove formally the correctness of a dynamic programming interpretation of Horn clauses. An
informal proof of Earley deduction [PerW-83] has also been proposed by Porter [Por-86]. We
believe that the proofs presented here are both simpler and more general than the previous ones.
They are simpler both because the LPDA model used gives rise to very simple structures in the
dynamic programming construction, and because the proof of the correctness of the LPDA —
i.e. the execution strategy — is separated from the correctness proof of the dynamic programming
interpretation of the LPDA. They are more general because the dynamic programming construction
can be used for any execution strategy, with only the correctness of the LPDA to be proved again.
Correctness proof of a LPDA is essentially similar to the (ground) proof of the variant of resolution
embodied in the definition of the LPDA.

More importantly, on the basis of existing literature on this topic, we conjecture that LIFO
memory management is at the heart of all dynamic programming interpretation of DC programs
(¢f. section 5.1). Hence our LPDA formalism is probably the most natural support for studying

these techniques, and for developing a sound and complete logic programming technology as was



advocated by Tamaki and Sato in [Tam$S-86).

The greater structural simplicity of our approach to the dynamic programming construction
gives a better understanding of the computational phenomena and should allow in the long run
more efficient implementations of these techniques which have important applications in sev-
eral areas. This is particularly clear in the case of ground implementations, as detailed in an
earlier publication [Lan-88b], where it is shown that LPDA-based dynamic programming inter-
preters can achieve the best known general polynomial complezity bounds in finite computations

[(Imm-82,Vie-87b,Vie-87c], and can be finely tuned to do better in specific cases.

The techniques presented here have been implemented in a prototype system [VilZ-88]. This
system has been used to produce the example given in appendix B. Our current research concerns
the independent study of the compilation of Horn clause programs into LPDAs, and of the efficient

implementation of the dynamic programming construction for LPDAs.

1.3 Organization of the paper

The formal structure of this paper is given in the diagram of figure 1 that summarizes the main
technical results.

From the point of view of the technical approach presented in this paper, the various proofs of
this diagram do not have the same importance. For example the general non-deterministic com-
putations of LPD As play no direct role in defining the dynamic programming evaluation technique
proposed in this paper, but they show its relation with traditional Prolog evaluators.

OLD resolution has been chosen as a convenient example of operational semantics for Horn
clauses. It happens to be, in its backtrack version, the evaluation strategy used by Prolog systems,
viz. a left-to-right refutation of subgoals. Correctness of OLD resolution with respect to the various
accepted definitions of the semantics of DC programs is a consequence of the general correctness of
SLD resolution [Llo-87]. The equivalence of ground and general OLD resolution is not given, and
it can be established easily.

OLD resolution is used here only to establish formally that any DC program may be compiled
into an equivalent LPDA. Better compilation techniques should be developed for practical purposes,
drawing on fne siready axdating body of knowledge for efficient DC program evaluation [Ull-85,

BanMSU-85,BanR-86,BeeR-87,ZanS-86]. For every new compilation technique, one need only prove



General General
General

Non-Deterministic Dynamic Programming

OLD Resolution . .
LPDA Computation LPDA Interpretation

111 2&47113&4 201 | 122
Ground Ground

Ground 9 — . 19 — . .
Non-Deterministic Dynamic programming

OLD Resolution -7 . —17 .
LPDA Computation LPDA Interpretation

Figure 1: Organization of the proofs
In this diagram, an arrow labelled a between two operational semantics A and B,i.e. “A4 a — B”,
indicates that any answer produced by the semantics A is also produced by semantics B. The
number « labelling the arrow is the numbering of the proposition that establishes this result in

the paper.

the correctness of the ground non-deterministic computations of the LPDAs it produces.

All other results, concerning equivalence of various operational interpretations of LPDAs, are
independent of the way these LPDAs are produced, and thus apply to any compilation technique.
These latter proofs would require adjustment only if we were to modify or add new twists to our

interpretations of LPDA.

As previously stated, our proofs are given for ground definitions, and then lifted to general defi-
nitions by means of lifting (1) and lowering (]) lemmas. Hence we get only extensional equivalence
of our operational semantics, i.e. equivalence of the set of ground instances of the answers pro-
duced. Intensional equivalence would guarantee that exactly the same set of (usually non-ground)
atoms or answer substitutions is produced, but it would require proofs at the general level.

We have chosen not to attempt direct proofs at the general level for several reasons:

¢ Non-ground proofs are much more intricate since they have to handle more complex substitu-
tions, and the various renamings of variables. In particular, since we shall wish {is the future)
to easily prove the correctness of sophisticated compilations techniques from DC programs

into LPDAs, we shall want to rely on the much easier ground proofs.

e I isolates the analysis of optimizations specific to general dynamic programming interpre-

6



tation in the simpler lifting lemmas. This is particularly the case for the admissibility tests
analyzed in section 4.5, which can be ignored in the fundamental correctness proofs, that are

given in the ground case where admissibility issues are degenerate and thus trivial.

e It is not clear that intensional equivalence can be obtained for all variations that are possible

on the basic construction described here, though this has not been much investigated.

e The author does not see any evidence that intensional equivalence is much sought for in

practice.

Textually, the paper is> organized as follows. Section 2 contains the basic definitions and no-
tations used. In section 3 we define the Logical PDA and show its computational equivalence to
Definite Clause Programs. The general dynamic programming construction is defined and studied
in section 4. Our approach is compared in section 5 with other ‘published algorithms. More LPDA
construction examples are given in appendix A. A complete machine produced example is listed

in appendix B.

2 Definite Clause Programs

To emphasize the similarity between DC programs and CF grammars, we follow throughout the
paper the presentation of formalisms traditionally used for CF grammars and PDAs.
A DC program P is a 5-tuple: P= (X,F,P,I‘,;)

where:

X is a denumerable and ordered set of variables.
F is a finite set of function symbols.
P is a finite set of predicate symbols,

T is a finite set of n+ 1 clauses yx of the form Ago :- 7 where the head A g is an atom,
and the body ny is a finite set of atoms Ag1,...,Akn,. There may be several clauses

with the same head. Clauses are indexed from 0 to n.

is the initial predicate.

9o



We assume without loss of generality that the goal is the atom composed of the initial
predicate with only distinct variables as argument, and that the initial predicate appears
only as head predicate of the first clause 7o, i.e. in the atom Ago. This can always be
achieved without change in the computed substitutions by adding one clause to the DC

program.

We assume known all definitions and results concerning substitutions, subsumption, matching
and unification for terms, atoms and pairs or tuples thereof. We also assume familiarity with the
basic concepts and results concerning the semantics and the evaluation of DC programs (see for
example {VanK-76,L10-87]).

We note mgu(x,y) the most general unifier of x and y. The application of substitution o to A
is noted Ao, and the composition of o and ¢’ is noted oo’. Subsumption of A by B is noted A<B,
or A<,B to emphasize that o is a substitution such that B=Ao.

An entity will be qualified as ground if it is a structure without variables, or an algorithm that
computes only such structures. For convenience, we qualify some entities as general to distinguish
them e>‘(plicitly from the ground version, i.e. to emphasize that they can use variables. For clarity,
we shall sometimes hat ground entities when they are used together with general ones (e.g. ./1),
though we do not use this heavier notation when there is no risk of ambiguity.

We note X(Q) the set of variables occurring in ©, where the symbol © stands for any structured
entity (e.g. term, atom, substitution, set of terms, ...). This does not include the substituted
variables in substitutions, unless they also appear in some replacement terms. An entity is called

a variant of another one when they differ only by a renaming of their variables. -

3 Logical Push-Down Automata

A LPDA is essentially a PDA that stores atoms and sometimes substitutions in its push-down
stack.

A technical point is that we use stateless automata. This is achieved without loss of generality
by defining popping transitions as replacing the top two atoms of the stack by only one atom.
Though states are very convenient to simplify some theoretical constructions, they are often not
really needed in practice. This is typically the case for the most powerful class of deterministic
CF pushdown parsers: the LR(k) family [DeR-71]. In our case, the elimination of states better

emphasize the relation between DC programs and LPDAs.

8



3.1 Definitions

A LPDA A is defined as a 6-tuple: A = (X, F, A, $, %, ©)

where:

X is a denumerable and ordered set of variables.
F is a finite set of function symbols’.

A is a finite set of predicate symbols.

R o

is the ¢nitial predicate. It is a nullary predicate (i.e. a proposition), and constitute the

only atom initially on the stack at the start of a computation. It is never removed.

$¢ is the final predicate. An atom built with $¢ is called a final atom. A final atom is the

[+
only atom in the stack, on top of § at the end of a successful computation.
O is a finite set of transitions described below.
The transitions in ® come in three kinds:

horizontal transitions: B — C
push transitions: B~ CB

pop transitions: BD~— C

where: B, C and D are A-atoms, i.e. atoms built with A, F and X.

The initial proposition § can only appear in initial push transitions of the form: §t—» C %,_ and
thus it is only an end marker that is never used in any computation after the first step.

Given a LPDA, we can define two types of computations: ground and general. Though ground
computations may be viewed as a special case of general computations, it is convenient to define
them separately to benefit from the simplicity permitted by the exclusive use of ground atoms.

For both kinds of computations, a configuration of the LPDA is composed only of the stack
contents. Approximately, the applicability of a transition depends on the first and possibly second

atoms stored on the stack, and applying it results in replacing this (these) atom(s) by one or two

"Constants are just argument-less functions and require no special treatment.



new ones. This is detailed below. There are usually several transitions that may be applied to a
given configuration; hence the LPDA is a non-deterministic automaton®. A stack is represented as
the sequence of its constituents, with the stack top on the left-hand side.

An initial configuration is a stack containing only the initial proposition % A final configuration
is a stack containing only a final atom (paired with a substitution in the non-ground case), on top
of the initial proposition. There could be several final predicates; we choose to have only one so as
to simplify the exposition. This causes no loss of generality.

Each computation step of the LPDA is based on the application of a transition as described
below for ground and general computations. A single computation step from a stack configuration £
to a configuration £’ using transition 7 is denoted by £ |- ¢’ or simply by £ €. Wenote £ I——"— & an
n steps computation € = &b &b - 6n =€, and we note = the reflexive transitive closure of
|- . When both ground and general computations are considered at the same time, we distinguish

ground computations by hatting the turnstile symbol |- as follows: i— .

3.1.1 Ground computations

In ground computations, the stack contains only ground atoms. Initially the only ground atom is
the initial proposition § A horizontal (resp. push) transition B — C (resp. B — CB) is applicable
to a stack A £ iff there is a ground substitution s, with domain X(B, C)?, such that A = Bs. The
resulting stack/configuration is then Cs ¢ (resp. Cs Bs £). A pop transition BD - C is applicable
to a stack A A’ £ iff there is a ground substitution s with domain X(B,C,D), such that A = Bs
and A’ = Ds. The resulting stack is Cs ¢.

The LPDA may stop succesfully when it reaches a final configuration, which corresponds to a
stack containing only one final atom (i.e. built with the final predicate $¢) on top of the initial
atom § This final atom is the answer of the computation that produced it.

Since the LPDA is non-deterministic, it may have many different computations, some of which
may not terminate or may stop in a non-final state (i.e. fail). The answer of the LPDA A is

the set of answers of all successfully terminating ground computations!®. This set is denoted by

8In the ground case, the choice of the substitution s used to apply a transition (see below) may also be non-

deterministic.
9 .y . . .
The condition on the domain of s is necessary to ensure that Cs is ground.

10Recall that we made the hypothesis that the goal is a predicate with only distinct variables as arguments. Thus

10



Answery(A).

3.1.2 General computations

The technical structure of this paper is such that only ground computations of LPDAs are necessary
to state and establish our results (cf. our remarks on the structure of proofs in section 1.3). Thus
sections 3.1.2 and 3.1.3 may be skipped by the reader. They have been included because they give
a better understanding of the nature of LPDAs, and of the meaning of the structures used later on
in general dynamic programmihg interpretations of LPDAs. Also their description could serve to
develop Prolog technology LPDA interpreters.

In general computations, the stack contains pairs A.u composed of a general atom A and a
substitution u. The role of the substitution is to memorize bindings that were obtained when
computing the atom, and that have not yet been propagated to the lower levels of the stack (since
only the top of the push-down stack can be involved in any form of computation). A ground stack
is just a degenerate case where all stack substitutions are the identity substitution.

When applying transitions, we now need to use unification instead of simple matching. Like
clauses in resolution, each transition has its variables renamed before it is considelied for a general
computation step of the LPDA. A horizontal (resp. push) transition B C (resp. B— CB) is
applicable to a stack A.u£ iff there is a substitution s=mgu(A,B). The resulting stack/configuration
is then Cs.us £ (resp. Cs.sB.u§). A pop transition BD C is applicable to a stack A.u A’.u"¢ iff
there is a substitution s=mgu(<A,A'u>,<B,D>) The resulting stack is Cs.u'us €.

Definitions of initial and final configurations are similar to the ground case with stack pairs
containing identity substitutions. The definition of the answer of a computation is also as above.

The set of all general answers of the LPDA A is denoted by Answerg(A).

3.1.3 Equivalence of ground and general computations

The following definition establishes a subsumption relation between general and ground stacks,
which will be used to correlate ground and general computations of a LPDA. This relation is a

special case of a more general subsumption relation between general stacks, which is not needed’

an instance of the goal may also be read as a substitution on its variables. This allows us to consider answers of the
DC program as instances of the goal. Hence our definition of an answer for the LPDA is consistent with the usual

definition of answers for DC programs [Llo-87, p. 43].
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here.

Definition 1 (Subsumption of ground stack by general stack)

A ground stack E = Kp...Kl Ap is an instance of the general stack £ = Ap.up...Ar.u; Aoy
iff there is a ground substitution ¢ such that for every indez i in [0..p] we have the equality
;‘:; = AiUigy ... Upo .

We also say that £ subsumes E, and we note £ < E or £ <, E or E = £o.

The following two lemmas establish a step for step correspondence between ground and general

computations. Recall that a configuration is just a stack.

Lemma 2 (One-step lifting lemma for LPDA)
Let Ei— & be a ground computation step between two ground configurations Z and E’ of a LPDA.
For any general configuration ¢ which subsumes €, i.e. € < Z, there is a general configuration £

such that & < E' and there is a general computation step & |- ¢’

Lemma 3 (One-step lowering lemma for LPDA)
Let £ |- ¢ be a general computation step between two general configurations £ and &' of a LPDA.
For any ground configuration £ which is subsumed by &', i.e. such that & < &, there is a ground

configuration € such that &€ < € and there is a ground computation step EI—E’

Proof: The proof is straigthforward for both lemmas, proceeding by cases according to the type of

transition used in the computation step. |

These two lemmas are extended by induction into two similar multi-steps lemmas (not given
here since they are almost identical) that relate ground and general computations of arbitrary

length. From these two lemmas we immediately derive the following equivalence:

Proposition 4 (Equivalence of general and ground LPDA computations)
Ground and general non-deterministic computations of a LPDA A are extensionally equivalent,
i.e. the ground answer set Answerg(A) is the set of all ground instances of all atoms in the set of

general answer Answerg(A).

3.2 Equivalence of LPDAs and DC programs

Our first purpose here is to show that LPDAs and DC programs have the same expressive power
extensionally, i.e. that for every construct of one family, there is one in the other family that 'gives

the same set of ground answers.
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Our other purpose is to show that LPDAs may be used as a unifying formalism to express
evaluation strategies of DC programs. In other words, we believe that DC programs are the
proper declarative notation for logic programming (i.e. it expresses more simply its denotational
semantics), while LPDA are a more natural way of expressing the computation strategy (i.e. the

operational semantics).

3.2.1 Reduction of DC programs to LPDAs
This section is devoted to the proof of the following proposition:

Proposition §

For every DC program P there is a LPDA A that computes the same answer extensionally.

However, as stated above this proposition is only an ezistence statement of theoretical interest,
since it says nothing about the computational properties of the LPDA. The practical interest of
our automata theoretic approach resides in the fact that a great variety of techniques can be
developed to build and optimize such automata, very much as was done when the development of
parsing technology was based on the construction of PDAs from CF grammars [AhoU-72]. The
main difference in the case of DC programs is that determinism is the exception rather than the
rule, and hence the driving forces in LPDA construction strategies should be quite different from
those of the CF case that are aiming mainly at the preservation of determinism. Indeed it was
shown by Bouckaert, Pirotte and Snelling [BouPS-75], and by later experimental work of Billot
and Lang [Bil-88,BilL-88}, that some constructions aiming at the preservation of determinism may
have a negative effect on performances, when the resulting automaton is non-deterministic anyway.

Of course, the construction of LPDA can make use of the techniques that have been already
developed for the optimization of definite clause or Datalog programs [U11-85,BanR-86,Kow-84,
BeeR-87,ZanS-86). In fact, among other purposes, we intend LPDAs as a simple unifying formalism

for expressing these constructions.

However it is not our purpose here to fully develop the LPDA construction technology, but
only to set the theoretical foundation of our approach. Hence we shall only give two very simple
LPDA construction techniques to illustrate the flexibility of the formalism and also to prove the
proposition 5 above. The first is a top-down (i.e. backward chaining) LPDA, while the second is a
bottom-up LPDA (i.e. forward chaining). Other LPDA constructions mimicking examples taken

from the literature are presented and discussed in appendix A.
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3.2.2 Construction of a backward chaining LPDA

The top-down automaton built from the DC program P is a LPDA that simulates QLD resolution
as defined in [TamS-86]. The OLD resolution is essentially SLD resolution in which the selection
function systematically selects the leftmost subgoal of the current goal (as in Prolog). For the cor-
rectness proof we assume all classical results on computation with SLD resolution, as described for
example in [Llo-87]. We further assume that OLD resolution is correct — i.e. sound and complete
— and that ground OLD resolution is extensionally equivalent to (general) OLD resolution. These
results can be established with standard techniques of resolution based logic.

The construction of the top-down LPDA is based on the introduction of new predicate sym-
bols Vi, corresponding to positions between the body literals of each clause 4x. The predicate
Vi corresponds to the position before the leftmost literal, and so on. Literals in clause bodies
are refuted from left to right. The presence of an instance of a position literal Vk,i(tk) in the
stack indicates that the first i subgoals corresponding to the body of some instance of clause 7k
have already been refuted. The argument bindings of that position literal are the partial answer
substitution computed by this partial refutation.

For every clause 7x: Ak := Ak1,..., Ak n,, We note t; the vector of variables occurring in
the clause. Recall that Aj; is a literal using some of the variables in <, while V; is only a
predicate which needs to be given the argument vector t; to become the literal Vi,i(tk)-

Then we can define the top-down LPDA by the following transitions:
o [+]
L. §— Yoo(to) $
2. Ve,i(th) = Agirr Vii(te) — for every clause v and
for every position i in its body: 0 < ¢ < ng
3. Ako = Vio(tk) — for every clause 7k
4. Viny (te) Vi i(trr) = Vs s (b)) — for every pair of clauses v and Y and

for every position i in the body of yir: 0 <1 < my

11 . . . - . .
If k = k' then we rename the variable in t, since the transition corresponds to the use of two distinct variants

of the clause vk.

Note also that we need not define such a transition for all triples of integer k¥ k' and 1, but only for those triples

such that the head of ¥4 unifies with the literal Ay ;.
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The final predicate of the LPDA is the stack predicate Vo n, which corresponds to the end of the
body of the first “query clause” of the DC program. The rest of the LPDA is defined accordingly.

The following is an informal explanation of the above transitions:
1. Initialization: We require the refutation of the body of clause 7o, i.e. of the query.

2. Selection of the leftmost remaining subgoal: When the first 1 literals of clause 4 have been
refuted, as indicated by the position literal Vk,i(tk), then select the ¢ + 1%¢ literal Aj iy to

be now refuted.

3. Selection of clause 45: Having to satisfy a subgoal that is an instance of Ak, eliminate it
by resolution with the clause 4x. The body of 7, is now considered as a sequence of new

subgoals, as indicated by the position literal Vi o(tx)-

4. Return to calling clause vy: Having successfully refuted the head of clause v by refuting
successively all literals in its body as indicated by position literal V s, (tx), we return to the
calling clause 75 and “increment” its position literal from Vi i(ter) to Vit i+1(trr), since the

body literal Ay ;41 has been refuted as instance of the head of 7.

The computations of LPDAs thus constructed essentially mimic OLD resolution of the cor-
responding DC program. Hence we shall refer to it as the OLD LPDA associated to the DC
program?2,

This LPDA is now proved correct with respect to the DC program it was constructed from. We
assume that the semantics of a DC program is defined by the answers produced by ground OLD
resolution, and we prove that ground computations of the LPDA give the same set of answers.

Notation: In the following lemmas and proofs, it is convenient to identify the ground argument vectors
of V; ; predicate with ground substitutions on the variables of the corresponding clause ;. Hence if we have

the ground atom Y ;(s), we can apply s as a substitution to any atom occurring in the clause v, and write

for example Ag js.

Lemma 6 (Soundness lemma for OLD LPDA)
If there is a ground computation Vi ;(s)€ P"— Vi, i+1(8)€ where £ is a sequence of stack atoms never

used in the computation (i.e. they is always at least one atom above it in the stack), then

12The dynamic programming interpretation of this LPDA is very similar to the algorithm proposed by Tamaki
and Sato in [TamS-86), when all predicates are table predicates with infinite term-depth. This is discussed in more

details in section 5.
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— i=s,

— there is a ground OLD refutation of the atom Ay 418.

Proof: The fact that the substitution s does not change is a trivial consequence that, in a ground
computation, the structure of the transitions does not allow changes in the argument vector of a Vi ; predicate

at a given level of the stack without popping that level.

The rest of the proof is by induction on the maximum increase of the stack depth during the computation.
The first transition applied must be a push transition selecting the new ground subgoal Ag,i415.

The base step corresponds to a maximum stack depth increase of 1, which implies no more pushing.
This can only be true if the clause v;+ then selected is such that nyp = 0. Hence the clause v, must be a
unit clause Ag/ o :~ of which the atom Ay ;415 is an instance.

If the stack depth increases by more than 1, then the clause 74+ selected for the subgoal is not a unit

clause. Then the computation must go through the following configurations
Vir,0(8") Ve i()€ FE Vi 1(8) Vi i(8)E FE -+ P Vi, (8) Vi i(8)€

for some ground substitution s’. By applying the induction hypothesis to each of these subcomputations, we
have a refutation for each ground instance of the negative literals of the clause v;/, and hence a refutation

of the ground instance of its head. g

Proposition 7 (Soundness of the OLD LPDA)
Any answer found by a ground computation of the OLD LPDA is an answer of the DC program
from which the LPDA was constructed.

Proof: The proof is essentially the same as the induction step of the soundness lemma 6, and of course
uses that lemma. Note that the final predicate of the LPDA is Vg », which differs from the initial predicate
of the DC program. But the answer is really the vector of arguments, to be read as an answer substitution,

while the name of the predicate holding them is irrelevant. g

Lemma 8 (Completeness lemma for OLD LPDA)
For any ground stack configuration ¥ ;(s)¢ of the LPDA, if there is a ground OLD refutation of
the literal Ay ;118, then there is a ground computation Vk,;(s)gi—ivk,,-ﬂ(s)ﬁ .

Proof: The proof goes by induction on the length of the ground refutation. It has essentially the same
structure used for the soundness lemma, and it presents no difficulty since the LPDA was constructed to

mimic OLD refutation. g
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Proposition 9 (Completeness of the OLD LPDA)
Any ground answer of a DC program can be produced by a ground computation of the OLD LPDA

constructed from that program.

Proof:  Let s be a ground answer substitution for the DC program obtained by a ground refutation of the
goal Ago. From the ground refutation that produces s we can extract refutations of all ground s-instances
of the literals Ag; of the body of 7o. Hence, using the above completeness lemnma, we can exhibit a ground

computation of the LPDA that produces s as result. g

Together, propositions 7 and 9 establish the proposition 5 stated at the beginning of this section.

3.2.3 Construction of a forward chaining LPDA

This construction of a bottom-up LPDA is given to show the flexibility of our formalism. It is
a simpler variant of a very naive construction published by Lang in [Lan-88b}, in which we have
removed an optimization aiming at reducing the polynomial complexity bounds for terminating

computations.

As in the top-down case, the construction is based on the introduction of new predicate symbols
Vi, corresponding to positions between the body literals of each clause 7. The predicate Vi o
corresponds to the position before the leftmost literal, and so on. However, the literals of clause
bodies are proved here from right to left (following the bottom-up parsing tradition, though we
could proceed differently here), and thus the position literal Vj ;(ti) in the stack indicates that the

following tail of the body of clause v, has already been prm)ed.

To shorten the descrlptlon of the transition, we shall denote by M any atom defined by giving
as argument to every predlcate of the LPDA (including $) a vector of new variables of appropnate
length. It is to be used below in push transitions to indicate that the transition is independent of
the top of the stack.

For every clause v;: Ako i- Akay--.r Ak, , We note ti the vector of variables occurring in
the clause.

The bottom-up LPDA contains the following transitions:

1. M= Vi, (t:) M — for every clause 7 and
for every atom M as defined above

2. Vi,i(t) Ak,i = Vei-a(te) — for every clause v and
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for every position i in its body: 0 < @ < ny
3. Vko(tk) = Akpo — for every clause 7k

Here the final predicate of the LPDA is the initial predicate of the DC program, i.e. Agg.
In this LPDA, the presence in the stack of an atom built with a predicate of the original DC
program indicates that this atom has been proved. Then the above transitions are informally

explained as follows:

1. Selection of a clause: Ignoring the literal M on top of the stack, select an arbitrary clause ¥
whose head is to be proved; then push the position literal Vk,n, (tx) on the stack to indicate
that none of the body literal has yet been proved (recall that they are proved from right to
left).

2. Reduction of one body literal: The position literal V ;(tx) indicates that all body literals of ¥
following the i** have been proved. If we are lucky enough to have the ith one Ay ; just below
the stack top (indicating it was proved eatlier), then we can reduce the stack and “increment”

the position literal from V. ;(tx) to Vii—1(tx).

3. Termination of the proof of the head of clause vx: The position literal Vj o(tx) indicates that
all literals in the body of 4; have been proved. Hence we can replace it on the stack by the

head A of the clause, since it is now proved.

An obvious improvement to this construction would be to select only new clause instances whose

head may help prove a negative literal of the current clause, but we wanted simplicity.

3.3 Reduction of LPDAs to DC programs

Proposition 10 For every LPDA A there is a DC program P that computes the same answer

ezxtensionally.

This reduction is mentioned for the sake of completeness. It is of theoretical interest but seems
of limited importance for practical applications.
4 Dynamic Programming Execution of LPDA

Dynamic programming interpretation of a LPDA is a systematic exploration of a space of elements

called items. This search space is a condensed representation of all possible computations of the
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LPDA. It is then important to guarantee that all useful parts of that space are actually explored
(cf. fairness, completeness), and that useless or redundant parts are ignored as much as possible
(cf. admissibility).

This dynamic programming interpretation of a LPDA has a similar structure for both ground
and general computations, because the stack substitutions of LPDA general computations become
implicit and are retrieved through unification. The ground version of the algorithm can easily be
derived from the general one by considering that only ground terms are computed, and by replacing
unification by matching and matching by equality tests. However, for clarity, we shall present each
separately, followed by its correctness proof. The presentation of these algorithms is preceded by
an introduction to the main data structure used in both: the item.

We then discuss two important issues:

o Fairness which is the property required from the search algorithm to guarantee that no useful

part of the search space is ignored, and thus ensure completeness of the interpretation.

o Admissibility which is a property required of items in the search space to give some confidence
that they are unlikely to lead to redundant searches (it is usually only a necessary condition).
Admissibility test are used to prune redundant parts from the search space. One practical
effect is to eliminate what corresponds to some infinite branches in the standard resolution

tree.

4.1 The data structure

The algorithm is based on the construction of a collection of items!3 that play the same role as those
of Earley’s algorithm, and constitute the search space. An item is a pair of atoms noted <A A’>

representing a fragment of the LPDA stack!? and a corresponding part of the computation.

13The word item is a term from [AhoU-72] and others; Earley uses the word state in [Ear-70).

141n [Die-87], Dietrich remarked that memoing lemmas in extension tables is not sufficient, and that it is necessary
to memorize also configurations of the computation stack. This is precisely what the collection of items represents,
with much sharing. Items play a factorization role similar to that of solutions in OLDT resolution [TamS-86], and
of lemmas in SLD-AL resolution [Vie-87a]. As shown by lemmas 18 and 16, it is closely related to the notion of
context-free subcomputation defined for the correctness proof (cf. section 4.2.2). This notion is itself close to the
subrefutations of OLDT resolution and to the proof segments of SLD-AL resolution, and it is related to older notions
such as A-ancestor in t-linear and SL resolution [KowK-71], which aim at capturing stack-like behavior in resolution

procedures.
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More precisely, in the ground case (we shall not use hatted notation here), an item U = <A A’>
may be regarded as the equivalence class of all LPDA configurations (i.e. stack contents) of the
form A A’¢, where ¢ is any sequence of stack atoms.

It also corresponds to LPDA subcomputations starting with A’ on top of the stack, and ending
with A added above, without ever using A’ except in the first transition that covers it with some
other atom (cf. definition 11 below about “context-free subcomputations”). The proof that the
dynamic programming interpretation is sound and complete relies on two lemmas (16 and 18) that

formalize this intuitive interpretation of items in the ground case.

Items may also be seen as a way of decomposing the stack into elementary fragments in such
a way that distinct stacks corresponding to distinct (sub)computations can share common frag-
ments. For example, assume that the algorithm has produced among others the following collec-
tion of ground items: <A; A2>, <Az Ag>, <Az A3>, <Az A>, <A3A>, <Az As>, <Az Ar>,
<AgAs>, <Ay As>, <As Ag> and <As Ag>. Then a standard non-deterministic computation
of the LPDA could have produced any of the following stack configurations (among others):
A1AgAg. .., AjA2A3A7. .., A3AsAg. .., AjAA3A5A6. .., A1A2A3A5Ag. .., AjA2A4A3A5As. .,
A2A4A3AsAg. .., AjAsA AsAs. .., AAsA3A4A3A4A3A5Aq. .., and so on. Note the circularity
between A3 and A4 allowing arbitrary repetition of the AzA4 sequence in the last stack exam-
ple. This is due to the two items <A3 A4> and <A4 Az>. Hence the above collection of items

corresponds to an infinite number of possible stack configurations.

We extend to items the definition of substitution, unification and matching, in the obvious way.

4.2 Ground dynamic programming interpretation

4.2.1 The algorithm

Initialization:

o
The computation is initialized by creating the initial item [j' = < $ >, where - indicates the

bottom of the stack (it may be seen as a special proposition).

Then new items are constructed by applying the transitions of the LPDA to the already existing
items as described below. Since the number of items (to be) created may be infinite, completeness

requires an item examination strategy, i.e. a search strategy, that guarantees fairness, i.e. that will
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never hold indefinitely a possible application of a transition. This is discussed in more details in
section 4.4.

WhenAa new item is produced, it is checked against the collection of already existing items. If it
is equal to an existing item, then it is ignored. Otherwise it is added to the collection of computed
items. This elimination of duplicate items is a special case of the more sophisticated admissibility

tests used in the general version of the algorithm.
To each ground item U = <A A’> we apply the transitions of the LPDA as follows:
Horizontal transition: B—C
This transition is applicable to the item U = <A A’> iff there is a ground substitution s with
domain X(B, C) such that Bs = A. Its application produces the new item V = <Cs A'>.
Push transition: B+~ CB
This transition is applicable to the item U = <A A'> iff there is a ground substitution s with
domain X(B,C) such that Bs = A. Its application produces the new item V = <Cs A>.
Pop transition: BD ~ C
This transition is applicable to the item U = <A A’> iff there is a ground substitution s with
domain X(B,D,C) such that <BD>s = <A A’>. Then for every item — already ezisting or to
be created — W = <A’ A”>, there is an application of the transition that produces the new item

V =<CsA'">.

It is important to note that when several ground substitutions s may be used to apply a
transition, the fair search must make sure that the transition is applied wifh everyone of them.
Their number is in general infinite for each transition to be applied to some item(s). This problem
disappears in general interpretations that use most general unifiers.

Answer:
The answer of the algorithm is the set of final atoms A (i.e. atoms with the final predicate)

[+
such that <A § > is a computed item.

4.2.2 Correctness of the algorithm

The proof in the ground case requires first the definition of contezt-free subcomputations which

correspond closely to the items defined in the ground dynamic programming interpretation.
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Definition 11 (Context-free subcomputations)

Given two LPDA configurations £ and §', we say that we have a context-free subcomputation from
€ to ' in n steps, and we note £ [F-¢,

iff there is a sequence of n + 1 configurations & with 0 < i < n, such that §o = { and §, = &,

and for any i in [1..n] we have: &1 |- & and & = &€, where &} is for every i a non-empty sequence

of stack atoms.

In other words, a context-free subcomputation is a computation that starts by pushing a new
atom on top of a given stack contents ¢, and ends after n steps without ever using again the
information in ¢ (hence the “context-free” aspect of this subcomputation). The configurations ;
are said to occur in the subcomputation. Note that a successful computation of the LPDA is a

[+]
context-free subcomputation starting with the initial stack containing only §$.
Definition 12 We write [} &' iff there is an integer n such that EF~¢.

Lemma 13 If there is a contezt-free subcomputation []-if” and ¢’ is a configuration occurring
in that computation, then we also have {[2- ¢, i.e. any initial segment of a context-free subcom-

putation is also a contezt-free subcomputation.

Proof:  Obvious from the above definitions. g

Note that a final segment of a context-free subcomputation may not be one, i.e. in general we

do not have (in the context of the preceding lemma) & [~ £”.
Lemma 14 The relation [}-t- between configurations is transitive.

Proof:  Obvious from the definition of the relation []—-’L 'R

The following lemma shows that a context-free subcomputation may be reused in distinct

computations. Hence it is the basis of the dynamic programming interpretation of LPDAs.

Lemma 15 If there is a context-free subcomputation A€ [F* AL, where A is a stack atom, { and
&' are sequences of stack atoms,

then for any sequence £" of stack atoms, there is a contezt-free subcomputation A" [ EAE".

Proof:  The proof is straightforward, by induction on the length of the subcomputation. g
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Lemma 16 (Soundness lemma) .
If the item V = <E, E;> is produced by a transition in the dynamic programming interpretation
of the LPDA,

then for some sequence £ of stack atoms there are two contezt-free subcomputations of the LPDA:
o}
$ [ Ez€ and B¢ [P~ E{Eqé.

Proof: First note that the above lemma concerns all items except the initial one [} =< %-1 >, which is
not produced by a transition.

The proof goes by induction on the number of items produced before V in the dynamic programming
computation, including those that are eliminated by the admissibility tests.

For the base case we have only to consider an item <Cs % > (where s is a ground substitution) produced
from the initial item with an initial push transition 7g : %l—e C § The lemma is then trivially satisfied by
§ - % and § I+ Cs.

The induction step is analyzed in three cases, according to the type of transition (horizontal, push or

pop) used to produce V. The proof presents no difficulty. The pop case relies on the use of lemma 15. g

Proposition 17 (Soundness of ground dynamic programming interpretations)

]
If the final item <A $§ > is produced by the ground dynamic programming interpretation of a LPDA,
then there is a ground computation of the LPDA that terminates successfully with the configuration

o
Ag, i.e. it returns the answer A.

-]
Proof: If the item <A § > is produced by the ground dynamic programming interpretation, then we
(]
have by the above soundness lemma § ﬂﬂ- § and § [}lA $. Hence, by definition of the relation [}i we

[ ]
have §}* A §, and since A must be a terminal atom, this is a successfully terminating computation. g

Lemma 18 (Completeness lemma)
Given a sequence of configurations §; for 0 < i-< g and 0 < g, representing the successive configu-
rations of a ground computation of a LPDA, i.e. such that &, =§ and &;—y & for any ¢ in [1..g],
then there exists an index ¢’ in [1..g], two stack atoms A and B, and a sequence £ of stack atoms
such that:

— § = AB¢

— ¢y =B¢

— &y U’t' £ ]

— the item U = <A B> is produced by any fair ground dynamic programming interpreta-

tion of this LPDA.
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Proof-  The proof goes by induction on the length g of the computation.

The base case, with ¢ = 1, corresponds to the 1 step computation é ﬂ-—};Cs é, where an initial push
transition 7o : §»—» C§ is applied to the initial configuration with the ground substitution s. Then, with
g=0,A=0Cs,B =§, and ¢ = ¢, we satisfy the conclusions of the lemma, and in particular the construction
of the item <Cs § > by the dynamic programming interpretation.

The induction step is proved by cases according to the type of the transition used in the last step of the

computation, viz. g1 p=§;. This proof presents no special difficulty. g

Proposition 19 (Completeness of ground dynamic programming interpretations)

If there is a ground computation of a LPDA that terminates successfully in the final configuration
(]

AS$, then a fair ground dynamic programming interpretation of the LPDA will produce a final item

<A §>.

o ]
Proof: Considering the entire ground computation & =$ & < - F€g-1&; = A $, we can satisfy
o
the above completeness lemma 18 only by taking (in the notation of the lemma) g’ = 0 and B =§ and { = .
]
Hence the item <A $ > must be produced by a fair dynamic programming interpretation. Since A is a final

atom, this item is also final. g

4.3 General dynamic programming interpretation

4.3.1 The algorithm

Initialization:

(]
The computation is initialized by creating the initial item 5’ = < $ 4 >, as in the ground case.

Then new items are constructed by applying the transitions of the LPDA to the already existing
items as described below. Like clauses in resolution, transitions must have their variables renamed
(i.e. replaced by new unused variables) before being applied to existing items. As in the ground
case, a fair search strategy is required (cf. section 4.4).

When a new item is produced, it is checked against the collection of already existing items. If
it is an instance of an existing item, then it is ignored . Otherwise it is added to the collection
of computed items, and all already existing items it subsumes may be removed from the collec-
tion. These tests that eliminate redundant items are called admissibility tests and are discussed in
section 4.5.

To each item U = <A A’> we apply the transitions of the LPDA as follows:
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Horizontal transition: B—C

This transition is applicable to the item U = <A A’> iff there is a substitution s = mgu(A, B).

Its application produces the new item V = <Cs A’s>.
Push transition: B+~ CB

This transition is applicable to the item U = <A A’> iff there is a substitution s = mgu(A, B).

Its application produces the new item V = <Cs As>.
Pop transition: BD+— C |

This transition is applicable to the item U = <A A’> iff there is a unifier s = mgu(U, <BD>).
The unifier s must be chosen such that A’s (i.e. Ds) and Cs contain only new variables (the
variables of the renamed transition BD — C are considered new).

Then for every item — already existing or to be created — W = <EE’> such that thereis a
substitution s’ = mgu(A’s, E), there is an application of the transition that produces the new item
V = <Css'E's'>.

To state things more precisely, a distinctly renamed variant of the pop transition BD — C
must be -applied as indicated above to every pair of items U and W such that there is a unifier
s = mgu(U, <BD>) and a unifier s’ = mgu(A’s, E). The issue is that a W item may result
of a computation on another one produced by the same transisiton applied to the same item
U. Hence, without careful renaming, this new W item could contain variables occurring also in
A’s. Though an apparent source of complication, this problem can be dealt with rather simply in

5

implementations!®.

Answer:

o

The answer of the algorithm is the set of final atoms A (i.e. atoms with the final predicate)

o
such that <A § > is a computed item.

15 Another way to look at the application of a pop transition amounts to decomposing this application into two
steps:
1. Given a pop transition BD + C and an item U = <A A’> such that there is a unifier s = mgu(U, <BD>),
the application of this pop transition to U produces a horizontal transition Ds — Cs.
2. Then this new horizontal transition is to be applied to all items W = <E E’> (past or future) such that E

unifies with Ds (after renaming).

This version of the algorithm does not mimic as closely the behavior of the non-deterministic LPDA, and it may thus

be less intuitive. However it gives simpler formal structures, and should lead to better organized implementations.
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4.3.2 Correctness of the algorithm

We now have to prove two lemmas (lifting and lowering) to extend the ground correctness results
to general dynamic programming interpretations of LPDAs.
Notation: in this section we shall systematically hat ground entities to distinguish them from

general entities that may contain variables.

Lemma 20 (Lifting lemma for dynamic programming interpretations)
If the item V is a ground item produced by a ground dynamic programming interpretation of a
LPDA, then any fair general dynamic programming interpretation of the LPDA produces an item

V that subsumes 17, ie. V<V,

Proof: The proof goes by induction on the number of item instances produced before ‘7, including those
discarded by the admissibility tests.

The base case is trivially satisfied when no items have been produced, that is when only the initial item
is given, since it is the same initial item for all dynamic programming interpretations.

The induction steps proceeds by cases according to the nature (horizontal, push or pop) of a transition
T used in a step that produces V. We use the induction hypothesis for the item U to which the application

of this transition 7 results in V. ]

Proposition 21 (Completeness of general dynamic programming interpretations)
If an answer A is produced by a ground dynamic programming interpretation of a LPDA, then
any fair general dynamic programming interpretation of that LPDA produces an answer A that

subsumes A.

Proof: Immediate from lemma 20. g

Lemma 22 (Lowering lemma for dynamic programming interpretations)
If the item V is produced by a general dynamic programming interpretation of a LPDA, then any
ground item V that is an instance of V (i.e. V < 17) is produced by any fair ground dynamic

programming interpretation of the LPDA.

Proof: Again the proof goes by induction on the number of item instances produced before V, including

those discarded by the admissibility tests.

As for the lifting lemma 20, the base case is trivially satisfied by the initial item common to all dynamic

programming interpretations.
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The induction step also proceeds by cases, according to the nature of a transition 7 used to produce the

itemV. g -

Proposition 23 (Soundness of general dynamic programming interpretafions)
If an answer A is produced by a general dynamic programming interpretation of a LPDA, then any
ground instance A of A is produced by any fair ground dynamic programming interpretation of the

LPDA.

Proof:  Immediate from lemma 22. g

4.4 Fairness

The completeness proofs rely on the fairness of dynamic programming interpretations, ie. on
the vuse of a fafr search strategy that guarantees that no item remains indefinitely ignored when-
apblicable transitions have not yet been tried,‘or when it still has to be used as second item for a
pop transition on some other item (unless it has been deleted in the mean time by an admissibility
test).

The following discussion applies to both ground and general dynamic programming interpre:
tation. In the ground case however, it must be remembered that fairness must also encompass
the choice of the ground substitution used to apply a transition, when several distinct ground
substitutions are possible.

Many fair strategies may be devised. For example, we can define the size of an atom, or of an
item by an integer valued function size such that the number of elements (terms, atoms, or items)
with any given size is finite. Such a size function could be the depth of the element, or the number
of function symbol occurrences it contains. Then one simple fair strategy is to always give priority
to items (or pairs of items for pop transitions) that have the smallest size. This strategy is fair
because the number of items that may be created with a depth less than some given constant is
finite. Hence no item can be imieﬁnitely held by items with smaller sizel®,

This strategy may be understood as breadth first on the data structures computed by the DC

program. This is much less constraining than the breadth first strategy on the control structure, ie,

16 or the same reason, our dynamic programming algorithm always terminate for Datalog programs or CF parsing.

Any strategy is fair in finite interpretations.
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the fesolution tree, often presented as a solution to the completeness problem. With respect to con-
trol, the dynamic programming algorithm leaves open — within the above constraints — the choice

between breadth-first, depth-first , or intermediate strategies as first noticed by Sheil [She-76).

Fairness may be obtained by other techniques. An obvious one is to enqueue items that are to
be applied a transition, aﬁd process them with a FIFO discipline. This corresponds precisely to a
breadth-first exploration of the control structure that — although exponentially more efficient — is
very similar to the naive (i.e. non dynamic-programming) breadth first interpretation of the LPDA.
This is the fair strategy proposed by Porter for Earley deduction in his informal completeness
proof [Por-86]. Completeness and fairness issues are not addressed at all in the original presentation
of Earley deduction by Pereira and Warren [PerW-83).

The multistage depth-first strategy proposed by Tamaki and Sato in [TamS-86] plays a role
similar to our search strategy for processing items. However, the solution table used by the algo-
rithm is essentially a queueing structure. Hence, though it is depth-first only within one stage of

computation, it tends to be rather breadth-first with respect to the total computation.

To place the discussion in a larger perspective, the fairness issue is largely independent of the
use of a dynamic programming interpreter. Any fair exploration strategy on the standard resolution
tree, guaranteeing that every node is eventually explored, would give answer completeness. Classical
breadth-first evaluation is nothing else. The role of dynamic programming is only to avoid exploring
two similar paths, path “similarity” being defined by the admissibility condition. However the
“breadth-first on data-structure” strategy given above would not work on the standard resolution
tree. It is fair in our context only because we make the search-space finite within the bounds of any
given item size by memorizing and recognizing previously found items, thereby eliminating some

looping paths.

4.5 Admissibility

The use of subsumption based admissibility tests is an established technique for pruning refuta-
tion trees. Essentially it amounts to the elimination of subgoals that are already being considered
in some other part of the resolution tree, either because they are an indication of failure (infinite
branches) or because the computation on the other branch may be reused and thus need not be

repeated.
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Admissibility tests are an essential feature of dynamic programming interpretation since the
. very purpose of this technique is to identify similar situations, so as to perform only once the
computations required in these situations. In our context, it amounts to pruning the item space
on the basis of an admissibility condition that tells whether some items are redundant.

The main difficulty is the choice of a proper admissibility condition. Simple conditions are cheap
to evaluate, but are usually very restrictive and thus do not merge or eliminate computational paths
efficiently. More complex condition may do a better job but are more expensive to test. The issue
is to find the proper trade-off between a good pruning of the search space and the cost of the tests
that perform this pruning. -

With this in mind, several variants of the algorithm may be produced with distinct admissibility

tests.

We call strong admissibility condition the requirement that a new item is not an instance of
an old one. The weak admissibility condition is an inverse (optional) requirement leading to the
elimination of old items by newly produced ones. The strong admissibility condition is close to the
local admissibility test in SLD-AL resoiution [Vie-87a] and identical to the blocking of an inference
step in Earley deduction [PerW-83). It is an essential feature since it can eliminate infinite loops
corresponding to infinite increasing sequences of items, i.e. sequences in which each item is an
instance of the previous one. Such loops typically correspond to those caused by left recursion in
top-down parsing [AhoU-72].

However, this test could be replaced by variant checking, i.e. a check that the two concerned
items differ only by the name of their variables. This would not lose the polynomial termination
in finite interpretations (Datalog). For general DC program, the lesser pruning of the search space
would leave undetected some infinite branches otherwise captured by subsumption test.

The weak admissibility condition has no counterpart in earlier proposals. However its practical
usefulness is not clear: it may eliminate special case computations when a more general case is
to be considered anyway, but it does not eliminate any infinite loop since there is no infinite
sequence of decreasing items (the set of atoms ordered by subsumption is well founded). Thus
it does not improve the termination properties. Experiments are needed to see whether, in a
proper implementation, the gain due to weak admissibility elimination can exceed the cost of the

corresponding tests. Weak admissibility is not distinguished from the strong one when only variant
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checking is performed??.

For ground dynamic programming interpretations, all the above admissibility tests degenerate

into a simple equality check between ground items.

Our strong admissibility test corresponds to the local optimization defined in SLD-AL reso-
lution [Vie-87b). The global optimization of Vieille is not used here. As we see it, it eliminates
subgoals that can be shown redundant with respect to a remote ancestor subgoal. In our LPDA
formalism, this would amount to a test that has to explore the stack to some depth. If the depth can
be arbitrary, the cost of the exploration may ruin the exponential time complexity gain obtained

with the dynamic programming construction.

The issue of subsumption checking is related to the term-depth abstraction proposed in [TamS-86]),
also called subgoal generalization in [Vie-87a), which was not needed in our algorithm (cf. sec-
tion 5.1). We see it, in our context, as an optimization device that can break, with the help
of the admissibility test, some infinite computations. However when used carelessly, it may also
cause other useless (possibly infinite) computations, and runs contrary to the focus on relevant
data strategy advocated by Vieille in [Vie-87a,Vie-87c] and by most other authors in the database

literature.

5 Comparison with other algorithms

5.1 Overview of the main dynamic programming algorithms

Several dynamic programming algorithm for Datalog or for Definite Clause programs have been
proposed in the literature. We will restrict our detailed discussion to three algorithm [PerW-83,
Por-86,TamS-86, Vie-87a,Vie-87b]. that were proposed for general Horn clauses, since the finiteness
of the Datalog problem changes somewhat the importance of many issues. We do not discuss either

the Extension Tables of Dietrich that did not actually lead to complete algorithms.

17The weak admissibility condition could cause items to be eliminated by later ones before fairness has had a
chance to force applicable transitions to be actually applied. This could be repeated indefinitely with some fairness
strategies, when an item can be eliminated by a later produced variant, thereby effectively defeating the chosen
fairness strategy. However the well foundedness of subsumption guarantees that there is no such infinite sequence of
eliminated items if an older item can be eliminated only by a strictly more general one.

Hence, if a new item is a variant of an older one, we require that the (strong) admissibility test eliminate the most

recent one.

30



Most proposals are based on a specific evaluation strategy, usually a bottom-up evaluation
optimized with a predictive component in order to reduce the size of the search space!®. This
predictive component may be added statically, as in the magic set method, by rewriting the clauses
into a more sophisticated set of clauses incorporating the predictive aspect [BanMSU-85), and
then evaluating this new set of clauses with the so-called semi-naive approach (cf section 5.3).
The predictive component may also be dynamic, as in Earley deduction which dynamically mixes
top-down instantiation with bottom-up reduction. _

A more complex mix of top-down and bottom-up evaiuation is obtained by using the term-depth
abstraction proposed in OLDT resolution [TamS-86], also called subgoal generalization in SLD-AL
resolution [Vie-87a,Vie-87b]!9. This mechanism controls the number of entries in the memo-table
that collects (intermediate) solutions [TamS-86), or lemmas [Vie-87a,Vie-87b), corresponding to
proved instances of the abstracted literals. Typically, zero term-depth produces purely bottom-up
algorithms, while infinite term-depth corresponds to purely top-down resolution2?. An increase of

the term-depth corresponds to an increase of the top-down predictive component.

80ur. experiments in context-free parsing [Bil-88,BilL-88], as well as earlier results by Bouckaert, Pirotte and
Snelling [BouPS-75], show that predictiveness may have undesirable effects that increase the size of the search space.
This is due to the greater complexity of the contextual information used in predictive computations. Hence such

“optimizations” should be considered with caution, and they still require some research to be better understood.

19Term-depth abstraction (or subgoal generalization) amounts to a simplification of the subgoals of a refutation
procedure obtained by replacing all subterms beyond a given depth by a new variable. This does not impair com-
pleteness, or termination in finite interpretations (Datalog). However, as noted at the end of section 4.5, such
generalizations may cause useless computations, and could even cause an infinite loop in an otherwise terminating
computation. Potential loss of efficiency due to the use of generalization is mentioned by Vieille in [Vie-87b].

The restriction used by Shieber in [Shi-85] is similar to subgoal generalization. His version of Earley deduction
with restriction is itself very similar to OLDT resolution. The use of restriction avoids infinite loops in the predictive
(i.e. top-down) part of his algorithm, which essentially computes the equivalent of OLDT entries (and their number
is finite for finite term-depth). The bottom-up part of the algorithm always terminates because a non-infinitely
z;mbiguous context-free backbone is assumed in the natural language grammars/programs for which the algorithm is

intended.

20 A ctually Tamaki and Sato do not allow infinite term depth: they need a bounded term-depth to have a bounded
number of entries in their solution table; this in turn guarantees the fairness of their multi-stage depth-first strategy,
since the solution table is used as a queueing structure, with one queue per entry. However, for their extension to
negation in stratified databases [SekI-88}, Seki and Itoh use our variant with infinite term-depth, or more precisely
without term-depth at all, because their restriction to finite interpretations eliminates problems of termination and

hence of fairness.
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While Tamaki and Sato limit their OLDT algorithm to the OLD resolution strategy, Vieille
adds another control mechanism by allowing an arbitrary (homogeneous) subgoal selection func-
tion, provided it is local (see below). Furthermore, Vieille allows variations on the search strategy.
Thus by varying the various parameters of his algorithm, Vieille claims that he can obtain (approx-
imately) several well-known procedures for recursive databases [Vie-87b]. Similar variations seem

also possible for Earley deduction, though they are not considered in [PerW-83).

This very rapid survey calls for several remarks concerning these algorithms:

o They have limited possibilities in the choice of the execution strategy, except possibly for

Vieille SLD-AL resolution.

o The execution strategy of the algorithms is hidden, hard to analyze, and often tightly mixed
with the features that realize the dynamic programming aspects. This is typically the case
‘with the term depth abstraction in OLDT resolution, which plays a role both in the execution

strategy and in the fairness strategy.
o Except for Earley-deduction, the data structures are rather complex and difficult to analyze.

e Furthermore (again excluding Earley deduction) these structures exhibit asymmetries that are
not present in the original problem. Some nodes in the partial resolution trees directly domi-
nate the subtree that refutes their goal, while others are just references to the lemma/solution
table. This is furthermore dependent on the order in which the clauses are processed. We
believe that this situation betrays the fact that the fundamental structures have not been

exhibited. It certainly makes the implementation more complex.

Our techniques avoid these problems by completely separating the free choice of the execution
strategy, which is embodied in the construction of the LPDA, from the implementation of the

dynamic programming procedure.

o The fine grained LPDA instructions (i.e. transitions) allow a very free specification of the
execution strategy. We illustrate this in appendix A by giving two LPDAs whose dynamic
programming interpretation mimics Earley deduction and OLDT resolution with zero term-

depth.

e The simplicity of the instruction set of the LPDA leads to a very simple dynamic program-

ming implementation, without any interaction with the chosen execution strategy. The data
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structures (items) are simple and present no unjustified biases. This is conducive to tractable

and efficient implementation as was sketched in a previous paper [Lan-88b).

It must be noticed that the selection function used in OLD resolution, and hence in OLDT
resolution, is a local selection function in the sense of Vieille [Vie-87a,Vie-87b], i.e. a function that
always selects subgoals in the remaining part of the body of the clause instance most recently
introduced in the resolution computation. This is essentially a LIFO behavior (last introduced,
first processed) on the processing of subgoals. Vieille’s construction is also restricted to resolution
with local selection function. Though the notion of selection function is not evident in Earley
deduction as it is presented in [PerW-83], its behavior is rather similar to OLDT resolution with
infinite term-depth (cf. section 3.2.2 and appendix A), and it can be described directly as push-
down based (cf. section 5.2). This convergence and our own experience of the problem lead
to the conjecture that these dynamic programming constructions are possible because there are
corresponding non-deterministic algorithms using their memory with a LIFO discipline.

Even -if that conjecture were not verified, the above remarks show that the LPDA formalism
is probably an appropriate vehicle for unifying previously published constructions. Furthermore
the language Prolog itself uses a local selection function — it is actually OLD resolution — and
its implementation model is a non-deterministic stack machine. Hence the same decomposition
between LPDA construction and interpretation could be used for Prolog technology interpreters. Or
conversely, techniques developed for optimizing Prolog program could be adapted to the production
of LPDA for dynamic programming interpretation. Finally, it should be possible to combine cleanly
 Prolog type backtrack interpretation with dynamic programming interpretation, so as to trade
memory requirements for execution speed. This is similar to the proposal of Tamaki and Sato and
Vieille to have only some predicate as “table predicate”, and corresponds to the classical use of

memo-functions in functional programming [Bir-80].

5.2 Comparison with Earley deduction

Earley deduction is the simplest of the earlier proposals, and shares several properties with our
algorithm, such as simplicity and regularity of its structure. Arguably, it could well be used as the
basic interpretation machine for DC program. Then one would essentially follow the same pattern

as we proposed:
o first compile the given DC program into another program better optimized for interpretation,
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o then apply Earley deduction to the optimized version.

The first step of this procedure was actually proposed to implement many optimization techniques in
recursive databases [BanMSU-85,ZanS-86]. As is usual in databases, the final fix-point computation
technique is a bottom-up evaluation of the transformed program?!.

While this proposal may be workable, there is no evidence that all optimization techniques may
be easily or cleanly expressed by transformation of DC program into a variant program intended
for interpretation by Earley deduction. To our knowledge, no results along those lines has been
published, nor has Earley deduction been formally analyzed with respect to correctness, complexity
or implementation techniques. Furthermore, as noted earlier (cf. footnote in section 5.1), there is
no evidence that the predictive approach of Earley deduction is optimal. Hence it is certainly
necessary to compare it to other approaches within a uniform framework such as the one we propose.

Another drawback of Earley deduction is that we do not know of any other simple computation
engine (like our LPDA) which would be its non-deterministic counterpart and could serve as simpler
reference and as intermediate step for analysis and proofs. It seems indeed that the natural non-
deterministic engine corresponding to Earley deduction is a push-down machine on which full
clauses are pushed before being reduced (popped) subgoal by subgoal, the head being popped
together with the subgoal below it, that caused the rule to be pushed in the first place. But this
is a push-down engine.

Thus we believe that the main justification for our model is that push-down mechanisms are hid-
den in many of the structures proposed in the deduction literature, and particularly that concerning
dynamic brogramming evaluators. Expliciting these aspects should improve our understanding of
the phenomena. It should also help bridge the gap with functional programming where the push-

down model is standard, especially in the first order case to which we limited our investigations.

#1This indicates that these transformations could be considered for our compilation into LPDA, which is to some
extent a bottom-up machine (cf. section 5.3). However, they often make the hypothesis that the final interpreter

works in ground mode. They can probably be much improved and simplified in general interpreters.
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5.3 Comparison with Bottom-up resolution

Bottom-up resolution implemented with a semi-naive®? saturation technique has been proposed by
several authors(mostly in the database literature [BanMSU-85,RoeLK-86,ZanS-86]) as the basic
mechanism for evaluating recursive queries or DC programs, after rewriting them in an optimized
form that uses top-down information. This approach originally intended for Datalog has been
extended to full DC programs by some authors [Ram-88,KifL-88].

We show here that the set of transitions of a LPDA is very similar to a set of clauses intended
for bottom-up evaluation. However the LPDA transitions have a little more expressive power (in
push transitions) which allows to express simply a tighter control of the computation.

We shall assume that the DC program is put in a normal form such that a clause body has at
most two literals. This restriction is natural if we want to have a simple machine, and this simple
form can be easily obtained without distortion of the original DC grammar. Then the three types

“of clauses may be read as transitions of a LPDA as follows:

¢ the unit clause C :- reads as a collection of push transitions: M ++ CM where M is any fully

uninstantiated atom (as many as there are predicates),
e the clause C :- B reads as the horizontal transition B — C
o the clause C :- BD reads as the pop transition BD — C

The execution of this LPDA precisely corresponds to bottom-up resolution (cf. section 3.2.3).

Ground dynamic programming interpretation of this LPDA performs essentially the same com-
putation as the semi-naive bottom-up evaluation of the original program. However, LPDA obtained
in this way do not make use of the contextual facility of push transitions that allows their applica-
tion only when an atom matching their left-hand side has been found: the M atoms are dummies
that play no active role in the push transitions of this LPDA.

Considering things the other way around, it is a non-trivial task to translate an arbitrary LPDA
intoa collection of clauses whose bottom-up evaluation mimics the steps of the LPDA computation.
It requires a predictive data-flow analysis of the LPDA computation, which is very similar to the

“Magic Templates” construction proposed by Ramakrishnan [Ram-88]. We believe this to be a

221p database terminology [BanR-86], “semi-naive evaluation” refers to a ground bottom-up incremental saturation
without any optimization. The incremental (or differential) technique, that avoids recomputing twice the same tuple

in the same way, is a dynamic programming procedure.
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correct interpretation of Ramakrishnan’s statement that his algorithm can execute a DC program

“bottom-up, while computing no facts that are not also generated by the Prolog execution”.

6 Conclusion

The LPDA engine is not the most general formalism for describing the operational semantics of
DC programs. There are computations that may bg expressed as resolution rules and do not
follow our model. However it seems to be at this time the simplest and most used formalism for
the interpretation of DC programs, though this has remained implicit. in the literature, both for
Prolog implementations and for dynamic programming algorithms based on resolution with a local
selection function. This important role is not surprising: a non-deterministic push-down automaton
is a natural device for exploring And-Or trees with the push-down to memorize And-nodes and the
non-determinism to handle Or-nodes.

We have shown here that when it is made explicit, the PDA model clarifies and unifies a number
of constructions and makes them theoretically and practically more tractable. It emphasizes the role
of locality of interpretation with respect to the data structure, which is essential for the algorithms
to have a good time complexity.

In addition to its conceptual simplicity, the modularity of the approach emphasizes the possible
variations in the operational strategies, and isolates independent choices in independent parts of
the compilation/interpretation process. As was the case for general context-free parsing, we expect
it to be the unifying framework in which to express existing dynamic programming algorithms and
to study new optimization techniques.

Indeed, the constructions presented here have already been applied to produce straightforwardly
a time O(n®) Earley-type parser for Tree Adjoining Grammars [Lan-88c]. At the time of this
writing, the only published Earley-like TAG parser claims O(n®) time complexity, and the problem
was considered difficult by its authors Shabes and Joshi [SchJ-88]%.

This formalization is quite open to extensions. An obvious one is the combination of dynamic

2Qther dynamic programming parsers for TAGs have been published, with O(n®) [VijJ-85) and O(n*) [Har-88]
time complexities. However they are both CYK-like algorithms [Hay-62,Kas-65,You-66] that always attain their
worst complexity, unlike Earley-like algorithms. Furthermore, the latter algorithm requires the transformation of the

TAG grammar into a normal form.
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programming and backtrack interpretation?. Seen from a different angle, our results could be used
for the implementation of memo functions in functional languages with call by unification [Mau-88].
Another clear extension is the generalization to the treatment of negation in stratified programs,
as was done for SLD-AL [KemT-88] and OLDT [SekI-88] resolution.

Finally, it may be noticed that the techniques developed here are independent of the interpre-
tation domain. Though we have used the classical Herbrand interpretations for our logic programs,
we could have used other interpretations domains. Examples are found in the data types pro-
posed for Prolog extensions, such as the LOGIN formalism of Ait-Kaci and Nasr [AitN-86], or as
_the Prolog-II of Colmerauer [Col-82]. Other examples are the feature structures used in some lin-
guistic formalisms [Shi-84,RouK-86], or the non-standard interpretations used for static analysis of
Prolog programs [AbrH-87]. Another possibility is to consider higher-order terms (lambda terms)
as proposed by Miller and Nadathur [MilN-87], though the undecidability of unification may then

raise additional problems.
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A Other examples of LPDA construction techniques

As stated in section 5, the LPDA constructions given in that section were meant mainly as an
existence proof, and were chosen primarily for their simplicity.

To illustrate the generality and the flexibility of the LPDA formalism, we give here two other
examples mimicking respectively Earley deduction and the OLDT algorithm for zero term-depth.
Note that this mimicking is limited to performing similar computation steps, but possibly with
different constraints on their order. This is to be expected since, as intended, the description of
the LPDA gives no hints about the search strategy or even the admissibility criterion used.

The following constructions remain rather simple examples. More complex ones, with sophisti-

cated optimizations, would be beyond the scope of this paper.

A.1 OLDT resolution with zero term-depth

" The OLDT resolution of Tamaki and Sato [Tam$S-86] is parameterized by a term-depth limit on
so-called table predicates. The construction given below mimics this algbrithm in the case where
all predicates are table predicates with term-depth zero.

This is essentially a bottom-up algorithm, with a light top-down component that limits activa-

tion to “useful” clauses (see below).

The n + 1 clauses of the DC program are defined as 7& : Ak := Aga,--- s Ak, With 7o
defining the goal. For each clause 4; we note t; the vector of variables occurring in the clause.

For each predicate P of the DC program, we define 3 stack predicates P/, P” and P", and we
note xp a vector of new variables with a length equal to the arity of P.

For each atom Ay ; occurring in a clause 7k, the notations Al.i» A, and 4; denote the same

atom where the predicate symbol, say P, has been replaced respectively by P/, P” and P".
We define in the LPDA the transitions:
-] [
1. §— Ago $
2. P'(xp) — Vio(tx) P'(xp) — for every predicate P and

for every clause v defining P.

3. Vki(tk) — Ak Vi, i(tk) — for every clause v, and

for every position ¢ in its body: 0 <t < ng
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4. Vi, (te) = Afo _ — for every clause v
5. P"(xp) P'(xp) = P"(xp) _ — for every predicate P

6. AYip1 Viei(tk) = Viip1(tk) — for every clause v and

for every position i in its body: 0 < 1 < ny
The final predicate of the LPDA is the stack predicate Ag'y.

The following is an informal explanation of the transitions defined above:
1. State the query in the stack.
2. For a P (sub)query, choose a defining clause 7 that could give an answer,

3. and subquery successively for each atom in the clause body. The position predicate /¥

indicates that the subqueries for the first i atoms have been simultaneously satisfied.

4. When a common answer substitution 8 has been found for all atoms in the body of v, then

the head instance A8 is proved. It is represented here by Az,o~

5. Given a solution to the most general query on P — i.e. P(xp) — represented here by a
proved P” atom, and given a P query represented here by a P’ atom, if they have a common

instance represented here by the P"” atom, then this instance is an answer to the query P’.

6. Having found for the subgoal Ay ;41 an answer represented by the atom A;c’f‘. 110 We proceed

to the next subgoal.

The algorithm is essentially bottom-up in principle. It looks top-down because the original
algorithm is so organized that it considers only the predicates that can be “activated” in the body
of a clause defining another activatable predicate. Note that no binding information is being passed
as argument in such activations.

This is almost like considering all predicates in the call graph from the initial query. However
we do not consider calls (subgoals) following an initial body segment that cannot be consistently
answered, thus making the whole clause irrelevant anyway (since there are no initial bindings).
This last point disallows static determination of the useful predicates and clauses, thus forcing the

top-down structure in our imitation of the original algorithm.
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A.2 Earley deduction

The LPDA mimicking Earley deduction is very similar to the OLD LPDA defined in section 3.2.2.
The main difference is that, while OLD resolution removes a subgoal that is being refuted, Earley
deduction keeps it until the refutation is successful.

That is, in Earley deduction, a subgoal is used to activate clauses defining its predicate in the
same sense as in the zero term-depth OLD LPDA above, but the bindings of the activating subgoals
are used to instantiate the clause. Heads of instantiated clauses are taken as subqueries, and after
successful processing they are kept as unit clauses for reduction (resolution) of subgoals from other

clause instances.

The n + 1 clauses of the DC program are defined as 7; :  Agp :- Apyy-eoy Ak with 7o
defining the goal. For each clause ¥x we note t; the vector of variables occurring in the clause.

For each predicate P of the DC program, we define 2 stack predicates P’ and P”.

For each atom A, ; occurring in a clause 7k, the notations Aj ; and A} ; denote the same atom

where the predicate symbol, say P, has been replaced respectively by P’ and P”.

We define in the LPDA the transitions:

] o

1. $— A6,0 $
2. A} o= Veo(te) Ago — for every clause v
3. Vii(tk) = Ak i Vi,i(tk) — for every clause v and
for every position i in its body: 0 <1 < nk
4. vk,nk(tk)A;c,o = Alo — for every clause Y
5. A%t Ve,i(t) = Viig1(te) — for every clause vx and

for every position i in its body: 0 < i < ng
The final predicate of the LPDA is the stack predicate Afo- |
The following is an informal explanation of the transitions defined above:
1. State the query Agp in the stack, represented by Abo-

2. Choose clause v; to prove the goal sitting on top of the stack: the head A of the clause v

must subsume it.
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3. Then subquery successively for each atom in the body of 4%x. The position predicate Vi ;

indicates that the subqueries for the first ¢ atoms have been consistently proved.

4. When a common answer substitution 8 has been found for all atoms in the body of 7, then

the head instance Ao is proved. It is represented here by AZ,O'

5. Having proved an instance of the i-th atom in the body of 7% consistently with the proofs of
previous ones, move to the next body atom to be subqueried by transition 3, unless there is

none left in which case an answer to a previous subquery is produced by transition 4.

Though it essentially captures the working of Earley deduction, the above LPDA differs in
several details.

First the original Earley deduction allows an arbitrary selection function for every new choice
of a subgoal, which we have not allowed (but could allow) in our construction above. However it
is usually inefficient to allow too much non-determinism in the selection function: this is because
the efficiency of the dynamic programming is due to a factorization of identical subcomputations,
and this factorization is possible only if all steps of these subcomputations are in the same order.
The authors probably meant that the selection function is a parameter of the algorithm. Note that
the OLD/Prolog selection function used in the above construction was also used in the examples
of the original paper [PerW-83).

Another point is that the “inference blocking” admissibility test of the original algorithm im-
plicitly merges equivalent instantiated subclauses?®, even when they come from different original
program clauses. This is not done above, since the V; ; predicates standing for subclauses are dis-
tinct for distinct clauses. Achieving this result here would require a much more careful construction
of the transitions, though the issue is partially dealt with by the variation on the interpretation
of pop transitions described in the footnote of section 4.3.1.

Note finally that our transitions are statically produced, while the subclauses are produced
dynamically in Earley deduction. A consequence is that we have to produce statically many
transitions (very many if the LPDA is to be optimized), while some of these transitions may never
be actually needed in computations. It is not clear to us how much a static analysis of the DC
program might improve this situation. =~ However, compiling the clauses into transitions on a

“hy need” basis would not be difficult. It is in fact an interesting development of the techniques

25We call instantiated subclause a program clause where some already proved body atoms have been removed, while

the clause has been instantiated with the substitution produced by these proofs.
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presented here, which, in accordance with the modularity principles advocated in this paper, should
be analyzed independently. Similar work was done for an Earley-like algorithm constructed by
dynamic programming interpretation of an LR(1) parser where the transition are incrementally
computed when needed [HeeKR-88]. .

The same remarks apply to the above OLDT LPDA, and also more generally to DC program

optimization by static clause rewriting, as in magic-set like techniques.
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B An Implemented Example

The following example has been produced with a prototype implementation realized by Eric Ville-
monte de la Clergerie and Alain Zanchetta [VilZ-88]. The computer printout (in teletype characters)
has been edited for inclusion in this appendix.

The definite clause program to be executed is:

Clauses: q(f(f(a))):-.
q(X1) :-q(£(X1)).
Query: q(X2)

Note that a search for all solutions in a backtrack evaluator would not terminate.

The solutions found by the computer are: X2 = £(f(a))
X2 = f(a)
X2 = a

These solutions were obtained by first compiling the DC program into an LPDA, and then
interpreting this LPDA with the general dynamic programming algorithm defined in section 4.3.1.

The definite clause program is repeated in figure 3. The LPDA transitions produced by its
compilation according to the OLD LPDA construction of section 3.2.2 are given in figure 2. The

collection of items used by the computation is given in the figure 4.

In the transitions printout of figure 2, each predicate name nabla.i.j stands for our V ;.
According to the OLD LPDA construction of section 3.2.2, the final predicate should be
nabla.0.1. For better readability we have added a horizontal transition to a final predicate noted

answer.
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*kkxkkkkk PUSH Transitions B-DBC k*skdkdkkkdkkk

predicate :nabla.2.0

nabla.2.0(X1) -> q(f(X1)) nabla.2.0(X1)

predicate :nabla.0.0

nabla.0.0(X2) -> q(X2) nabla.0.0(X2)

predicate :dollar0

dollar0() ~> nabla.0.0(X2) dollar¢()

**x*kkkkk*x Horizontal Transitions B->C ##*xk¥x

predicate :q
q(£(£(a))) -> nabla.1.0()
q(X1) -> nabla.2.0(X1)

predicate :query

query(X2) -> nabla.0.0(X2)

predicate :nabla.0.1

nabla.0.1(X2) -> answer(X2)

kkkx¥kkkx POP Transitions BD->C *kskksokkdokskk

predicate :nabla.2.1
nabla.2.1(X1) nabla.0.0(X2) -> nabla.0.1(X2)
nabla.2.1(X4) nabla.2.0(Xi) -> nabla.2.1(X1)

predicate :nabla.1.0
nabla.1.0() nabla.0.0(X2) -> nabla.0.1(X2)
nabla.1.0() nabla.2.0(X1) -> nabla.2.1(X1)

predicate :nabla.0.1
nabla.0.1(X3) nabla.0.0(X2) -> nabla.0.1(X2)
nabla.0.1(X2) nabla.2.0(X1) -> nabla.2.1(X1)

Clauses: q(f(f(a))):-.
q(X1):-q(£(X1)).
Query: q(x2)

Figure 2: Transitions of the LPDA.

Figure 3: The Definite Clause program.

dollaro() , OO

nabla.0.0(X5) , dollaro()

q(Xxe) , nabla.0.0(X6)
nabla.2.0(X7) , nabla.0.0(X7)
nabla.1.0() , nabla.0.0(f(f(a)))
q(£(X8)) , nabla.2.0(X8)
nabla.0.1(£(£(a))) , dollar0()
nabla.2.0(£(X9)) , nabla.2.0(X9)
nabla.1.0() , nabla.2.0(f(a))
nabla.2.1(f(a)) , nabla.0.0(f(a))
nabla.0.1(f(a)) , dollaro()
q(£(£(X10))) , nabla.2.0(£(X10)) *
nabla.2.1(£(a)) , nabla.2.0(a)
nabla.2.1(a) , nabla.0.0(a)
nabla.0.1(a) , dollar0O()
answer(a) , dollar0()
answer(f(a)) , dollaro()

answer (£(£(a))) , dollar0()

* subsumed by: q(£(X8)),nabla.2.0(X8)

Figure 4: Items produced by the dy-

namic programming interpretation.
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