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Abstract ;

We consider fault-tolerant systems with operational periods in which the system works and repair
periods in which the system performs a reconfiguration from a recovering point. We are interested in
obtaining informations about the successive operational periods before a fatal breakdown. In order
to be able to deal with arbitrary probability distributions for the holding times in each state of the
system, we assume that it is modeled by a semi-Markov process. In this paper we give the distribution
of the nt* operational period. It often happens that the user wants to make a distinction among the
operational states in order tc get nore detailed information. We allow then the use of rewards on the
model states, that is, the results will be presented for semi-Markov reward processes. An example will

illustrate this work.

Distribution des temps opérationnels dans les systémes
tolérant les pannes modélisés par des processus
semi-markoviens & taux de récompense

Résumé :

On considére des systémes tolérant les pannes avec des périodes opérationnelles dans lesquelles
le systéme fonctionne correctcment et des périodes de réparation dans lesquelles le systéme tente
une reconfiguration a partir ¢’un point de reprise. On cherche 3 obtenir des informations sur les
périodes opérationnelles successives précédent une erreur fatale. On suppose le systéme modélisé par
un processus semi-markovien, de :naniére  pouvoir traiter des distributjons de probabilité quelconques
pour les temps de séjour dans ~hacin de ses états. Daas ce rapport, on donne la distribution de la nt¢me
période opérationnelle. Il apparait souvent que P'utilisateur désire différencier les états opérationnels
pour obtenir des informations plus détaillées. On permet alors I’utilisation de taux de récompense sur
les états du modele, les résuitats sont donc présentés pour des processus semi-markoviens & taux de

récompense. Un exemple illustre ce travail.
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1 Model description

We consider a fault-tolerant system which is able to recover from breakdowns. At any instant ¢, there
are three possibilities. The system can be operational, that is, performing the tasks’ assigned to it
(perhaps in a degradated way). It can be attempting to reconfigure itself after a failure without doing
any useful work. Finally, it can be dead, after some fatal breakdown.

The system is modeled by a right continuous homogeneous semi-Markov process denoted by X =
{Xi,t > 0}. The semi-Markov assumption, instead of considering Markov processes, allows us to use
general probability distributions in the individual states. The finite state space, denoted by E, is
assumed to be composed by transient states and recurent states. Since we are interested in transient
measures, all the recurrent classes can be lumped into only one absorbing state. That is, we suppose
that £ = {1,..., N,a} where 1,..., N are transient and a is absorbing. Let T be the time of the k**
transition (Tp = 0) and define Vi = Tyy1 — T}, the sojourn time in the (k + 1)** visited state (k € IN).
Denote by X (k) = X7, the state reached after the k* transition. The process X is defined by its
kernel @, and its initial probability distribution a. The transition probability matrix of the embedded
Markov chain {X(k),k € IN} is denoted by P. For every ¢,j € E, we have

Qu(i, ) E P(X(k +1) = j, Vi < t|X (k) = i)

P(i,5) ¥ Qoo(i,5) = P(X(k + 1) = | X (k) = 7)

- We assume for instance that Q;(a,a) = é(t — 1), where

1 ifz2>0
6(m)={ ifz >

0 fr<o

Note also that Q4(a, ) = 0 for every j # a.

A non-negative real-valued reward rate r; is associated with each state : € E. This allows the
modeler to differenciate the states of B and, in this way, to capture not only failure and repair impact
but also, for instance, different performance levels.

We denote by B the subset of E containing the operational states and by B’ the subset of E
containing the others transient states, so we have: E = BU B’ U {a}. With the operational states we
associate strictly positive reward rates. We will see that the reward rates associated with the others
states has no influence on the results.

The distribution of the n** sojourn time in a subset of states for an irreducible and homogeneous
Markov process can be found in [1]. Here the process is neither irreducible nor Markov and has reward
rates. However, the two results are closely related. For n > 1, let S; B,n denote the total time that X
spends in state ¢ € B during its n'* visit to B. In the next section, we analyze the random variable
SBn o 2_ieB TiSi,Bn. The distribution of Sg & ne0 SB,n Which represents the total accumulated

reward until absorption can be found in [2]. Section 3 presents a short application.

N! ! D PAPIER RECUPERE ET RECYCLE



In the sequel, we will denote by 17 the column vector with all its coordinates equal to 1 (we will
always use row vectors and (.)T denotes the transpose operator) and by I the identity matrix, their

dimensions being defined by the context. )

2 Distribution of Sp,

Let us consider another semi-Markov process without rewards, denoted by Y = {Y;,¢ > 0}, defined
on the state space B U {b} where the state b is absorbing. The initial probability distribution of Y is
(aB,1— apl1T) where ap denotes the subvector of a corresponding to the states of B. The kernel Q;
of Y is defined as follows.

Qt(z’J) déf Qt/r;(i,j) fori,j€B
Qui,0) Y Quuilisa) + Tjep Qurilij) forie B
Q1(b,7) o Q¢(a,j) forj€ B

Qt(b, b) = Qi(a,a)

We are now able to derive the conditional distribution of Sp; given that the initial state is in the
subset B.

Lemma 2.1 Foreveryi€ B, IP(Sp; <t/Xo=1)=1P(Y; =b/Yo =1).

Proof. For every i € B,

/ri
P(Sp1 <t/Xo=1) = 3 /t P(Sp1 <t — 18/ Xo = §)dQs(4, 7)
jeB”0
+ Z Qt/r.(z,J)+ Qt/r.‘(iaa)
jEB’t
=¥ / IP(Spy1 <t — s/ Xo = §)d0,(4,5) + (i, b).
jeB o

On the other hand, we have
\ z A h
P(Y, = b/Yo = i) = 3 [ (Ve = b/Yo = )dQu(3) + Qu(i,b).
jeB”0
So, these two quantities are solutions to the same integral equation. Since this equation has an unique

solution (see [3]), the enounced result follows. O

Let us decompose the matrix P and the initial probability vector o with respect to the partition
E = BU B' U {a} as follows.

Pp Pgp Pga
P= PB/B _PBI PBla y a:(aB apg! aa).
0 0 1



We'denote by H the B’ x B matrix defined by H def (I = Pg/) ' Pgig. We define the vectors

up(n,t) ¥ (IP(Spn <t/Xo=1i),i€B),

upi(n,t) € (IP(Spn <t/Xo=1),i € B).
With this notation, we prove the following lemma.
Lemma 2.2 Foralln > 1, ul,(n,t) = 17 — H (lT - ug(n,t)).
Proof. For every 1 € B’,

P(Spn <t/Xo=1) = Y P(i,j)P(Spn < t/Xo=3)
JEB
+ E P(z7])IP(SB,n < t/XO = J) + P(z,a)
JEB’

In matrix notation, we obtain
T — T T
uB,(n,t) = PBIBUB(n,i) + PBI’(LB:(n,t) + Pgi,

which can easily be written
wh(n,t) =17 - H (17 - u}(n, 1))
since PgiglT + Pgi1T + Pgi, = 17. a

Let us denote by G the B x B matrix G def (I-Pg)~'Pgp H, and by v; the vector v def ag+apg H.
We get the following expression of the distribution of Sp .

Theorem 2.3 Foralln > 1,1P(Sg, <t)=1-vG*! (lT - ug(l, t))

Proof. Leti€ B and n > 2.

P(Spn <t/Xo=1i) = Y P(i,j)P(Spn <t/ Xo =J)
jEB
+ > P(i,k)IP(SBn-1 < t/Xo = k) + P(,a)
keB’

which gives in matrix notation, using Lemma 2.2,

ub(n,t) = Pguk(n,t)+ Pggubi(n—1,t)+ Pg,
= 1T - G17 + Guk(n - 1,1).

It follows that, for all » > 1,

1T _ ug(n,t)

G (lT —ub(n- l,t))
= 6™ (1T - uh(1,).

4



Finally, we obtain

IP(Spn <t) = apuj(n,t)+agub(n,t)+a,
= 1-ap(1T —uf(n,1)) - ap (17 - uhi(n,1))
= 1-v(1T = u§(n,t)) using Lemma 2.2

= 1-u6" 1T - WE(1,1)).

Consider the sequence of states in which the successive visits of X to B begin. If we add to the end
of each sequence the absorbing state a for each trajectory in which X is absorbed (this happens with
probability 1), a homogeneous discrete time Markov chain is defined with state space B U {a}. It can
be shown that the submatrix of the transition probability matrix of this chain obtained by deleting
the row and column corresponding to the absorbing state a, is G. In the same way, (v; , 1 — v;17)
Is its starting probability distribution. The reader is referred to [1] for a proof in a similar context

(irreducible Markov processes without rewards). O

Note that the vector u5(1,t) is given by Lemma 2.1. A numerical inversion of Laplace transform

can be used to compute it (see for example [4]).

3 Application

As an application of the previous results, we consider a fault-tolerant architecture in which three
identical processors work in parallel running the same code. The three processors receive the same
input and take synchroneously a binary decision. A voter device controls the three outputs and in
case of disagreement between them, it chooses the value which is present twice. There can be software
or hardware faults on the processors and the voter is assumed here perfectly reliable. The system
starts with the three processors performing correctly (state 1 in Figure 1). Due to design faults in
the software, the system can be shut down and a recovery procedure is started (state 4). We assume
that the software faults occur with rate A; and that the repairing time is constant and lasts K. The
probability of a software fault recovery is denoted by d (the software fault coverage parameter).
With respect to the hardware faults, the three processor behaviours are assumed to be independent.
The hardware faults occur at .rate Ap for any processing unit. When such an error occurs, a procedure
try to put the system back in operation. Its success probability is constant ¢ (the hardware fault
coverage parameter). This procedure is assumed to be executed instanstaneously. So, with probability
¢, the system continue to perform (in a degradated mode) with only one processor, the other non failed
unit staying in passive redundancy (state 2). The voter is no more useless in this situation and, for
simplicity, the system is assumed to be unable to recover from software errors when there is only one

active processor. The redundant unit can not fail and when there is a new hardware breakdown, a



second procedure is started to try to reconfigure again. If it is successful, the system uses the remaining
operational processor (state 3) until the last (fatal) hardware fault (state 5).

This model leads to the five-states semi-Markov process described in Figure 1, where the holding
time in state 4 is constant and equal to K. The other holding times are exponentially distributed
(exepting, of course, for state 5 which corresponds to the crash of the system). The set of operational
states is then B = {1,2,3}.

Assume that an active unit gives the wrong answer with probability p. When three processors are
working in parallel (and independently), the probability of obtaining a wrong output is p® + 3p%(1 - p).
Furthermore, it is assumed that the workload of the system is high, that is, the system is required
to give a large number of outputs per unit of time. So, we consider the following reward rates for
the states of B: r; = 1 —3p* +2p3, r; = r3 = r = 1 — p. With these assumptions, the random
variables Sp ., can be viewed as the total time while the system gives the right answer during the n**

operational period.

Q:(1,2) = 5373&(1 — e~y (
Qi(1,4) = gyl (1 — e=(n+da)
Q:(1,5) = §'\_h(.1;°l(1 — e=(BAnkrt)

3AntAs
Q:(2,3) = yh%-f\—’(l _ ety
Q4(2,5) = ﬂ&%ﬁ’%u B
Q+(3,5) = 1 — e~(Antds)t
Qi(4,1) = dé(t - K)

Qi(4,5) = (1 - d)é(t - K)

Figure 1: A three-processors fault-tolerant architecture

The computations can be easily made by hand since the holding times in the states of B are expo-

nentially distributed. The distribution of the nt* accumulated reward S B, is given by the following



expression.

3An + A M F As
P(Spn, <t)=1 ( d, )n—l 14U)e th st 3’\hct+U hj !
Bo St =1-ax 7y, |[+De 7 7 '

3her 4 3X2¢? T
L L?

where L = Ap(ry —3r)+ Ay(r1 —7r) and U =

If we compute the corresponding distribution for the set B, reduced here to the state 4, we obtain

P(Sprn<t)=1-—

As d), )"—1
) —1).
T (3Ah ) &=

Observe that if p=0 (i.e. 7y =7 = 1), Sp.n represents the time spent by X in B during its nt"
visit to this set. Given that the system starts in a state of B, the expectation of the time spent until
the end of the M visit to B is then

M M-1
(Z E(SBn)+ Y. IE(SB,,n)>
n=1 n=1

p=0

As M IE(SB,n) tepresents the average total time while the system works and gives the right

answer during the M first operational periods, a quantity of interest is the ratio

(SB,n)
NI=1 IE(SB,n) Z: IE(SB,’"')) |p=0

and p(1) &1

p(M) = (Z

which represents the expected rate of right answers during the M first operational periods. In this

case, we obtain for every M > 2,

F,
p(M) = L
(M) Fo+ —H,-l;_;“ 9K
_1-3p2+2p? 3)\c 3A2¢ N
where Iy = =y n TP e T ot /\3)2(3)\h ) T s
. F,
See that Fy > F, and that for any fixed value of K, we have FTE_I_; <p(M)<1.

For a given level 8 with 0 < § < 1 (and 8 = 1), we can evaluate, for instance, the maximal value
of the parameter K (the execution time of the software recovery procedure) such that p(M) > 3.
Observe that if the number M of operational periods is fixed and M > 2, the best theorically possible
value for the ratio p(M) is F,/Fp. If B < F,/F, we have

F, - Bk d

p(M)>p forevery M >2 <= 0< K < 7 4
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