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Summary

We define a family of sets of an Hilbert space ("Quasiconvex Sets") on which a
generalization of the usual theory of projection on convex sets can be defined (existence,
uniqueness and stability of the projection of all points of some neighborhood of the set). We give
then a constructive sufficient condition, called the size x curvature condition, for a set D to be
quasiconvex, which involves radii of curvatures of curves lying on the set D. Finally, we use the
above result for the study of non-linear least square problems, as they appear in parameter
estimation, for which we give sufficient condition ensuring existence, uniqueness and stability.

Résumé

Nous définissons une famille de parties d'un espace de Hilbert (les "ensembles
quasiconvexes") auxquels on peut, généraliser la théorie usuelle de la projection sur des convexes
(existence, unicité et stabilité de la projection pour tous les points d'un voisinage de I'ensemble).

-Nous donnons ensuite une condition suffisante constructive pour qu'un ensemble D soit
quasiconvexe (la condition de taille x courbure), faisant intervenir les rayons de courbure de
courbes situés sur D. Enfin, nous appliquons les résultats précédents a 'étude de problémes de
moindres carrés non linéaires, tels par exemple ceux rencontrés dans l'estimation de parametres,
pour lesquels nous donnons des conditions suffisantes assurant l'existence, 'unicité et 1a stabilité
des solutions.

Keywords

. Non-linear least squares, parameter estimation, identification, inverse problems, projection
theory, approximation theory.

Mots Clefs

Moindres carrés non linéaires, estimation de paramétres, identification, problémes inverses,
théorie de la projection, théorie de 1'approximation.
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1 - INTRODUCTION

The initial motivation for this work has been the estimation of distributed parameters in
partial differential equations. This problem is most usually stated using an "output least square”
formulation :

(1.1) find x € C such that J(x) < J(x) Vxe C

with

(1.2) J(x) = llp(x)-zlI2g

where x represent one point of the function space E of the parameter to be estimated, C the set of
admissible parameters of E, ¢(x) represents the value of the observation operator applied to the
solution of some P.D.E. admitting x among its coefficients, and z is a given point of the data
space F.

In this context, C is quite often closed convex and bounded, E a Banach space (sometimes
also an Hilbert space), the data space F is an Hilbert space, and the ¢ mapping, beside being
regular (at least C2) has unfortunately no other interesting properties.

Solving (1.1) (1.2) is also the concem of the approximation theory, but in a somewhat
different context : the objective being there to find the best approximation to a given element
(usually a function) z of an Hilbert space F using a function ¢(x) depending on a finite number of
parameters x € R». Hence the main difference is that the approximation theory solves the least
square problem (1.1) on C = E, or sometimes on C open subset of E, whereas in the parameter
estimation problem C is usually closed and bounded. A second difference is that the
approximation theory is mainly concerned with finite dimensional parameter spaces E, whereas in
parameter estimation one would need to encompass infinite dimensional parameter spaces E.

The two domains have evolved quite independantly : the approximation theory has
developped mathematical tools for the study of the fundamental properties of (1.1), as existence
and uniqueness of x, continuity and derivability of the z — @(x) solution, based mainly on a
geometrical study of the variety @(R") in term of its radii of curvature (see for example [1],[2]).

The parameter estimation theory has first tackled with the infinite dimensionality of the
parameter x, especially concerning the more practical problem of finding efficient ways of
calculating the derivative J'(x) without having to solve the state equation or its derivatives
infinitely many times : optimal control theory and the adjoint state technique have become the
standard now, and allow for efficient numerical implementation of optimization algorithms for the
solution of (1.1) on computers. Tools have also been developped ([3]) which allow to check that
the finite dimensional approximation of (1.1) (1.2) retain the fundamental properties of (1.1)
(1.2) as existence, uniqueness, stability, provided of course that these latter hold. But there
existed until now virtually no way of checking wether or not these fundamental properties hold,
neither for the continuous probiem (1.1) (1.2) nor for its finite dimensional counterpart. The only
available existence results were based on compactness (on C or through regularization), which
could give no insight into the uniqueness problem ; stability results were obtained for local
minima of (1.1) (1.2) only ([81,[9]).

The technique presented in this paper is the developpement of previous work by the author
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([41,[5],[61.[7)). It gives sufficient conditions for existence, uniqueness and stability of global
minimum for problem (1.1) (1.2), which take advantage of the boundedness of C, and require
neither compactness nor finite dimensionality of E (corollary 4.19 or, more general but more
technical, theorem 4.18). This approach is based on a geometrical study of ¢(C), using the notion
of radii of curvature of curves lying in ¢(C).

The two basic ingredients for this are :

« A generalization, to a family of so-called guasiconvex_ sets, of the usual theory of
projection on convex sets in Hilbert spaces.

« A constructive sufficient condition for set-quasiconvexity, called the size x curvature
condition (paragraph 3.2).

Then the basic additional assumption which will ensure that (1.1) (1.2) is wellposed is that
@(C) satisfy the size x curvature condition. Of course, when @ is not injective this wellposedness
is to be understood in a sense which is precised in paragraph 4.

The potential interest of the technique presented here for parameter estimation problem is
that it may allow to check numerically on the discretized finite dimensional counterpart of (1.1)
(1.2) for its wellposedness, and/or obtain non linear confidence regions ; this technique will also
apply to the regularized problems, as we shall see in a forthcoming paper. Its practical limitation
is that the required amount of computation becomes very large when the dimension of E
increases. More over, though theory holds for infinite dimensional E, there is yet no such
example - except for regularized problems - where it has been shown to hold.

Let us also mention that the tools developped in this paper yield a sufficient condition
("@(C) satisfies the size x curvature condition") which, added to the hypothesis that ¢ is a local
homeomorphism (i.e. ¢'(C) continuously invertible) will imply that ¢ is a global
homeomorphism from C on to @(C). We refer for this point of view to [11], where a
“path-lifting" condition is given to obtain a global homeomorphism over the whole of E.

2 - QUASICONVEX SETS AND PROJECTION THEORY

Let:
F = Hilbert space
(2.0.1) DCF
ze F
be given. We consider in this paragraph the problem of projectingzon D :
(2.0.2) find X e D such that J(X) = IX-zll2z = min over D
We are interested in studying the existence and uniqueness of global minimum X, the location of
vossible local minima, and the continuity of the z — X mapping. We want a theory which
reduces, when D is convex, to the usual theory of projection on convex sets.

2.1. Equipping a set with pathes

We begin by equipping the set D on which we want to project with something which will
2



Play the role of the segments of a convex set, namely a collection P of pathes P : [0,1] = D.

By similarity to the fact that any [X,Y] segment of F can be naturally parametrized by P : v
€ [0,1] - (1-v)X + v Y, which satisfy IIP'(\_/— Mg = IY-XIllg = length of segment [X,Y], we shall
require that :

v > P(v)is C? from [0,1]in D

2.1.1) Pe P = -
IIP'(V)Ilg = non zero constant Vv e [0,1]

which allows us to define ;

8(P) 2 IIP'(v)ll > O = length of path P
v e [0,1] = reduced arc length along the path P.

(2.1.2)

Also by similarity to the properties of segments of a convex, we shall require that P
contains enough pathes so that one can connect any two distinct points of D :
forany X, Y € D, XY, there exists at
(2.1.3)  leastone pathP e P connecting X to Y,
i.e. satisfying P(0) = X, P(1) =Y
and that it is stable with respect to restriction :
for any P e P and any \7, v'e (0,11, V' < 7",
(2.1.4)  the path B: v e [0,1] - P(1-V)V'+vv")
belongto P .
As we shall be using collection of pathes P satisfying (2.1.1), (2.1.3) and (2.1.4) through out all
this paper, we state the

Definition 2.1. We shall say that :
P acollection of pseudo-segments
if and only if
P satisfies (2.1.1), (2.1.3) and (2.1.4).

We discuss now shortly possible choices for P in a non necessarily convex set D :

A first natural idea, which is the direct generalization of one possible definition of the
segments in a convex, is to define P as the collection of all minimum-length pathes connecting
any point X of D to any other point Y of D (provided of course that such pathes satisfy (2.1.1)
and (2.1.3). This choice, which is undoubtedly the most intrinsic one, would probably give the
best estimations in the size x curvature condition of §3, as discussed in [7] ; when D is convex, it
resumes to choose for P the collection of all segments of D, in which case the forthcoming
projection theory exactly reduces to the usual convex theory. However, this choice is not
necessarily the best, even when D is convex, for certain applications as the estimation of the best
lipschitz constant of the projection operator ; moreover minimum length pathes an extremely
difficult to compute when D is not convex, and others choices can be made.

For example, in the very usual case where D is the image, by the C 2-mapping ¢, of a
3



segments of C ; this approach will be developped in paragraph 4 for the solution of non linear

least squares problems.
We give now some notations and properties concerning the pathes P of a collection of

pseudo-segment P :
We define the velocity v(v) and the accelleration a(v ) with respect to the reduced arc length
v by :
(2.1.5) v(v)=P() , aWv)=P'V)
which of course satisfy :
(2.1.6) <v(v),a(v)>=0 ¥ve [01]
We shall also use the radius of curvature of the path P at P(v), given by :
- )
@17 pv) = Ve 3B R {s e
la(Wilg  lla(w)ll

Not surprisingly, as the pathes P of P play the role of the segments in a convex set, we
shall need to measure the "distance in D" of two points X and Y of D by the length of the pathes
connecting Xto Y :

Definition 2.2. Let D be equipped with a collection of pseudosegments P . Thus, for any
X, Y € D, we call "distance in D of X and Y" the quantity :
(2.1.8) 3(X,Y) = Sup §(p)
PeP
P:X-Y
with the convention that :
(2.1.9) X, )=0 if there is no path from X to Y.
(Due to hypothesis (2.1.3) the latter case may arise only if Y=X).

Notice of course that :
(2.1.10) IX-YII<d(X)Y) V¥X,YeD
and that, under the sole hypothesis that P is a collection of pseudosegments, it may happen that
some pathes "make a loop", i.e. that
(2.1.11) (X, X)>0
for some X of D.

We conclude with a remark on the notations : we use v to denote the reduced arc length
along the path P ; the reason for that is that in paragraphs 3 and 4 we shall use v to denote an
other parametrization of the same path P : through out the paper the bar notation will refer to
quantities relative to the parametrization by the relative arc length.

2.2 iconvex set

We recall first elementary results on quasiconvex functions :



Definition 2.3. A functiond : [0,1] — IR is strictly quasi convex if and only if :
viva € [0,1], ve ]vvo[ = d(v) < Max {d(vy),d(vy))}

Proposition 2.4. A continuous quasiconvex function from [0,1] to IR has :
- one and only one global minimum
- no other local minimum
We turn now to our definition of quasiconvex sets :

Definition 2.5. A set D equipped with a collection of pathes P (in short a set (D,P )) is said to be
quasiconvex if and only if :
i) P is a collection of pseudo-segments,
ii) There exists a neighborhood V of D in F, and a continuous function € : V — (IR* -
{0}) U {+ ==} such that : '
ze 'V
<z-PW)a() >

2.2.1) O<n<ezd = k(z,P)=_Max 5 <k(zm) <1
v e [0,1] S(P)

Pe P(zm)

where :
(2.2.2) P (zm)={Pe P |lIP()-zllg £d(z,D) +n, j= 0,1}
v =reduced arc length along the path P.

We give first 3 geometrical interpretation of condition (2.2.1) ; define (cf.figure 2.1) :
(2.2.3) d(v )=IIP(v) - zllg

(2.2.4) a(v ) =angle between a(v ) and z-P(v ).
Then, we obtain from (2.1.7_) that :
225 k@P)=_Max Y cosa()
ve[0,1] p(v)

and the condition k(z,P) < 1 thus means that the projection H of z on to the normal to the path P at
P(v ) stays on the half-line originating at center of curvature C of the path and pointing towards
the path. The condition k(z,n) < 1 means that the projection H of z stays away from center of
curvature C uniformly for all pathes in D whose extremities are at a distance of z less than or
equal to d(z,D)+n. |
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Figure 2.1. : Geometrical interpretation of the quasiconvexity condition for the set D.

It will be convenient to define :

(2.2.6) P(z)= U P(zn)
0<n<eg(z)

= {P e P1IP(j)-zllg < d(z,D)+&(z), j=o,1}

so that :
(2.2.7) zeV, Pe P(z) =2k(zP)< 1



We give now two reasons for calling "quasiconvex" a set satisfving (2.2.1) :

The first reason is its relations with quasiconvex functions :

Proposition 2.6
Let (D,P ) be quasiconvex.

Then, foranyze V andPe P (2),
i) v = f(v) =l P(v )-zlI2 is strictly convex
i) v = d(v) =l P(v )-zlig is strictly quasiconvex.

Proof : An easy calculation yields :

_<zP(v),a(v) >

228 o =28P21 :
5(P)

so that :

(2.2.9) f'(v) 2 28(P)2 (1 - k(z,P)) > 0
as P is taken in P (z) withze V. Hence v — f(v_) is strictly convex, and its square root vV o
d(v) is strictly quasiconvex. m

Remark 2.7

The strict convexity of v — f(Vv ) is not retained when the curvilinear abscissa v is replaced
by some other parametrization v, whereas the strict quasiconvexity of vV o d(V)is. m

The second reason is that we shall be able in paragraph 2.3 to extend to quasiconvex sets
the usual theory of projection on convex sets in Hilbert space ; in particular, a convex set is
quasiconvex (take P = {segments of C with their natural parametrization}, V =F, £(z) = +oo, for
which (2.2.1) holds with k(zn) =0 < 1).

We conclude this paragraph with a simple property of pathes in a quasiconvex set ;

Proposition 2.8
Let (D,P ) be quasiconvex.

Then the pathes P of P cannot "make a loop", i.e., forany Pe P ,the v — P(V) mapping
is injective, which is equivalent to say that, for any two points X and Y of D :
(2.2.10) 3X,Y)=0 o X=Y

Proof : We proove that vV 5 P(\T) mapping is injective. If not, there would exist v', v" e (0,1]
such that :
Pv)=P(v')=some X e D

AV RV



Introducing the path P: \7 - P((I-V )\7+V. V") we have :

.Pe P using 2.1.4)

.XeDCV

PG -XMg=0=dX,D)<dXD)+eX)= Pe P (X)
Hence the function v — d(v_) =l 13(7 )-X llg is strictly quasiconvex as we can see from
proposition 2.6, but this is contradictory to the fact that obviously d 2 0 with d(0) =d(1) = 0. m

2.3. Projecting on guasiconvex sets

We give in this paragraph a step-by-step construction of the projection operator on a
quasiconvex set (D,P ). The projection operator will be defined on the neighborhood V of D. The
construction essentially mimics the convex theory. We begin with :

Theorem 2.9 (Uniqueness of the projection)
If:
(2.3.1) (D,P) is quasiconvex
(23.2) ze V
Then :
(2.3.4) The "distance to z" function has at most one global minimum over D. Moreover,
all possible other local minima yield a value larger than or equal to d(z,D) + &(z).

Proof : Let X, X, € D, X # X, be two distinct local minima on D of the "distance to z"

function, and P € P be a path from X, to X, which exists because of (2.1.3). Necessarily, the
function v — d(\T) =1l P(\T)-z Il has two distinct local minima at v=0andv =1, and hence is not
strictly quasiconvex. Supposing that Il P(j)-z llg < d(z,D) + &(z), j=0,1 would imply thatP € P
(z) and then v — d(v ) would be strictly quasiconvex by proposition 2.6, which is impossible .So
necessarily :

jl\:la;; 1 P(§)-z lg2 d(z,D) + &(2)

or:
(2.3.5) Méa)]c I Xz g2 d(z,D) + €(2) > d(z,D)
=0,

This shows that at least one of the two local minima X, and X, has to be at a distance of z larger
than d(z,D) + €(z). Hence there can be at most one global minimum(which by definition is at the
distance d(z,D) < d(z,D) + €(z) of z ! ), and all other local minima are necessarily at a distance of
z larger than or equal to d(z,D) + £(z). =

We turn now to :

Proposition 2.10 (Obtuous angle lemma)
Let D be equipped with a collection of pseudo segments P, ze Fand Pe P be given,
and define d(v) = Il P(v )-z Il



If:

(2.3.6) the v — d(v) function has a local minimum at v =0
Then :

(2.3.7) d(0)% + (1-k)8(P)2 < d(1)2

where :

(2.3.8) k=k(z,P)

(k non necessarily strictly smaller than one ! ).

Proof : The function :
f(v) =d(v )2 = P(v)-z %
has also a local minimum at v =0, so that :
f(0) 2 0.
But, as is the proof of proposition (2.6), we have :
'(v ) 2 28(P)2(1-k(z,P))
(k(z,P) non necessarily strictly smaller than one ! ).Then the Taylor expansion of f :
f(1) = £(0) + £(0) + 1/2 f"((l-o) for some \70 e [0,1]
yield the sought result. w

Remark 2.11 (geometrical interpretation of the theorem of the obtuous angle).

If (D,P ) is quasiconvex, if z is taken in V and P in P (z), then k = k(z,P) < 1. Then
(2.3.7) is the analogous, for the curvilinear triangle (z,P(0),P(1)) (see figure 2.2), of the property
that in a triangle, the sum of the squared length of edges adjacent to an obtuous angle is smaller
than the squared length of the opposite edge. =

Proposition 2.11 (Continuity lemma)

Let D be equipped with a collection of pseudo segments P , and z, zi € F be two points of
F admitting projections X, and X, on D.

Then one has, for any path Pe P from Xjto X, :

(2.3.9) (1-k(P))3(P)) < ll zy-z, g

where :

(2.3.10)k(P) = (k(zy,P) + k(z;,P))/2

(k(P) non necessarily strictly smaller than one ! ).

Proof : From (2.1.2) we know that :
8(P) > 0.



P(1)

"obtuous angle"

A

Figure 2.2, : Tllustration of the obtuous angle theorem.

Figure 2.3. : Notations for the continuity lemma.
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Defining a function Vo f(i/— )by:
(2.3.11) f(v) =1 P(V) - (1-V )zg - v 2,112 ¥ve [0,1]
we obtain :
fF'(V)=20v(V)+29-2) IE +2<P(V) - (I-V)zg - V 21, a(V ) >
Developping then the square, using the Cauchy-Schwarz inequality and the definition of k(z,P)
yields :

2
: lzg-z,1l lzz4
2/ 5 X292ilF | 2021'F

23.12) 228072 1- - (1-v)kg- VK
\ S(P) 8(P)2 . 0 1

where : _ B

(2‘313) kj_—.k(zj,P)=_Sup <Zj-P(V)’ a(V)> j:O,l

ve [0,1] 8(P)2
From (2.3.12) we see that the function :

2
”ZO*ZIHF “ZO'ZIIIF
+

v o V) + vA-VEP)E{ 1-2 (k0+k D+ L (w)k kg - 2

8P)  §p)?
is cbnvcx, and hence, with the notatiohs of figure 2.3 and of (2.3.10) :
@3.14)  di+ (1K) - S(P) S(P) S legzlg + 3 lzgzlEs <1dp+rdl

Using now the obtuous angle lemma in the curvilinear triangles (z(,X,P(1/2)) and (z;,x,,P(1/2))
yields, as the length along P from XO or X, to P(1/2) is 8(P)/2 :

p
(1k0)8() <a?
(2.3.15)
d1+(1k1)8(P) <d?

Plugging these results in the RHS of (2.3.14 ) and rearranging the terms, we obtain :

S(P) S(ZP) lzgz,lg ; d'(2)+% d'%-dg-% lzgz,l3
But F is an Hilbert space, and from the mediane theorem we see that the R.H.S. of (2.3.16)
vanishes ! Dividing then (2.3.16) by 8(P)/2 > 0 yields the sough result (2.3.9). =

We can now state the

(2.3.16) (1-k(P)) ——

Theorem 2.12 (Continuity of the projection)
If :
(2.3.17) (D,P ) is quasiconvex
(2.3.18) 2y, z; € V admit projections Xy,X; on D
zy,2) "are not too far one from the other", precisely if there exists d 2 0 such that
(2.3.19) |
lzq2 b + Max d(z; D) < d < Min \d(z Dj+e(z) )

Then :
11



(2.3.20) IXo-X; g < 8(X,X)) < (1-k)-! llzg,z, NI

where :

(2.3.21)k = (kg+k)/2

(23.22)k; =k(z;n) <1 j=0,1

(2.3.23)0< n;=d-d(z,D) < &(z) j=0,1

which proves the continuity of the projection.

We remark first that hypothesis (2.3.19) will actually be satisfied as soon as z; and z, are
close enough : if for example z; — z,, then :

lzg-z, g+ }:’Ié)l( d(z;D) - d(z(,D)

J:
because of the continuity of the z — €(z) function. As €(zg) > 0, the existence of some d

Min {dz;Dy+ez)} - d(zoD) + £z

satisfying (2.3.19) will be ensured for z; close enough to z,.

Proof of theorem 2.12
We remark first that (2.3.23) follows immediately from hypothesis (2.3.19), and that

(2.3.22) follows from (2.3.18), (2.3.23) and the quasiconvexity of D. Hence k < 1 and the
coefficient in the RHS of (2.3.20) is strictly positive. We are left with the proof of (2.3.20),
which we separate in two cases :

Case 1: Xy = X, : Then, from proposition 2.8, we know that necessarily 6(X,X;) =0, so that
(2.3.20) holds trivially.

Case 2 : Xg # X, : Then we know from (2.1.3) that there exists P € P going from X to X, so
that we can apply the continuity lemma (proposition 2.11), which yields :
(2.3.24) (1-k(P))3(P) < lizy-2, I
with :
k(P) = (k(zo,P) + k(z;,P))/2
As Xp and X, are the projections of z; and z;, we have :
lix;-zjllg = d(z;,D) < d(z;,D) + 7;
But from (2.3.19) and (2.3.23) we see that :
IX-zlp< lzpz g+ Xzl < d = d(z;D) + n;
3k=0,1 , j#k

which shows that :

Pe P (ZJ,T]J) j= 0,1
Hence, using the property (2.2.1) of quasiconvex sets, we find that :
k(ZJ,p) < kj = k(zj’nj) <1 j = 0,1

so that :
k(P) <k = (k,+ky)/2 < 1
Plugging this inequality in the L.H.S. of (2.3.24) and dividing by 1-k > 0 yields the sought
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formula (2.3.20). ' _

We conclude the proof by checking that the majoration (2.3.20 thru 23) implies the
continuity of the projection (provided of course it exists, which will be proved in theorem 2.15) :
Letzy e V be given, and suppose that z; — z,. For z, close enough to z,, hypothesis (2.3.18)
(zy € V) and (2.3.19) (see comments before the proof) will be satisfied, so that (2.3.20) holds,
with the following upper bound for k :

k<ky+t2<1
which is independant from z; and hence proves the continuity of the projection. s
We give now the :

Proposition 2.13 (Continuity of the injection of (D, Il Ilg) in (D,5)).

If :

(2.3.25) (D,P ) is quasiconvex

Then :
X, XeD

(2.3.26) ) =28X,X)>0
X - XlIg — 0

Proof : This proposition results from the application of proposition 2.12 to z;=X;€ D,j=0,1,in
which case the projection of z;on D obviously exists ! . w

Proposition 2,14 (Mediane Lemma)

Let D be equipped with a collection of pesudo segments P,ze FandP e P be given, and
define d(v ) = Il P(v )-z .
Then the following inequality hold (see figure 2.4) :

2
(2.3.27) d(%)2+ (1-k)8—(§)— < % d(O)2+% d(1)*
where : '
(2.3.28)k = k(z,P)

(k non necessarily strictly smaller than 1! ).

Proof : As in propositions 2.6 and 2.10, we define f(v ) =d(v )2 =l P(v )-z IRg, and find that :
£'(v) 2 28(P)2(1-k)

where k is defined by (2.3.28). Hence the funciion Vo f(V)- \T(I-V)S(P)z(l-k) is convex,

which proves (2.3.27). =
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2
P(1)

d(1)
P(0)
d(0)

Figure 2.4, : Nllustration of the mediane lemma.

z

Figure 2.5. : Notations for the theorem of existence of the projection on D.
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~ Theorem 2.15 (Existence of the projection)

If :

(2.3.29) (D,P) is quasiconvex

(2.3.30)Disclosedin F

Then :

(2.3.31)any z € V has a unique projection X on D

(2.3.32) any minimizing sequence is converging toward X
for both the IIX-Yllg and the 8(X,Y) distances.

Proof :

Letz € V be given, choose d such that :
(2.3.33) d(z,D) <d < d(z,D) + £(2),
and let {X; € D, ne IN} be a minimizing sequence of the "distance to z" function JIX) =
IX-zI2; defined in (2.0.2). Of course, there exists N e IN such that :
(2.3.34) dy, =1 X -zl <d, dy=11X-zllg<d
for m,p larger than N.

In order to proove that 8(Xm,Xp) — 0 when m,p — +eo, it is sufficient to consider only
couple of indices m,p for which 8(Xm,XP) >0!

Solet m,p > N be chosen such that §(Xm,_p) >0

This implies by proposition 2.8 that X # X, and hence that there exists a path P € P
going from X, to X;,. From (2.3.33-34) we see that :

Pe P(zn)

with :
o<n=d-d(zD)<e(z)
so that :
(2.3.35) k(z,P) <k(zn) <1
Applying now the mediane lemma to the curvilinear triangle (z, Xm» Xp) yields, with the
notations of ﬁgure 2.5:

5(P) 2 1 2

< i— dm+ 3 dp
where k = k(z,P). Using (2. 3 35) and the fact that d,, > d(z,D) yields :
8(P) Sl

-fd 2d d(D)

This inequality holds for any path P going from X to X, Hence :

+(1-k) ——

(1-k(z

(lk(,n))("" D <laelal a%n)

with k(z,n) < 1 and independant of m and p. But when m,p — +oo we have :
d2,, - d%(z,D)
d2, - d2(z,D)

which shows that :

(2.3.36) 8(Xm,Xp) = 0 when m,p — +eo

15



As Il X, X, 1< 8(X ), X)), (2.3.36) implies that {X, ) is a Cauchy Sequence, thus
converging in F toward some X € D, as F is complete (Hilbert space) and D closed :
X -Xllg—0 when n — o
But , as we have seen in proposition 2.13,this implies that:
3XX) = 0 when n — oo
which ends the proof of theorem 2.15. w

2.4. Obtaining a locally uniform lipschitz constant for the projection operator

We make in this paragraph the additional assumption that the radii of curvature along the
pathes stay away from zero locally uniformly, i.e. :

VzeV, V¥nm st 0<n<e@), YPe P(z1n)

(2.4.1) L
PV 2RP) 2Rz VYve [0,1]

This hypothesis will be satisfied in most of the cases where (D,P ) will be quasiconvex, as
prooving that k(z,P), which is given by (2.2.5), stays away from 1 will usually involve prooving
that p(;—) stay away from zero.

Then the projection on D becomes locally lipschitz continuous on V :

Theorem 2.16
Let (D,P ) be quasiconvex and satisfy (2.4.1).
Then, for any z € V, there exists 1 > 0 and k < 1 such that :
(2.4.2) 1 Xo,X; g < 8(X.X)) < (1-k) 1 1 -2 llg
for all 2y, z; € B(z,n) admitting projections X,,X; on D.
Given z eV, m and k can be selected by the following procedure :
. choose 11 > 0 such that :
(2.43) 2n<e(@

(24.4) k@2 +—1— <

R(z,2n)
.definek < 1by:

n

R(z,2n)

(2.4.5) k =k(z,2n) +

Proof :

It is a simple corollary of the continuity lemma 2.11. If Xy = X, then (2.4.2) holds
trivially. If X, = X, we see from proposition 2.11 that (2.3.9), (2.3.10) hold for any pathP e P
going from X, to X,. But we have now :

< 2-P(V), a(V) > <z77,a(v) >

k(z;,P) £ _Max > + _Max
velodl  §(P) veloa]  §(p)>

hence, using (2.4.1) and the fact that zj€ B(zn):

(2.4.6 k(z,P) < k(z,P) + —1 i=0,
) (z;P) < (zP)+R(P) ¥j=0,1
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But, as z€ B(zn):
(2.4.7) Pe P (z,2n)
so that (2.4.6) can be majorated by :
n
R(z,2n)

(2.4.8) k(z;,P) <k(z,2n) +

i.e. using (2.4.4), (2.4.5) :

(2.4.9) k(z;P) <k <1 V¥j =0,

which, together with (2.3.10) and the fact that (2.3.9) holds for any path P from X, to X,
completes the proof of 2.4.2. =

Remark 2.17
When (D,P ) is quasiconvex and satisfy (2.4.1), we may define at every pointze V :

(2.4.10) k(z)= Inf k(zm) € [, 1|
0<n <g(2)

Then we see from (2.4.2), (2.4.5) that :
2.4.11) (1-k(z))"! = lower bound to the lipschitz constant of the projection on D around z.
When z admits a projection X on D, k(z) can be quite easily computed by the formula :

cos o

(2.4.12) k(z) = d(z,D) Su
P goes X p

with obvious definition for o and p (see figure 2.6). =

17



d(z,D)

Figure 2.6. : Notation for k(z).

3. A SIZE x CURVATURE SUFFICIENT CONDITION

We want to develop in this paragraph a sufficient condition for the quasiconvexity of a set D
of the Hilbert space F, with a cylindrical neighborhood V :
V ={ze Fld(zD) < Y(D))
where the number Y(D) will be computed by considering all pathes P of P . We shall consider in
this section pathes P parametrized by some arbitrary parameter v € [0,1], as this will prove useful
for the applications.

18



In order to avoid any confusion, we shall use the bar notation for all quantities related to the
parametrization by the arc length ; for example :
P shall denote the v — P(v) mapping
P shall denote the v — P (V) mapping
v shall denote the velocity with respect to v
v shall denote the velocity with repect to v
p shall denote the v — Il v(v) 12/ a(v) Il mapping
p shall denote the v — Il v (v) I2 /1l a (v ) | mapping
etc...

3.1. Not necessarily the reduced arc length.

We equip the set D with a collection P of pathes P :.[0,1] = D which satisfy (compare
with paragraph 2.1) :

(3.1.1) Pe P = v —P(v)is C2 from [0,1] inD .
(3.1.2) for any X,Y € D, X#Y, there exists at least one path P € P connecting X to Y,
i.e. satisfying P(0) =X, P(1) =Y
(3.1.3) for any P e P and any v, v" e [0,1], V' < V", the path P:ve (0,1]. »
P((1-v)v'+vv") belongsto P
and :
(v(v) # 0 for v # v, Iv-v! small enough
Pe P and
(3.1.4) voe [0,1] < YV g AW V) v av)
V(v =0 vl ||V(\,)||2 lv(W)ll vl |1V(v)||2

khave a limit when v — v,

where v(v) and a(v) denote the velocity and accelleration with respect to v along the path P ;
(3.1.5) v(v) =P'(v), a(v) =P"(v)
Note that (3.1.4) eliminates parametrizations which “stationate" too much, and in parﬁcular
constant pathes.

We check now if one can re-parametrize pathes satisfying (3.1.1 thru 4) as C2 functions of
the reduced arc length, which would make of P a collection of pseudo-segments.

Using (3.1.1) we can define the length 8(P) of the path P and the reduced arc length
v_€ [0.1] along this path by :

1
(3.1.6) 8(P)=j0 lv(v) Ipdv

(3.1.7) v =s(v) = (1/3(P)) J‘O I'v(v) Igdv

From (3.1.4) we obtain that the s : v — v mapping is strictly monotonous, and hence can be
inverted, thus allowing to parametrize the path P by its reduced arc length \)_by setting :
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(3.1.8) P(v) =P(s1(v)). L ~
Defining then the velocity v (v ) and the acceleration a (v ) with respect to the arc length v by :
(3.1.9) v(v)=P(v), a(v)=P'(v),

a simple calculation yields, at points when 20 :

(3.1.10) V(v):l—'vl,}; 5(P)

G.LID 5(;)={ az’uvvufnv‘flp’ a2>} 3@

vl IVl

Hence we have the :

Proposition 3,1
Let D be equipped with afamily of paths P = {P:ve [0,1] - P(v) € D}, and define
P={(P:ve[01]>P(V)e D})by (3.1.8).
Then :
P satisfies (3.1.1 thru 4) = P is a collection of pseudo segments.

Proof : The pathes P of P satisfy obviously (2.1.3) and (2.1.4). The derivatives P’ and P" are
defined by (3.1.10) and (3.1.11) at all points v such that v(s-l(\T )) # 0, and are continuous at
these points ; but from (3.1.4) we can also define P' and P", using a continuity argument, at
points Vg such that 5'1(\70) =0 ; Hence P' and P" are defined and continuous all over [0,1],ie. P
is a C2 function, and from (3.1.10) we see that Il \T(\T) Ilg = 8(P) = constant, so that P satisfies
also (2.1.1). =

By similarity to the formula (2.1.7) for the radius of curvature of the path, which we
rewrite here as :
(3.1.12) POV)=lv(V)IRg/lla (v)llpe IR U {+oo)
we shall define, for pathes parametrized by an arbitrary parameter v, the quantity :
(3.1.13) pV) =llv(v)IRg/lla(v)lip € IR U {+oo)}
which has no simple geometrical interpretation;we can call it the ginematic radius or curvature as it
includes the accelleration along the trajectory. In order to compare p(v) and ;—)-(\7 ) we see from
(3.1.10), (3.1.11) that :

(3.1.14) v llg = 8(P)
1
- lat 2
(3.1.15) uauF=—af2- {1 .<ﬁ“_,ﬁ>2\25(p)2
hvig Flale
Hence:

1
- v a 2 2
(3.1.16) pP=p {1'<||v|lF’Ilallp>}

and

(3.1.17) PSP (V)

so that p(V) can be seen as a lower bound to the radius of curvature E(\T). But from (3.1.4) we
see that, forany P e P we have :
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(3.1.18) RP)= Inf p(v)>0
: v € [0,1]

and hence from (3.1.17) :

(3.1.19)  R®)=_ Inf p(v)} R(P)>0.
v € [0,1]

This will allow us to proove the :

Proposition 3.2
Let P satisfy (3.1.1 thru 4). Then a path P € P goes at most a finite number of times
through a given point X eD.

Proof : Using proposition 3.1. we can parametrize P by its reduced arc length v.Let V', v" be
two consecutives values of v for which P(V) = X ; the Taylor formula yields:

v"
P(v") =P(v') + P(V)(V"-v') + J‘; (vV"-V)P"(v) dv
Hence, with the notations (3.1.9) e

v" — — — —
vV"'-vHv(v') =- J‘-V-T v"-v)P"(v)dv

and, using (3.1.12), (3.1.14), (3.1.19)_3
—_ ) o
V'-v18(P) < —=— |— (V"-
VV()R(P) V'(vv

so that :
(v'-v)3(P) 2 2R (P ) 2 2R(P) > 0
which prooves the proposition. w ,
We shall also need the lower bound of the radii of curvature of all pathes of P ; so we

define :

(3.1.20) RMD) = Inf R(P)
PeP

and :

(3.1.21) R(D) = Inf R(P)>R(D)
PeP

where of course P is made of the same pathes as P , but reparametrized as function of the
reduced arc length. '

3.2. How much does a set deviates from a convex ? The size x curvature condition.

Let D be equipped with a collection P of pathes satisfying (3.1.1 thru 4). We want to find
one measure of the deviation of D from a convex.
As the role of the segments for a convex set is played for D by the pathes P € P |, we first

measure how much a path P departs from a segment, For that purpose we define along the path P

a (positive concave) function g(v) by the 1-D elliptic problem :
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(3.2.1) -g'WM=llanil , g0)=g1)=0

and we compare g(V) to the cinematic radius of curvature p(v) = Il v(v) 2/l a(v) Il by defining a
number Y(P) € IR U {+oo} b)I':

62 w)= If {om- g} < R®)

VE

We do not pretend to give here any motivation for the construction of this number Y(P) : the
reason for this definition of y(P) will only be apparent when going through the proofs of
paragraph 3.3.

But we want to show that the above defined number Y(P) gives a measure of the deviation
of the path P from a segment.

Consider first for that purpose the case where the parameter v € [0,1] along the path P
happens to be the reduced arc length v € [0,1]. Then equations (3.2.1), (3.2.2) read, using
(3.1.12), (3.1.14) :

2
323  Fw=22 | 50=z1=0
p(v)
and : _ L B
(3.2.4) Y(P) = _ Inf {p(v) - g(v)}
v e [0,1)

If we denote by Emm and Emax lower and upper bounds of the radius of curvature E(\7 ) along the
pathP:
(3.2.5) 0< Pmin P V) <Pmax

then a simple calculation shows that:
2
- 8 P o (P
(26 Pmin - ol S YP) € Py - DD

8p min 8p max
So if we compare various pathes P having the same length 8(P) we see that :

.¥(P) = +oo when Emm — oo, i.e. when the path tends to become a segment.

. ‘7 (P) = -0 when amax — 0, i.e. when the path tends to accumulate into a point, thus
departing more and more from a segment.

. y_ (P) > 0 as soon as 8(P) < 2v2 p_mm . Hence circular pathes satisfy y_ (P) >0 as long as
they turn from an angle strictly smaller than 2v2 < & radians.

If we consider now the general case of a path P parametrized by some v € [0,1], the above
interpretation remains qualitatively valid for y(P) defined by (3.2.1), (3.2.2), provided that the
tangential accelleration alon g the path v — P(v) remains bounded.

This allows us to give the following interpretation of the sign of Y(P) for any path P :
(3.2.7) YP)>0 & the length of the path P is not "too large" with respect to its

radii of curvature,
so that the number Y(P) gives us some kind of measurement of the deviation of the path P from a
segment. In the case of a path Pe P which is a part of one other pathPe P, asin (3.1.3), one
checks easily (cf.[7]) from the definition of Y(P) that :
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(3.2.8) YP) < ¥(P)
We can now measure the deviation of the set D from a convex by considering the worst

deviation of a path P € P from a segment ; so we associate to D the number y(D) defined by :
(3.2.9) YD) = Plﬂfp ¥(P) < R(D)
€

Remark 3.3
It is sufficient, in ;ight of (3.1.3), (3.2.8), to calculate y(D) by taking in (3.2.9) the

infimum only over the maximal pathes of D (provided of course that they exist) :
(3.2.10) yD)= Inf yP)
PepP
P maximal

where :
(3.2.11) P e P is maximal iff there exists noP'e P suchPis a subpath of P'. m

Definition 3.4
The set D equipped with the collection of pathes P is said to satisfy the size x curvature
condition if and only if :
(3.2.12) the collection of pathes P satisfies (3.1.1. thru 4) , '
(3.2.13) Y(D)>0 ¢ the length of each path P of D is not "t00 large" with respect
to its radii of curvature.
The number (D) which we use to measure the deviation of the set D from a convex dépends on
the geometry and the parametrization of the collection of pathes P used for its definition ; we
have discussed in [7] the choice of P which yields the less restrictive size x curvature condition,
i.e. which gives the largest Y(D) : there are hints that, for a given geometry of the path, the
(reduced) arc length visa good parametrization (it gives at least the largest value to p(v) as we
have seen in (3.1.17)!), and that among all possible path geometries, minimum length pathes
won't do too bad.

3.3. Size x curvature condition and guasi convexity

As in the previous paragraph, we consider here a set D equipped with a collection P of
pathes satisfying (3.1.1 thru 4).

In the convex case, the "distance to z" is, for a given z, a convex function alon g a segment ;
we see now what this becomes when. the segment is replaced by a curved path :

Lemma 3.5 ,
Let D equipped with a collection P of pathes satisfying (3.1.1. thru4), ze FandPe P
be given, and define (cf.figure 3.1) :

(3.3.1) d(v) =1l P(v)-z lIg Yve [01]
Then :
(3.3.2) d(v) £(1- v)d(0) + vd(1) + g(v) Yve [01]

where g is the concave function associated to the path P by (3.2.1).
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P()

path P

d(1)

d(0)

z
Figure 3.1, : Notations for lemma 3.5.

Proof : Define f : [0,1] = IR+ by :

(3.3.3) f(v) =l P(v)-z I2g = d(v)2
Differentiating twice (3.3.3) yields, with notations (3.1.5) :
(3.3.4) f'(v) =2 <P(v)-z, v(v) >
(3.3.5) £'"(v) =21lv(v)-zlI2; + 2 < P(V)-z, a(V) >
From (3.3.4) we get:
(3.3.6) if (W < 2f(V)12 )l v(v) I
Plugging (3.3.6) into (3.3.5) yields, when f(v) > 0:
2
e 2T ofwramy
2f(v)
and, using the definition (3.2.1) of g:
vy fv)?
1

- s -8"'(v)20
2f(v)T  4Af(v)?
and hence, as d(v) = f1/2(v) :
(3.3.7) d"(v)-g"v)20
But from proposition 3.2. we know that f may vanish only for a finite number of values of v ;

hence (cf.figure 3.2) :
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Figure 3.2.

there exists 0 = vy <V, <...<vy=1suchthat:

(3.3.8) f(vg) 2 0, f(v) =0,j=1..J-1, f(vp)20
f(v)>0 Yve 1vj.q-vil Vj=12..J.
From (3.3.7) and (3.3.8) we find that :
(3.3.9) the function v — d(v) - g(v) is convex over each [Vj_l-vj] interval, j = 1...J

which, using (3.3.8) and the fact that the function -g is convex with g(0) = g(1) = 0, yields the
sought result (3.3.2). =

In the convex case, d(v) defined in (3.3.1) is convex, and hence f(v) = d(v)? is also
convex. In the next lemma, we investigate the meaning, in the non convex case, of the local
concavity of f :

Lemma 3.6
Let D equipped with a collection P of pathes satisfying (3.1.1. thru4), ze Fand Pe P
be given, and define :
(3.3.3)  f(v) =1l P(V)-z 2z = d(v)?
If: Co
(3.3.10)  f"(v) <0 over some non void subinterval of [0,1]
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Then :
(3.3.11) Max {d(0),d(1)} 2 y(P)

Proof : Let 0 < v' < v" <1 be such that :
f'(v)<0 Yve [v,"]
From (3.3.5) we obtain :
(3.3.12) 02f'(v) 22 11v(v) II2g - 2d(v) Il a(v) llg Vve [v,v"]
But from (3.1.4), Il v(Vv) llz cannot be identically zero over the [v',v"] interval. Hence we

can select a vy € [V',v"] such that :
f'(vo) <0and Il v(vp) 1>0
Then (3.3.12) shows that Il a(vg) Il > 0, so that we can divide (3.3.12), written at v = Vg, by
lla(vg) Il, which yields ; using (3.1.13) :
2
V(v Il = p(vg)
la(vilg
This, together with lemma 3.5, yields :
P(Vo) Sd(vp) < (1-vp)d(0) + vod(1) + g(vy)
and, using the definition (3.2.2) of y(P) :
Max {d(0),d(1)} 2 (1-v()d(0) + vod(1) 2 p(vy) - g(Vg) 2 Y(P)
which is the sought result.

(3.3.13)  d(vp=2

An immediate consequence is the :

Lemma 3.7
Let (D,P ) satisfy the size x curvature condition (definition 34),andletze FandPe P
be given :
If, using notation (3.3.1) :
(3.3.14) Max {d(0),d(1)} <y(P)

Then :
(3.3.15) v = f(v) = I P(v)-z I is strictly convex over [0,1]
(3.3.16) v > d(v) = Il P(v)-z g is strictly quasiconvex over [0,1]

Proof : From (3.3.14) and Lemma 3.6 we see that f'(v) cannot be negative on any subinterval of
[0,1]. As f " is a continuous function, this implies that f"(v) 2 0, ¥v € [0,1] so that f is convex.
Moreover, f cannot be affine on any subinterval of [0,1], as this would imply that f " (v) =0 on
this subinterval. Hence f is strictly convex on [0,1]. Then d(v) = f(v)1?2 is strictly quasiconvex as
the square root of a strictly convex function. =

We prove now the main theorem of this section :

Theorem 3.8

Let D be equipped with a collection P of pathes (parametrized by an arbitrary parameter v).
If:

(D,P ) satisfies the size x curvature condition (definition 3.4), so that R(D) 2 y(D) > 0.
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Then :

(D,P ) is quasiconvex (definition 2.5), with the followjpg choices for V and &(z) :
(3.3.17) V ={ze Fld(zD)<yD)}

(3.3.18) €(z)=¥v(D) -d(z,D)

and the resulting value for k(z,n) is :

d@D)yn _ D)

(3.3.19) k(zm)= ROD) RD)

<1, O<n<e(z)

Proof : Let (D,P ) satisfy the size x curvature condition of definition 3.4. From (3.2.9), (3.2.13)
we get '
(3.3.20) R(D)2vD)>0
This allows us to define V' and €(z) by (3.3.17) and (3.3.18).

Let us choose now ze D, 0 <1 <&(z) and P € P (z,n) as in the left hand side of (2.2.1).
First we see from (2.2.2), (3.3.18) and notation (3.3.1) that :
(3.3.21) Max{d(0),d(1)} £d(z,D)+n < y(D)
which, together with (3.2.9) shows that lemma 3.7 applies, hence the v — d(v) function is
quasiconvex.

In order to proove (2.2.1) we majorate now k(z,P) using (2.2.5) and the bar notation
introduced at the beginning of paragraph 3 :

k(z,P) < _Max g(l_)—

v e [0,1] p(v)
But the v — d (v ) function is quasiconvex (as the v = d(v) one is !), which, together with
(3.1.19), (3.1.21) yields :

k(z,P) < < Max{d(0), d(l)} Max{d(0),d(1)}

RP) * R(D)
‘and, using (3.3.21), (3.1.21) and (3.2.9) :
d(z,D)+n < YD) <1
R(D) “RO) °
which shows that (k,z,n) define by (3.3.19) satisfies (2.2.1). This ends the proof of theorem
38 m

We specialize in the next theorem the results on quasiconvex sets to sets satisfyin g the size

k(z,P) <

x curvature condition :

Theorem 3.9
Let D be equipped with a collection P of pathes satisfying (3.1.1 thru 4).
i) IfD isfy the "size = curvature” condition (definition 3.4 h
(3.322) R(D)2RM)2YD)>0
Then :

. The v — P(v) mapping are injective, YP € P
. The "distance in D" §(X,Y) of definition 2.2 and the usual distance in F, I X-Y ll, are
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ii)

1ii)

equivalent in the sense that :
(3.2.23) IX-Ylg € 3X)Y) <

- __d—) I X-Y I
RD)

as soon as :
(3.3.24) UIX-Ylg £d<¥D)

If moreover :

(3.3.25) d(z,D)<¥D)

Then :

. There exists at most one projection X of z on D, i.e. the "distance to z" function has at
most one global minimum over D.

- All possible local minima are at a distance of z larger than or equal to y(D).

. The "projection on D" mapping, when it exists, is lipschitz continuous : if Zy and z;
satisfying (3.3.25) admit projections 5(0 and Xl on D, one has :

-1
~ ”~ ”~ ~ d
RCH [ Xo-Yq g < Y) St{l-=——} lzgzyl
(3 3 26) [ XO 1"F S(XQ, 1) R(D)) 292y g

as soon as :
(33.27)  lzgz,lg + Max d(z,D) <d<yD)
¢=0,1

If moreover :

(3.3.28) DisclosedinF.

Then :

z has a unique projection X on D, and any minimizing sequence is a Cauchy sequence for
both the 8(X,Y) and Il X-Y i distances, and converges towards X for both distances.

Proof : This theorem is just a rewriting of theorems 2.9, 2.12 and 2.15 using theorem 3.8. In
fact, theorem 2.12 implies (3.3.23) and (3.3.26) only when the numbers d are chosen such as to
satisfy the double strict inequality in (3.3.24) and (3.3.27), but a continuity argument yields
immediately the sought result. =

4 - APPLICATION TO NON-LINEAR LEAST-SQUARES INVERSION

We apply in this paragraph the results on quasiconvex sets and the size x curvature

condition to the least-square solution of non-linear equations. Let :

E = a Banach space, with the norm Il IIg,
C C E = a convex subset of E,

(4.01) F an Hilbert space, with scalar product <,>,

¢ : C — F a C2 mapping
z € F = a given data point

We consider now the non-linear least square problem :

(4.02) find X € C such that J(x) = Il §(x)-z %z = min over C
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As we have seen in the introduction, such problem arises in various area, and especially in
parameter estimation problems : x represents the parameter to be identified, C the set of
admissible parameters, z the recorded data and ¢ the parameter — output mapping, usually
defined through the resolution of state equations and the application of an observation operator. In
this context, hypothesis (4.01) are quite often satisfied, but as we shall see, they are far from
being sufficient for ensuring well-posedness of the optimization problem (4.0.2), i.e. existence
and uniqueness of its solution x and continuity of the z — x mapping on some neighborhood of
¢(C), also called "Output Least-Square Identifialility"” in the context of parameter estimation
problems.

So we shall investigate problem (4.0.2) under the additional hypothesis that ¢(C) is
quasiconvex. As we want to state only constructive results, we shall consider only the case where
@(C) satisfies the sufficient size x curvature condition of paragraph 3.

We first handle in paragraph 4.1 the possible non-injectivity of the ¢ mapping by setting
problem (4.0.2) on the set C¥ of connected equivalence classes generated by @, rather than on the
set C itself.

Then we equip in paragraph 4.2 the set C with a collection IT of pathes in such a way that
the image pathes by ¢ satisfy the conditions required for testing the size x curvature condition on
¢(C).

We equip in paragraph 4.3 the set C* of connected equivalence classes with two
pseudo-distances, one transported on C# by ¢-1 from the "distance in ¢(C)", and one defined
directly from the norm in E.

Finally we restate in paragraph 4.4 the results of the projection theory of paragraph 3 in the
context of the non-linear least square problem (4.0.2), and demonstrate their analogy with the
classical results for the linear least square problem :

(4.0.3) find x € C such that J(x) = Il ®.x-z %z = min over C
where :
(4.0.4) ®e L (E;F),

to which they reduce exactly when ¢ happens to be linear.

When the quasiconvexity of @(C) cannot established, and/or when one wants to overcome
the non-injectivity of ¢, the solution since Tychonov [12] is to replace problem (4.0.2) by its
regularized version :

(4.0.5) find x; € C such that Jy(x) = J(x) + €2 Il x-x, 12 = min over C
where :

Xo € E is some a-priori estimate of the sought solution
(4.0.6)

€ > 0 is the regularizing parameter
(in its original work, Tychonov used a €2 Il x-x, 2, regularizing term, where the subspace E
was compactly unbedded in E, but one advantage of the theory developped in this paper is that it
will not require compactness, which is replaced by an hypothesis on the "shape" of ¢(C) such as
the size x curvature condition).

29



A detailed study of regularization theory for non-linear least square problems, with the help
of quasiconvex sets and size x curvature condition will be presented in a next paper. We refer to
references [6] and [10] for preliminary (including numerical) results.

4.1. Handling the non-injecitivy of @

When the mapping ¢ to be inverted is not injective, the first idea is that we have to replace
the search for one solution x by the search for an equivalence class x of the quotient set C of C by
the equivalence relation "x ~~y iff @(x) = @(y)".

But this is not the right notion, as by definition ¢ is always injective on C, so that the
question of uniqueness seems to disappear ! In fact, the equivalence classes x are too large for our
purpose. So we split each equivalence class x into its connected components x* : from a
"physical” point of view, two solutions inside the same connected equivalence class x* cannot be
distinguished, as one can pass "continuously” from one to the other, whereas two solutions
located in two distinct connected components have to be distinguished as they correspond to
completely different physical situations.

Definition 4.1
Let hypothesis (4.0.1) hold. We define :

(4.1.1) C={x={xe Clox)=X}IXe ¢C))
(set of all equivalence classes)
(4.1.2)  C* = {x* = connected component of x € C}
(set of all connected equivalence classes)
As the mapping ¢ is C2, the elements x* of C¥ are closed, connected, regular manifold of C, with
tangent space at x € x¥ included in the kernel of ¢'(x).
So we shall consider in the sequal the well posedness on C¥ of the non-linear least square
problem (4.0.2). This setting restores the problem of uniqueness, which will be achieved as soon
as C* = C, and will require the definition of some "distance" on C* (cf.paragraph 4.2).

A practically interesting case is the case where the connected equivalence classes x* contain only
one point x, which we shall denote with a slight abuse of langage, by writing C¥=C :

Definition 4.2

We shall say that :

(4.1.3)  @islocally injective & C¥ = C

By opposition, when ¢ is injective in the usual sense on C, we shall say that :

(4.1.4)  @is globally injecive & C=C
A first sufficient condition for the local injectivity of ¢ is that ¢'(x) is injective and continuously
invertible :
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Proposition 4.3
Let hypothesis (4 0.1) hold. If :

(4.1.5)  Jo>0stlle'(x).yllg2alylg ¥xe C,¥ye E

Then : _ .

(4.1.6)  @is locally injective, i.e. C* = C
This proposition is a special case of the next one, so we skip its proof.
But injectivity of ¢'(x) is not necessarily required for the local injectivity of ¢ : the graph of ¢
may have a few "stationary points", as for example in the :

Proposition 4.4
Let hypothesis (4.0.1) hold, and suppose that E is an Hilbert space.

If:

(4.1.7) dimKer ¢'(x) < + o Yxe C

(4.1.8) Ja>0s.tlle'(x).yLllg2 ol yLlig Vxe C, Vyle Ker ¢'(x)
xeC ¢"X)(y.y) =0

(4.1.9) ye E = - { and
¢'(x).y=0 Je>0st0<Vi<e= @'(x+vy).y#0

Then :

(4.1.10)  ¢@is locally injective,ie. C*=C
The proof is quite technical and given in Appendix.

Example 4.5 :
On C = [-1,+1] the functions @(x) = x™, m e IN, satisfy the hypothesis of proposition 4.4
for m 2 3, and are (globally) injective for m odd and locally injective for m even. m

4.2. Equipping C with pathes

In order to be able to use the theory of paragraphs 2 and 3 for the solution of the non-linear
least square problem (4.0.2), we need to define a collection P of pathes on the set D = ¢(C). This
can be achieved by gquipping the set C with a collection IT of pathes IT : [0,1] — C satisfying
(compare with (3.1.1. thru 4)) :

4.2.1) ne lI=v - n(v)isC2from[0,1]in C
4.2.2) for any x¥, y* € C¥, x* # y#, there exists x € IT such that (0) € x* and (1) e y*
forany m € I1 and any v',v" € [0,1],v' < v", the path

(4.2.3)
n:ve [0,1] = n((1-v)v'+vv") belongs to I
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for any ©t € II, condition (3.1.4) holds with ® € ITinstead of P P ,
and v(v) and a(v) defined by :
(4.2.4) v(v) = @'(m(v)).Tt'(v)
a(v) = @"(r(V)Xm'(v),1'(V)) + @'(r(V)).x"(V), _
which implies that gor can be reparametrized as a szunction of the arc length v .

Then obviously the following proposition holds :

Proposition 4.6
If IT satisfies (4.2.1 thru 4), then P = @oIl satisfies (3.1.1 thru 4), and P = ¢ollis a

collection of pseudo-segments of ¢(C) (cf.proposition 3.1).

Remark 4.7

The most typical situation is when there is only one path IT going from x* to y¥, y# = x¥.
The fact that (4.2.2) allows many such pathes is a technical facility which may be useful in some
situations, as for example when pathes are defined as some minimum length arcs, or when @ is
not even locally injective and one does not want to get into the structure of the connected
equivalence classes x*, which leads to choose for I1 the collection of all segments of C for
example. m

The condition (4.2.4) implies (cf.figure 4.1) that the pathes & of I are not allowed to

remain tangent to a connected equivalence class : among the three pathes my, n; and 73 of the

figure 4.1 going from x* to y¥, m; satisfy necessaryly (4.2.4), 7, may satisfy (4.2.4), and 3
surely does not satisfy (4.2.4).
We give now two simple examples for the choice of the family IT of pathes of C :

Example 4.8
When ¢ is linear continuous and E is an Hilbert space :
4.2.5) ¢o(x) = P.x with ® € L (E;F)

then all equivalence classes in C are connected :
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Figure 4.1 : Geometrical illustration of condition (4.2.4).

(4.2.6) Ct=C ‘
and one can choose for IT the family of all segments of C whose direction is not the kernel of @ :
4.2.7) M={v->{-vx+vyforxye C, x-y e Kerd}

If we decide (cf.figure 4.2) to represent each (connected) equivalence class x* = x by its
representant X1 in the supplementary space Kerd-, we may define :

(4.2.8) Cl= {xl e KerdLstx N C# o)
and then take for I the family of all segments of C+ :
(4.2.9) IT={v—> (1-v)xL + vyl for xL,yl e Ci})

Of course, both (4.2.7) and (4.2.9) satisfy hypothesis of proposition 4.5, and yield the same
family of pathes in ¢(C), namely all segments of ¢(C). =
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Figure 4.2 : Nllustration of the equivalence classes and pathes in the linear case.

Example 4.9
When ¢ is non-linear, but satisfies :

W(v) # 0 for Ivl small enough

xe C and
(4.2.10) yeE = v(V) and av) - v(v) v(v) a(v)
0'(x).y =0 vyl vy 12 vl aw) Iy i

have a limit whenv — 0

where :
(4.2.11) YW= @lctvy).y
a(v) = @"(x+vy)(y,y)
then the collection IT of all segments of C :
(4.2.12) II={v = (I-v)x + vy forx,y € C}

satisfy the hypothesis of proposition 4.6.
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Of course, condition (4.2.10) holds as soon as as ¢'(x) is injective for any x of C. But it
allows for "inflexion points" in the graph of ¢ : for example the functions ¢ = x™ of example 4.5
satisfy (4.2.10) as soonasmisodd ! m

4.3. Equipping C# with pseudo distances

We can now measure the "distance" of two connected equivalence class x* and y*# of C¥
using the pathes IT defined in the previous paragraph.

As the stability result for the projection on @(C) is expressed in term of the length of the
pathes in ¢(C), we begin by the :

Definition 4.10
Let C be equipped with a collection IT of péthes satisfying (4.2.1 thru 4).
Then, for any x#, y# € C# we call "distance in @(C)" of x# and y# the quantity :
(4.3.1)  3(x*,y¥) = 8(9(x), ¢(y)) for any x € x¥, y e y¥
where 8(X,Y) is given in definition 2.2. One checks easily that §(x*,y*) is given by the

formula :
1

@32 sx'yh= sy, IO I @'(r(v)).T'(v) I dv

n.X Yy

or, in case there is no path from x* to y* (which may happen only if x* = y#) :

(4.3.3) d(x*,y"H =0
We try now to figure out the "shape” of the "ball" :
(4.3.4) B g(x*.€) = {y* € C*I8(x*y*) <e]},
as this "ball" will be the non-linear uncertainty domain for the solution of the non-linear least
square problem (4.0.2) in presence of some uncertainty on the data z.
In the general case, B 5(x*,€) will be a I1-star shaped domain of C* as shown in figure 4.3.a. We
specialize now to the case where IT is chosen as in examples 4.8 and 4.9 of the preceeding

paragraph :

Example 4.8, revisited (¢ linear and E = Hilbert space)

One finds immediately that :
5x* y* = 1. (x-y) I

(4.3.5) . . .
Vxex =x,YVyey =y
or equivalently :
S(x#,y#) = 1 O.(x =y Il
3.6 (xt,y#) =1 ®.(x ™y llg

4 xi,yle CL,

so that B 5(x*,€) is an ellipsoid in C*, i.e. in CL, as shown in figure 4.3.b.
Of course, if @ is injective, then B g(x*,¢) is an ellipsoid in C itself. w
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a - General case : b - Example 4.8. (linear)

y'e Bs(x#, £)

#
¢ - Example 4.9. when x = {x)

Figure 4.3. : Typical shape of B g(x* €), (dotted lines represent pathes 7).

Example 4.9. revisited
Once again, as the pathes IT are taken to be the segments of C, B 5(x*.€) is expected to be

“star-shaped" in C¥, but this is quite weak as we don't know the structure of C¥. But under the
additional hypothesis :

(4.3.7) x* = {x)
then one can see easily from (4.3.2) that the union of all y* € B 5(x*,€) is a star-shaped domain
of C, as shown in figure 4.3.c.
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Of course, if C and ¢ satisfy more over the hypothesis of proposition 4.4, then C# = C, and
(4.3.7) automatically holds, and B g(x*,€) itself is a star-shaped domain of C. =

The distance 8(x*,y#) on C* is transported on C by ¢! from some distance in the data space
F. In many applications, one would like to use a distance on C* which is defined directly from the
distance in E, and which in the good cases reduces to this latter.

So we give the : .
Definition4.1  Let C be equipped with a collection IT of pathes satisfying (4.2.1 thru 4), and E

be an Hilbert space.

Then, for any x¥, y* € C¥, we call "distance in C" of x¥ and y* the quantity :

1
438) dx"yH= sy, Jo I '(v) g dv

n:X Yy

or, in case there is no path from x¥ to y# (which may happen only if x# = y#) :

(4.3.9) d(x*y" =0,

where : :

(4.3.10)  =m'(v)L is the projection of ©'(v) on Ker ¢'(n(v))+
We show on figure 4.4 the geometrical interpretation of formula (4.3.8) : for a given path &t going
fromx € x¥ toy € y*, the integral in the R.H.S. of (4.3.8) is the "normal length" of the path =,
i.e. its length measured along the normals to the encountered connected classes of equivalence.
We first compare 8(x*,y¥) and d(x*,y*) in the linear case :

Figure 4.4. : The sum of the length of the reinforced segments is an approximation to
1

JO 1'(v)tigdv
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Proposition 4.12
Let hypothesis and notations of example 4.8 hold : ¢ is linear, C¥ = C can be represented

by CL (see figure 4.2), and II is made of all segments of C-L.

i) If:

4.3.11) Za>0stlldylig2ollytllg Yyl e Kerdt
Then :

(4.3.12)  d(xLl,yl) = ad(xt,yl) ¥xlyle CL
with :

(4.3.13) dxLyb) =1xlylilg

it) If moreover :

(4.3.14) Disinjective

Then C¥=C=CL=C, and

(4.3.14) dxy)=lx-ylg Yx,ye C

Remark 4.13
Hypothesis (4.3.11) + (4.3.14) can be written more simply as :
(4.3.15) Jo>0stllPyllig2allyllg Vye€E m
We compare now 8 and d in one non-linear case :

Proposition 4.14
Let hypothesis and notations of example 4.9 hold : ¢ is non-linear, with @'(x) injective

nearly everywhere, and IT is made of all segments of C.
1)If:
(4.3.16) FJa>0stll@'x)ytll2oallylig
¥xe C, Vye Kerp'(x)t
Then:
(4.3.17)  8(x*y*) 2 a0 d(x¥,y¥)
it) If moreover :

(4.3.18) ¢'(x)isinjective V¥xe C
Then @ is locally injective, i.e. C¥ = C (proposition 4.3), and :
(4.3.19) dxy)=lx-y g ¥x,ye C

Remark 4.15
Hypothesis (4.3.16) + (4.3.18) can be written more simply as :
(4.3.20) Jo>0stll@'x)yllg2allylg Vxe C,¥Vy€E =

4.4. The Non-Linear Least Square Problem

Having now developped in the above paragraphs the necessary tools, we apply now the
projection theory on sets satisfying the size = curvature condition to the resolution of the
non-linear least square problem (4.0.2).
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In addition to :
(4.4.1) E,C,F,¢,z satisfying (4.0.1)

we need to choose a collection IT of pathes of C such that :
(4.4.2) IT satisfies (4.2.1 thru 4). ’

Remark 4.16

The result we shall obtain on the non-linear least-square problem (4.0.2) will be relative to
the choice of IT we have made in (4.4.2). If we change our collection of pathes, we may obtain
qualitatively and quantitatively different results ! m

Once the choices of E,C,F,@,z,IT have been made according (4.4.1) and (4.4.2), we can
apply the theory of projection on sets satisfying the size x curvature condition, as developped in
§3, to the projection on :

(4.4.3) D = ¢(C)
equipped with the pathes :
(4.4.4) P = ooll,

as we know from proposition 4.6 that P satisfies the required hypothesis. Some can define, as in
(3.1.21) :

SR(p(C)) = Inf_ R(P) 2 R(p(C)) &R
Pe P

(4.4.5) R

(smallest radius of curvature along the pathes of P ), and, as in (3.2.9) :
(4.4.6)  Y2(@(C) = Inf YP)<R
Pe P

(size x curvature product of ¢(C)). The sign of this number y will tell us if, given the choice we
have made for II, the projection theory of paragraph 3 applies or not to the resolution of the
non-linear least square problem (4.0.2). So this number y contains very useful information on the
well posedness of the non-linear least square problem ; its computation requires to calculate the
numbers y(¢om) for all pathes ® going from any connected equivalence class x¥ to any other
connected equivalence class y*.

Remark 4.17
When C happens to be convex and closed and IT happens to be the collection of all

segments of C, the amount of computational effort required for the computation of 7 is some what

lowered :
Inf
447 Y=, L, Y0op) =
x,y € oC

We rewrite now the projection theorem 3.9 in the context of non-linear least squares :
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Theorem 4.18
Let C,I1¢ satisfy (4.4.1), (4.4.2).
i)  If C.IT.¢ satisfy the "size x curvature” condition

(448) R 2R 2y2¢e(C)>0

Then :

. @ is injective on C¥, ie. C* = C

- The "distance in @(C)" 8(x*,y*) of two connected equivalence classes, defined in (4.3.1)
satisfies :

-1
(.4.9) 10" 1p< 8 yh < (1 %) 1ox" - oy™ e

as soon as :
(4.4.10) lox"-o(yHllg<d<y
it)  If moreover z € F satisfies the "error-size" condition
(4.4.11) d(z,9(C)) <¥y
Then:
. There exists at most one connected equivalence class x* solution of the non-linear least

square problem (4.0.2).

- Connected equivalence classes y* corresponding to a local minimum of J yield a value
J(y*) larger than or equal to y.

. The z — x* mapping, when defined, is Lipschitz continuous : if zj,z, satisfy (4.4.11) and
if the corresponding non-linear least-square problems (4.0.2) admit solutions x#,, x#,, one
has:

1
(4.4.12) 8()( 0, 1) < (1 - g-) I Zp-Z, "F

as soon as .
(44.13)  lzgz,lp+ Max dGz(C) Sd <y
j=0.1

iii) If moreover
(4.4.14) @(C)isclosedinF
Then:
The non-linear least square problem (4.0.2) has a unique solution x* in the set C* of
connected equivalence classes, and any minimizing sequence {x* } of J over C¥ is a
Cauchy sequence for the "distance in ®(C)" 8(x*,y¥), and :
(44.15) 3(x* x*) >0 whenn — oo

This theorem shows that the size x curvature condition y> 0 implies the well posedness of

the non-linear least square problem (4.0.2) stated in term of connected equivalence classes xf e
CE Of course, when C¥ = C (as for example in propositions 4.3 and 4.4 of paragraph 4.2) this
yields to the well-posedness of problem (4.0.2) itself.
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We compare now the results obtained in theorem 4.18 for the non-linear least square
problem (4.0.2) to the well-known stability results for the linear least square problem (4.0.3),
(4.0.4), which read :

1 O(Xgxy) Ip<ll 2z, I

(4.4.16) ~

where x .

jis any solution of (4.0.3) for z = z;

j
This in turn implies, when :
(4.4.17) 30> 0s.t. | PyLllg 2 o llyL llg Yy e Ker®L
the following stability estimate in the E norm for the equivalence classes solution of the linear
least square problem (4.0.3) :
(4.4.18) ol xtg - x4y g < N zgezy g
where iij denotes the minimum norm solution of problem (4.0.3) with z = Z;.
Finally, when ® is more over injective, i.e. when :
(4.4.19) Joa>0st. Dyl o lly lig Yye E
then one has the following stability estimate for the solution of the linear least square problem
(4.0.3) :
(4.4.20) allxg-x; 1 g < Nlzg-zy g
If we come back now to the results for the non-linear least square problem (4.0.2) stated in
theorem 4.18, we see first that the stability estimate (4.4.12), (4.4.13) is exactly the non-linear
counter part to (4.4.16), to which it reduces exactly when ¢ happens to be linear (see example
4.8).
The non-linear counter part to (4.4.18) is obtained from (4.2.12) and proposition 4.14 i)

under the hypothesis (4.3.16) (which is to be compared to (4.4.17)), and reads :
-1 :

“421)  odx'yh< 1-%) l2gz, Ip

which once again reduces exactly to (4.4.18) when ¢ happens to be linear (use propostion 4.12
i).

Finally, the counter part to (4.4.20) is obtained from (4.2.12) and proposition 4.14 under
the hypothesis (4.3.20) (which is to be compared to (4.4.19)), and reads :
-1

(44.22)  alxg-x;lg < 1-% I zgzy U

which once again reduces exactly to (4.4.20) when ¢ happens to be linear (use proposition 4.12
ii)).

To conclude, we summarize the results of theorem 4.18 in the case where (4.3.20) holds :

Corollary 4.19
Let C, satisfy (4.0.1), and choose :

(4.4.23) Il={ segmentsof C}

If:

(4.4.24) ¢ satisfies (4.3.20)

(4.4.25) C,I1,o satisfy the size x curvature condition (4.4.8)

(4.4.26) CisclosedinE
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Then:

. ¢ is injective on C

. For any z € F such that :

(4.4.27) d(z,9(C)) <y (error-size condition)

the non-linear least square problem (4.0.2) has a unique solution x € C, all possible local
minima yield for J a value larger than or equal to v, and any minimizing sequence { Xy} of J
is converging to x in E.

. The z — x mapping thus defined is Lipschitz-continuous : the solutions Xo and X, of
(4.0.2) corresponding to the data z; and z, satisfy :

-1
(4.4.28) allxo-xlﬂESl-—%) lzgzy I

as soon as :
(4.429)  Izgz,Ip+ Max d(z;,0(C) <d <y
1=y,

Proof : We see from (4.4.24) and from example 4.9 that IT defined by (4.4.23) satisfies (4.2.1
thru 4). Hence we can apply theorem 4.18, provided we prove that ¢(C) is closed in F. So let
{X, € ¢(C)} be converging in F towards X € F. From proposition 4.3 and part i) of theorem
4.18, we know that ¢ is injective on C, so that we can define uniquely a sequence {x, € C} by
Xn = @1(X,). The converging sequence {X,} is necessarily a Cauchy sequence in F, which
implies using (4.4.9) that {x,} is a Cauchy sequence of C for the "distance in o(O)" 3(x,y),
which in turn implies, using proposition 4.14 that { X,} is a Cauchy sequence in E. But E is an
Hilbert space, hence complete, and C is closed, so that there exists x € C such that x, — x.
Hence, as ¢ is continuous, X, = ¢(x,) = ¢ (x), which implies that X = P(x) € ¢(C), so that
@(C) isclosed. m
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APPENDIX
Proof of Proposition 4.4.

Let X € ¢(C) be given, x* be one connected equivalence class of ¢-1(X), and Xg be one

point of x¥.

We shall use throughout the proof the following decomposition of the Hilbert space E :

T = Ker ¢'(xq)

N = T = orthogonal supplementary space to T
which are two closed subspaces of E, equipped with the norm induced from E. Moreover T is
finite dimensional from hypothesis (4.1.7).

We make now the hypothesis :
(A.1) Suppose that x# is not reduced to {xo}

and take three steps to obtain a contradiction :

Step 1: T contains at least one non-zero vye E

Define a sequel {x, € x¥, n=1,2...) by recurrence as follows :

« for n=1 we choose for x, any point of x* distinct from X (such point necessarily exists
using hypothesis (A.1)).

o given x € x# x # x,, we define x_,, as any point of x* distinct from Xo and lying in
the ball centered at x and with radius 1/2 lix,-xgll > 0. If there were no such x,;, this would
imply that the ball B(xg, 1/2 lix,-xoll) contains no other point of x* than its center Xg» which is
contradictory to the fact that x, and x,, are in the same connected component x¥,

We define theny, € E as :
Yn = (Xy-Xg)/lIx-xll so that
lly =1
and projectiton Tand N :
Yn = ¥nT + YaN» With
YnT€ T, yane N

Using the derivability of ¢ at x, and the fact that P(xg) = @(x,,) = X, we obtain
@'(X).¥n + R (x,-xg) = 0 with
R (x,-x5) = 0 when n — oo,

Using the decomposition of y, on T and N and hypothesis (4.1.8) yields :

ally NI IR (x-xo)Il so that
ly,nil = 0 when n — oo,
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This implies, as lly, 7li2 + lly, nIi2 = lly, 12 = 1, that Ily, 7l2 — 1 when n — oo,

As T is finite dimensional, we can find a subsequence Yot and element y € T such that :
YnT — Y (strongly) in T, hence llyll = 1

which prooves that T contains at least the non-zero element y.

Step2:  Write the variety x£ of E as the graph of a C2-mapping g from T to N locally around
Xg
Using the decomposition x = t+n of any vector x of E on T and N, and the fact that x¥ is
determined, locally around xg, by the equation @(x) = X, we consider the equation :
o(tn) =X where ¢(t,n) is defined by

¢(t,n) = (t+n)

The ¢ function is C2 and satisfies :

I g——i)- (tpong).Onllg 2 alldnlly V¥8ne N, where Xp=tg+ng

Hence we can use the implicit function theorem to express n as a function of t in the
neighborhood of ty,n; in the equation @(t+n) = X :

there exists an open ball By of T centered at t,,

and a C 2-mapping g : By — N, such that :

g(tp) = ng

e(t+g() =X Vte By

lo'(+g®).3n 1 = Zidnl Vie By ¥éne N
> |

3: g is an affine function from B+to N. i.e. x# is an affine variety around x
T : 0

For any t € Bt we define :
x(t) = t+g(t) € x*

For any 8t € T we obtain, deriving twice in the 8t direction :
dx(t) = x'(1).8t =58t + g'(1).5t
32x(1) = x"(1).(8,8t ) = g"(1)(t,81)

But as x(t) € x* we have :
P(x(D) =0 Vie By

which we derivate twice in the 8t direction :

@'(x(1).0x(1) =0
Q" (x(D)(Bx(1),8x(1)) + @'(x(1)). 82x(t) = 0
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But using hypothesis (4.1.9) we see that @'(x(1)).0x(t) = 0 implies that ©"(x(1))(dx(1),8x(1)) = 0
too, so that the last above equation reduces to :

Q'(x(1). d2x() =0, or

@' (x(1).[g"(1)(81,81)] = 0

But g"(1)(3t,0t) € N, and from the last formula of step 2 we see that :
g"(M@,8t) =0 V&te T

As one has, fro any 8t, Sue T:
2g"(1(3t,8u) = g"(1)(Bt+3u,8t+8u) - g"(1)(BL,51) - g"(1)(Bu,5u)

we find that :
g"(1)(8t,8u) =0 ¥ St,due T

and hence g"(t) = 0 for any t € B, which proves that g is an affine function on Br.

Then the results of Step 1 and 3 are obviously in contradiction with the second part of
hypothesis (4.1.9) : let y be the vector defined in Step 1, which satisfies

Y€ T,ie. 9'(xg)y=0 andy#0

which, as x* is affine around Xp, means that y is in the vector space associated to the affine
variety x¥. Hence we have ¢'(xg+Vy).y = 0 for v small enough, which contradicts (4.1.9).
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