N

N

Prototyping a distributed objet-oriented operating
system on UNIX

Marc Shapiro

» To cite this version:

Marc Shapiro. Prototyping a distributed objet-oriented operating system on UNIX. RR-1082, INRIA.
1989. inria-00075477

HAL 1d: inria-00075477
https://inria.hal.science/inria-00075477v1
Submitted on 24 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00075477v1
https://hal.archives-ouvertes.fr

D P E A P e S T S B G

S

2T

LA 3

Rapports de Recherche

o

B S L oM

A SR U LN ALSLIA RIS 2658 DTN M IR E T,

N° 1082

T o v S M A S ST R Y

Programme 3
Réseaux et Systémes Répartis

& R R TP AN AL DG ST vA T,

| PROTOTYPING A DISTRIBUTED

A 7S

OBJET-ORIENTED OPERATING
SYSTEM ON UNIX

-

e

£
??1’
N
i
[y
<4
7
1\)
4

Marc SHAPIRO

oo L AR NG I T 79

&
1
N

{

X

Aotut 1989

WA

*RR . 1




Prototyping a distributed object-oriented
operating system on Unix

Prototypage d’un systéme d’exploitation
réparti a objets sur Unix

Marc Shapiro

Aout 1989

This is a reprint of an article presented at the Workshop on Experiences
with Building Distributed and Multiprocessor Systems (WEBDMS), Ft.
Lauderdale FL (USA), October 1989.

Nous reproduisons ici un article présenté au “Workshop on Experiences
with Building Distributed and Multiprocessor Systems” (WEBDMS), Ft.
Lauderdale FL (USA), octobre 1989.




Abstract

The SOR group at INRIA has built a prototype distributed object-
oriented operating system, called SOS, on top of Unix. SOS is based
on migratable medium-grained elementary-objects, on top of which

_all its other basic mechanisms (such as composite ob jects, dynamic
linking, and dynamic type-checking) are built.

SOS supports distributed or “fragmented” objects. A fragmented
object is created by spreading out prozies from a provider. The pub-
lic interface of the fragmented ob Ject is provided locally by proxies.
Proxies may communicate directly, without going through the public
interface (via messages, sharing, or any other means).

The most positive accomplishment of SOS is its elementary-object
concept. A programmer-defined object can impose its own semantics
or policies on system-implemented mechanisms, thanks to our upcall
and prerequisite mechanisms. For instance ob ject migration and stor-
age are performed under the. control of the system, but they respect
the semantics of each individual ob ject.

One negative aspect is that a fragmented object can only be cre-
ated dynamically. Other problems arise from the protoyping environ-
ment of Unix and C++.

Résumé

Le groupe SOR de 'INRIA a construit, sur Unix, un prototype
de systéme d’exploitation & objets, appelé SOS. SOS est basé sur des
objets élémentaires migrants, de granularité moyenne. Sur cette base,
sont construits tous ses autres mécanismes, tels les objets composites,
I’édition de liens dynamique, et la vérification de type dynamique.

SOS réalise une notion d’objets répartis (ou “fragmentés”). Un ob-
Jjet réparti est créé en essaimant des mandataires & partir d'un four-
nisseur. L’interface publique de 1’ob Jet réparti est offerte localement
par les mandataires. Les mandataires peuvent communiquer directe-
ment entre eux, sans passer par 'interface publique, par messages, par
partage, ou tout autre moyen.

Le résultat le plus positif de SOS est sa, notion d’objet élémentaire.
Un objet peut imposer sa sémantique aux opérations systeme qui le
concernent, grace aux mécanismes d’appel montant et de prérequis.
Ainsi, la migration et le stockage sont réalisés par le systeme, mais en
respectant la sémantique des objets.
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Un aspect négatif est que les objets répartis ne peuvent &tre créés
que dynamiquement. D’autres problémes proviennent de I’environne-
ment de prototypage, Unix et C++.
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1 Introduction

The object-oriented programming methodology is becoming increasingly
‘popular, for all sorts of applications. Many object-oriented programming
languages exist, such as Smalltalk [9], C++ [24], Eiffel [15], CLOS [7], etc.
Each compiler enforces its own object model, and deals with the inadequa-
, cies of existing operating systems in its own way.

" The goal of the SOR group of INRIA is to implement an ob ject manage-
ment support layer common to all applications and languages. This should:
facilitate the implementation of object-oriented language compilers; make
-applications more efficient; allow independent applications to communicate
and share objects, without prior arrangement.

The services of the common object management support layer include
support for creating, deleting, migrating, storing, localizing, and invok-
ing objects. If these services are sufficiently complete, low-level, generic,
language-independent, application-independent, and efficient, then they
can legitimately be called an object-oriented operating system.

Within the office-workstation Esprit project SOMIW (1985-1988) we
have built a prototype called SOS. It has been used for the SOMIW appli-
cations, such as BFIR2, a multimedia document toolbox, and Images, an
user-interface management system. SOS is written in C++ and prototyped
on top of Unix.

SOS supports an elementary-object model which is both simple and
powerful. A reasonable granularity is of the order of a hundred bytes and
up per object. Composite objects, object storage, dynamic linking and
dynamic type-checking are built on top of elementary-object mechanisms.

In addition, SOS extends the object concept to distributed, or “frag-
mented”, objects. The public interface of the fragmented object is provided
locally by its fragments, which are the elementary objects. This encourages
the structured design of distributed applications based on the “Proxy Prin-
ciple” [19]. All the SOS system services (for instance, the Name Service
[11]) are built as fragmented objects with local proxy interfaces.

We now have accumulated enough experience to assess the SOS design
and implementation. A most positive aspect is its elementary-object mo-
del. Fragmented objects have proved a good way to structure distributed
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applications, although they are hard to use. A weakness of our implemen-
tation is that fragmented objects cannot be static or persistent. The proxy
concept poses a protection problem. The implementation of SOS is not
really language-independent. Object migration imposes restrictions on the
use of C++ as the application programming language. The prototype is
slow.

In the remainder of this paper we will explain some of the aspects of
the SOS prototype. We expose design rationales and implementation, and
discuss features and limitations. We start with a short comparison with
similar work, in section 2. Section 3 first gives some background on SOS
concepts and implementation. Section 4 is about elementary objects. It
is followed by section 5, an explanation of fragmented objects. - Follows
section 6, which discusses object migration. Finally, in section 7, we give
an assessment of the design and implementation of the prototype.

2 Comparison with similar work

Emerald is an object-oriented language for distributed programming, fea-
turing fine-grained mobillity [10]. The compiler transforms the user-defined
object representation in order to facilitate migration: its first few bytes are
a standard descriptor, and all fields of a similar type are grouped together.
Conceptually, all objects live in a single, network-wide address space. An
object reference is global, but a local reference is optimized into a pointer.

In contrast, the SOS approach is operating-system based. We do not
assume any standard representation. Instead, system information is well
separated from programmer-defined data, and the system performs upcalls
on objects. Instead of a single address space, we stress structuring the
universe.

Choices (3] is a family of operating systems built using object-oriented
design. The services it exports to applications are fairly conventional. The
emphasis in SOS was not its internal design, but providing new services to
facilitate the implementation of distributed object-based applications.

Clouds [5] is another object-oriented OS. Its emphasis is on integrating
support for reliable objects in the low level of the system. (Our current



design has no particular provisions for reliability.) Their objects are pre-
~ sumably much larger-grained than ours, since a Clouds ob ject executes in
its own address space.

Guide/Comandos [6] is a language-driven distributed programming en-
vironment. The universe is structured in separate, multi-machine address
spaces called domains. When a domain needs access to an ob ject located
on a remote machine, it extends itself to that machine, and maps the object
in. This structure is easier to use than SOS’s fragmented objects; however
the latter scales better, and deals better with replication.

Gothic [1], a language and system for reliable distributed programs,
is based on a theory of fragmented objects invoked via “multi-functions”
(side-effect free invocations, with co-ordinated multiple threads), supported
by the language. Our fragmented objects are ad-hoc but more flexible.

3 Background

3.1 SOS concepts

SOS is an object-oriented operating system. It provides support for ar-
bitrary user-defined objects, including object creation, destruction, Inigra-
* tion, storage, localization, communication, naming, etc.

An elementary object is an user-defined data segment with a system
descriptor.! Considering the descriptor overhead, a reasonable granularity
for the data segment is a size of 50 or 100 bytes and up.

We assume that the data was created using an object-oriented program-
ming language compiler, and that it is accessed only via its type-checked
procedural interface. An object accesses system services by calling the ap-
propriate primitives; we call this a downcall, Conversely, the system can
invoke, with an upcall, a few well-known procedures of an object. For in-
stance, a cross-context invocation (see below) is executed by upcalling the

'Composite objects, with multiple data segments connected by pointers, are built on
top of elementary objects, but they will not be considered here. Similarly, object storage
is built on top of migration. See [21].



stub procedure of the target object; each object has its own stub which can
be redefined at will.

An object is designated by its address (within the context), or globally
by a reference containing an OID (object identifier) and a location hint.

SOS comprises a kernel and system services running on top of it. The
kernel provides separate address spaces (contezts), light-weight threads in a
context (tasks), and inter-context communication. A context may contain
any number of elementary objects. Elementary objects may migrate be-
tween contexts; at any point in time, an elementary object is active within
a single context, or stored on disk.

SOS extends the object concept to distributed or fragmented objects
(see figure 1). A fragmented object is implemented as a group of elementary
objects located in different contexts; i.e. its representation is the reunion of
the local “fragments”.

Just as an elementary object can access its own representation, bypass-
ing the procedural interface, similarly the individual fragments are allowed
to use untyped communication to each other: cross-context invocation,
communication protocols, shared memory, shared files, etc. Objects which
are not fragments of a same group are not permitted to communicate in
this manner.

A fragment may create and add a new fragment to the group, and export
1t to another context. Group membership is preserved across migration;
thus the group grows by spreading.

Applications on SOS are designed according to the “Proxy Principle”
(19]: to use some service, a client invokes a local prozy for the service, i.e.
a local object which is a fragment of the group implementing that service.
If such a proxy is not locally available, it must first be acquired by sending
an import request to a provider for that group, i.e. a particular object in
charge of delivering proxies.

For instance, for a graphics program to output to the screen, it will
request a window proxy; the window manager is the provider for this re-
source. The window manager will reserve the window and allocate it to a
window server object; it will create a window proxy which is exported to
the graphics program. The proxy has a graphical interface (e.g. drawVector,
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Figure 1: A fragmented object (group) with two fragments, used by two
clients in different contexts.
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displayCharacter, etc.). It may interpret some requests locally (e.g. getWin-
dowSize); others will be buffered before being sent down a channel to the
window server when appropriate.

In this article, we are only interested in the objects managed by SOS,
which we will call SOS objects. Only objects which are intended to be
migrated, stored, or remotely accessed need to be SOS objects; application
programs are free to manage their other, internal, “plain” objects. In the
remainder of this paper we use the word “object” for “SOS object”.

3.2 The prototype

Our prototype is implemented in C++ on top of Unix (SunOS 3.4). This ar-
ticle describes SOS Prototype Version 4, which was delivered to the SOMIW
partners in the Fall of 1988 [22,23].

SOS objects are instances of the predefined class sosObject (or of a
compatible class). C++ has so-called virtual procedures, invoked indirectly
via a table of procedures [8], itself accessed by a pointer in the object’s data.
A class may override the pre-defined actions of a procedure, by replacing
the corresponding entry in the procedure table. Upcalls are performed via
this table; unfortunately, this is not language-independent.

Separate address spaces are provided by Unix. Tasks are implemented
as a library (the task library of C++ [25] with some additions). Context
management is performed by a Unix process called sos. Inter-context com-
munication uses Unix-domain stream sockets.

On each machine, sos automatically starts a number of system-service
contexts, the local servers for: the Acquaintance Service (AS) or object
manager, the Storage Service, the Name Service, and the Communication
Service (CS). Each new context starts with a pre-installed proxy for the
AS, which allows the application to import proxies of the other (system-
or user-defined) services. Applications are run from the Unix shell or the
debugger.

In the remainder of this paper, we will take a look at the design and
implementation of the SOS prototype, and evaluate it in the light of our
experience. We will concentrate on the aspects of distributed management
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and communication of objects; for a more in-depth introduction to SOS,
see [20,22]. With one exception (export, section 6.2.1), all the interfaces
given here are implemented with the explained semantics. They have been
in use in the prototype for at least one year.

4 Elementary objects

The basic entity managed by the SOS Acquaintance Service (i.e. the object
manager) is the elementary object. We have made the elementary object as
simple as possible, a “least common denominator” for all uses.

At any point in time, an elementary object exists in a single context
on a single machine. Each elementary object is different from all others;
it is characterized by its own unique identifier called its concrete OID. An
elementary object is known to SOS by its descriptor, called Acquaintance
Descriptor (AD). There is a table of AD’s per context, managed by the
context’s AS proxy.

An AD for some object contains the following information (the items in
italics have to do with migration and groups, and will be defined later):

e Its concrete OID and (possibly) a list of group OID’s,

o The reference of its code ob Ject and (possibly) a list of prerequisites,
¢ The address and size of its data segment,

o (Possibly) Its list of trap references.

The class code is a predefined class of elementary objects. A code in-
stance holds the compiled code for some class. For instance the code for
some user-defined class X is managed by the code instance code_for_X. The
reference from the AD to the object’s code is necessary for migration.

The following table?gives the downcall interface for elementary-object

2The pseudocode
a.b(c)—d
means: invoke procedure b of object a, with in argument ¢, and returning value d. If
no object a is mentioned, then the procedure is a primitive (actually, a procedure of the
kernel or of the object manager).
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management. There are no upcalls.

Downcalls for elementary-object management
(sosObject constructor) Object creation
(sosObject destructor) Object destruction
obj . setCodeRef (ref) Set code reference of object
find (refl, radius) — ref2 Search for object location
getAddress (ref) — obj Translate global reference to local address
getReference (obj, OID) — ref | Translate address to global reference

4.1 Creation and destruction of elementary objects

In C++, creating an object triggers a chain of calls to constructor pro-
cedures, starting from from the actual implementation class, up to the
root of the inheritence tree (in this case, sosObject), and back down to
the implementation class. A constructor is a mix of compiler-generated
and user-defined code. Memory for the object is allocated (by malloc) in
the compiler-generated part of the implementation class constructor, and
passed up as a parameter to the sosObject constructor.

Thus, there is no explicit primitivé for object creation: it is subsumed
by ‘the the sosObject constructor. It allocates an unused AD, and fills it
with a newly-allocated OID, and with the address and size of the data.

The size of the data is not explicitly available to the sosObject construc-
tor: it is taken from the malloc header. The reference to the code object is
not available either; the constructor sets it to nil. The other parts of the
AD are also initialized to nil.

The implicit AS interface for object deletion is the destructor procedure
of sosObject, called automatically when an instance is deleted. The destruc-
tion of a context or a processor crash deletes all the contained instances.
We are currently designing a mechanism to propagate object-destruction
events to dependents of an object.

4.2 Assessment

The rationale of the above design is that the object creation and destruction
primitives are rendered transparent by the C++ inheritence, thus simpli-
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fying the task of the application programmer. One drawback is that the
system interface is not clearly identified and not language-independent.

Another problem is that the sosObject constructor does not have all the
necessary information; for instance the size of the data is obtained by the
malloc-header hack. Similarly, the code reference can not be set by the
constructor; a separate call to setCodeRef is necessary prior to migration.

4.3 Other primitives for elementary-object manage-
ment

The find procedure of the AS, given a reference to an object, finds the
actual location of the object (possibly by asking all the AS proxies within
the specified radius), and returns a reference containing that exact location.
If the argument is a reference to a group (see below), the returned value is
the reference of its closest fragment.

getReference and getAddress translate between local object addresses
and global references. If getAddress is passed a reference of a group, it
returns the address of its local proxy, if any. The OID argument of getRef-
erence allows to pick between a reference to the elementary object itself, or
to its group.

5 Fragmented objects (groups)

A fragmented object is implementented as a group of elementary objects,
called its fragments. (Or, alternatively, a group is a single object with a
fragmented representation.) Clients of the group may access it locally by
its strongly-typed procedural interface, provided by the proxy fragments;
its public interface is a sort of “union” of its fragments’.

‘Each fragment of the group may access the object’s internal representa-
tion; fragments may communicate via untyped shared memory or messages,
for instance.

The group is conceptually a protection domain, entered by invoking a
local proxy.

14



This is illustrated in figure 1.

The following table shows the interfaces for group management.

Group downcall interface

addGroupOID (obj, OID) — index Create a new group

objl . giveMyOID (obj2, index1) Put obj2 in same group as objl
objl . setTrapRef (obj2, opaque) — indexl | Establish channel from objl to obj2
objl . giveTrapRef (obj2, indexl, opaque) | Duplicate channel

— index2
crossinvoke (callMsg, segs, index) Send invocation, receive reply
— replyMsg on channel
Group upcall interface
stub (callMsg, segs) — replyMsg | Receive invocation, return reply-

A group is characterized by the fact that each fragment carries the OID
of the group, in addition to its concrete OID. An elementary object can be
a fragment of zero, one, or more groups.

Members of a group enjoy mutual communication privileges, which are
denied to non-fragments. An invocation channel is a unidirectional connec-
~ tion between two elementary objects on the same machine, materialized by
a trap reference in the source object’s AD pointing to the target.

Other types of communication within the group, such as shared files,
are also available, but will not be detailed here. Shared memory should be
possible, but we never implemented the appropriate interfaces.

5.1 Group management

The primitive addGroupOID assign a fresh group OID to an object, in order
to start a new group.

A group is created implicitly by giveMyOID, which gives away an existing
concrete or group OID (designated by its index in the list of OID’s of obj1),
to some object.

A group is destroyed when its last fragment goes away.

Channels are created by the primitives setTrapRef and giveTrapRef. The
former procedure creates a channel between the current object and the first
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argument; it returns the index of the channel in the current ob ject’s trap
reference list.

giveTrapRef duplicates an existing channel: before the call, objl has a
channel at index indexl to some receiver; after the call, obj2 also has a
channel to the same receiver, at index index2.

As its name implies, the opaque argument is not interpreted by the
system. It is simply stored at the sender end of the channel, and will be
automatically prepended to every invocation sent on it. The receiver may
test the opaque field of remote invocations to distinguish between its callers,
and test their access rights.3

5.2 Cross-context invocation

The primitive crossinvoke sends an invocation on a channel of an elementary
- object, and returns a reply.

The arguments to crossinvoke are (in addition to the channel index)
a message, and possibly a list of segment access rights. The message is
~of limited size (1024 bytes); any larger data is to be passed as.a segment
right.* Available rights are read, write, and create.

A cross-invocation causes an upcall to the stub procedure of the receiver
within a newly-allocated task. The receiver gets a copy of the invocation
message, and may access the segments according to the rights passed. stub
returns a return message which is copied back to the caller. This procedure
plays the role of Nelson’s “client stub” [2]. '

3.3 Assessment
5.3.1 Constructing a group

Currently each fragment type is programmed “by hand”, and there is no
guarantee of consistency even within a particular type of group. We are

3The opaque attribute of a channel is similar in concept to the rights field of a capability
in Amoeba [16] or Chorus [17)].
“This is modeled after the V-System RPC [4].
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working on a new tool, a “fragment generator” (similar to an RPC stub gen-
erator). It will take care of the common aspects of programming fragments
and providers (viz. allocating group OID’s, setting up channels, allocat-
ing message buffers, etc.). It will also allow to define group types with
a well-defined structure, and enforce their internal consistency at compile
time. Finally, it will provide help in coordinating state changes between
fragments.

5.3.2 Protection

Only the currently-executing elementary object should have access to its
own channels. The kernel attempts to enforce this, taking advantage of
the fact that the C++ compiler adds a hidden argument to all invocations,
which is the address of the invoked object. When crosslnvoke is executed,
the kernel gets the first argument of the penultimate stack frame, and
considers it to be the current object (if it is a valid object address). The
index argument is relative to that object.

Getting the current elementary object from the stack is a weak way of
enforcing the group protection domain at run-time. Weak enforcement is
acceptable, because groups are intended as a program structuring concept,
not a confidentiality mechanism.

Given our environment (Unix and standard hardware), and the granu-
. larity of objects, it was unfeasible to implement a stronger form of run-time
protection at a reasonable cost. A structured memory organization, like
that offered by capability machines, might improve run-time protection. A
more attractive idea is to enforce the integrity of the group at compile time.
Our proposed “fragment generator” is a step in this direction.

To provide some protection of the group against spurious membership,
giveMyOID and setTrapRef can only connect objects within the same con-
text. The normal way of creating a group is to create proxies locally and
migrate them (see below) to another context; group membership and chan-
nels are preserved across migration.
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5.3.3 Static groups

There is also a need for static groups. For instance, a system service such
as the AS, the Name Service, the Storage Service, or the Communication
Service, is implemented by one server on each machine, which comes up at
boot time. In order to communicate with its remote peers, it must already
be a fragment of their group as soon it starts up. Currently, a protection
loophole is needed to circumvent this problem: when the server comes up,
it forges an OID with a given value (taken from a configuration file) and
inserts itself in the group using addGroupOID.

This loophole should be protected by some privilege but in fact it is
not. Better still, both the group and its fragments (the servers) should be
persistent. SOS supports persistent objects, as a service above the basic
mechanisms described here; a much tighter integration is needed to support
persistent groups.

5.4 Communication protocols

The only communication protocol implemented by the kernel is a cross-
context invocation along a trap-reference channel, within the same machine.

Remote (across machines) access and other protocols are performed
by pretocol objects, implemented by the Communication Service (12,13,14].
The CS offers a library of protocol types, such as multicast and stream
protocols.

A protocol object is layered underneath the application object which it
serves; this is illustrated by figure 2. A protocol object is itself a group of
cooperating elementary protocol objects, instantiated in the communication
service contexts of the individual machines. A channel is made to use a
protocol by setting the trap reference to point to the appropriate elementary
protocol object.

An elementary protocol object has two privileges: it can access the
network, in order to implement remote communication; and it can be the
source or the target of a trap reference, even though it is not a fragment of
the application object. In all other respects, a communication object is a
standard group.
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Figure 2: Fragmented protocol object, layered underneath the fragmented
application object which it serves. The protocol object has the privilege of -
setting trap references which cross a group boundary.
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6 Migration of elementary objects

A client gets access to a new service by getting a proxy for the service: the
corresponding group migrates a fragment into the client’s context. Migra-
tion is completely generic, thanks to appropriate upcalls (giveProxy starts
an importation; the reinitializer finalizes a migration), and to the code and
prerequisite objects.

Before explaining the migration interface, let us look at the migration
algorithm.

6.1 Migration algorithm

Suppose elementary object X is to be migrated from source context S to
destination context D. The algorithm starts when the decision to migrate
X has been notified, and all access rights have been checked; we will ignore
error cases. The algorithm is the following.

1. Make X unavailable to users in S.

2. Copy the AD of X from source to destination context. All the con-
tents of the AD are preserved: its concrete OID, group OID’s, trap
references, code reference, prerequisite references, and size of data
segment. However the address-of-data-segment field is invalid.

3. Using information in the AD, copy X'’s data from S to some arbitrary
free location in D. Update the data address field in the destination
AD.

4. If (a proxy of) X’s code object is not yet present in D, import one. If
present, skip this step. Similarly, import all prerequisites of X, if not
already present.

5. Upcall the re-initialization procedure of X in D.

6. Make X available to users in D. The data and AD of X are destroyed
in S.

20



7. The trap references of X have become invalid in D. The first time
an invalidated trap reference is used for cross-invocation, the kernel
executes special code to revalidate it, possibly in cooperation with
the Communication Service.

The above describes the “move” variant of migration. The “copy” var-

iant differs slightly: a new concrete OID s allocated in D (step 2), and the
source copy is not destroyed, but instead is made available again (step 6).

6.2 Migration interface

The migration interface is given in the following table.

Migration downcall interface

soslmport (key, importReq, "class”, Request import of obj of type
provider) — obj, procTable class
new dynamic (provider) Same, from C++ programs
* class (importReq, ...) — obj
obj2 . export (desc, index2) Export described object along channel of obj2
obj . giveSelf () — desc Use “move” semantics for migration of obj
obj . giveCopy () — desc Use “copy” semantics for migration of obj
Migration upcall interface
obj1 . giveProxy (importReq) — desc import request for object described by desc
(re-initialization) Finalize migration

There are two possibilities for migration: import and export. We will
start with export, which is the simpler of the two.

6.2.1 Exporting

The call obj2 . export (desc, index) migrates an object objl, described by
desc, along the channel of obj2 indicated by index. Either objl . giveSelf ()
or objl . giveCopy () is used to prepare desc. Export uses the migration
algorithm of section 6.1. The object on the other end of the channel will
receive a special invocation message, signalling the arrival of an exported
object.
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6.2.2 Importing

The internal interface for requesting an import is sosimport. For C++
programmers, an easier-to-use interface is implemented by a compiler ex-
tension: the clause new dynamic (provider) class (importRegq, ...) generates a
call to sosimport followed by a call to the re-initializer. The arguments are:
provider, the reference of an object which will be requested to provide a
proxy, and importReq, an import request message carrying untyped request
parameters. The AS adds to the import request the reference of the re-
questor. Possible extra arguments (indicated by the ellipsis) will be passed
to the re-initialization constructor. ’

The other arguments to sosimport are automatically generated by the
compiler: key describes the expected ‘type of the imported object; and
“class” is the name of the class in the new dynamic declaration, which is
used to select a default provider.

The mechanics of importation are the following. The AS proxy of the
requestor performs a find based on the provider reference. This yields the
location of the provider object (or of one of its fragments if the reference
was to a fragmented object). The AS proxy at that location then performs
the giveProxy upcall on the provider, with a copy of the import request,
carrying sufficient information to identify the requestor.

The provider’s giveProxy selects some object M to be migrated, and
calls either giveSelf or giveCopy, to prepare a description which it returns;
alternatively, it may return an error indication. The object M could be the
provider itself, or some other object of its context, or a stored object. In
the latter case it must be of the same group. When giveProxy returns, M
is migrated to the requestor, according to the algorithm of section 6.1.

At the end of a migration (step 5) a re-initialization procedure is up-
called, to allow finalization. A typical use of the re-initializer is to set
pointers to meaningful values, or to request more importations.

6.3 Migration of code and prerequisites

We mentioned (step 4 of the migration algorithm of section 6.1) that the
code and prerequisites are recursively imported, if not already present, be-
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fore calling the re-initializer. The pre-requisites are the environment the
migrated object needs in order to function; the object’s code is just one
kind of prerequisite. These are imported if not already present, in order
to avoid waste: this allows two imported objects to share code if they are
implemented similarly. The same mechanism supports static linking of the
code for proxies, without any loss of functionality.

The giveProxy procedure for class code migrates a copy of the code."
Two similarly-implemented objects in the same context share a single code
object (because pre-requisites are imported only if not present).

Since a prerequisite is imported according to the same algorithm as
other objects, its re-initialization procedure is called in step 5. The re-
initializer for a code object is a dynamic linker and type-checker. The
type is checked against the key argument to sosimport. The linking and
type-checking algorithm are language-specific; other languages could be
supported simply by implementing a new code class.

The strength of this design is that pre-requisites are elementary objects
like any other. Dynamic linking and type-checking are automatic, without
being wired in. The drawback is that type-checking is automatic only for
the first import of an object of a certain class; type-checking for subsequent
imports must be special-cased.

6.4 Assessment

We stress that the upcalls to giveProxy and to the initializer, together with
pre-requisistes, implement a very important concept: extending a system-
defined mechanism with programmer-defined semantics. Arbitrary objects
can be migrated, and the semantics of their migration is type-specific, above
a single, generic, system-implemented mechanism.

6.5 Calling the re-initializer

The C++ syntax for importation is an extension of the instantiation syntax,
and in C++ the re-initializer is in fact a constructor. This is appropriate



since their semantics are quite similar.’

This raises the issue of whether the reinitializer call should be generated
by the compiler, or performed by the system. The former solution permits
extra arguments (in addition to the import request); the latter allows the
system to know that re-initialization has succeeded. We opted for the com-
piler solution whenever possible, favoring the confort of C++ programmers.
However for exports and for pre-requisite imports, the reinitializer can only
be called by the system, hence the dual interface.

The compiler decision was bad for two reasons. First, it imposes to treat
exports and pre-requisites differently from imports, which is confusing for
the users. Second, and more importantly, an operating system should be
independent of a particular language implementation; the system solution
should be preferred.

6.6 Export vs. import

Exporting is a more primitive operation than importing. In fact, an import
could be modeled as an import request, followed by an export from the
provider to the requestor. Initially we refused to have an export primitive,
because we were concerned with the protection issues involved, and we
didn’t know how let the target context make use of the newly-available
object. Recently we realized that, for some applications, export is the
only natural mechanism: for instance, the Images UIMS is modeled more
naturally as a window manager exporting event objects to applications,
rather than applications polling the window manager for events.

The export mechanism has been implemented, but the proposed inter-
face is not yet available.

7 Assessment of the prototype

We have already pointed out some positive and negative aspects of SOS. On
the positive side: the model of elementary objects is simple and powerful;

®We will not discuss this point in any detail since the language interface is out of the
scope of this paper.
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7.4 Performance

The prototype is slow. Starting up the SOS environment takes 40 seconds
of wallclock time on an otherwise unloaded, diskless Sun-3/60 with 8 Mb
memory. The null application, which exits immediately, sizes 287 kbytes
text, 74 kbytes data, and 87 kbytes BSS. It takes approximately 0.3 user
and 0.15 system second to execute, and mallocs 445 kbytes before exiting.
An application which imports a single Name Service proxy and exits, is the
same size, and executes in 0.5 user plus 0.5 system seconds.

The explanation for the code size is that the kernel (37,028 bytes text
+ 11,820 bytes data + 8,348 bytes BSS = 57,196 bytes) and the dynamic
linker (34,532 + 8,180 + 792 bytes = 43,504 bytes) are linked in with
application. So are the whole standard C (198,128 bytes total) and C++
(34,376 bytes) libraries, and a few others, in case a dynamically-imported
proxy needs them (SunOS 3.4 doesn’t have shared libraries). The code for
a few comonly-used proxy types is also linked statically to speed their im-
portation, e.g. name service (6,536 bytes) and storage service (8,812 bytes).
Thus a total of 383,388 bytes is linked by default with every executable.

The huge malloc size is attributable to the kernel pre-allocating a num-
ber of tasks, each with its own 40 kbyte stack, for handling incoming in-
vocations. Finally the general slowness has to do with opening and using
sockets, and program size, which causes swapping.

8 Future directions

Despite its limitations, SOS is a positive experience. It is a useful envi-
ronment for prototyping distributed applications. Although we had imple-
mentation problems, our initial concepts have been confirmed, and we have
discovered new ideas in the process. Operating system-level support for ar-
bitrary, user-defined, medium-grained, migratory objects can be done and
is useful. Our elementary-object model is both simple and powerful.

The Proxy Principle was the focal point of our initial design; with hind-
sight, we see that the fragmented-object concept is a more general and
cleaner expression of the same idea: structuring distributed applications.
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composite and persistent objects, and dynamic linking and type-checking
are built on top of elementary objects; fragmented objects give structure to
the universe, by extending the object concept over the net. On the negative
side: SOS is not completely independent of C++; there are no persistent
groups; groups are not real protection domains; the semantics of migration
needs to be cleaned up.

We can mention a few more points.

7.1 Permanent pointers

We provide a library of useful pre-defined types. For instance, “permanent
pointers” behave like pointers, except that they remain valid across migra-
tion [21]. Their use allows to construct a elementary object composed of
many interconnected data segments (we do not currently support pointers
between objects). They can be used just like pointers, but must be declared
differently. This imposes a slightly unnatural programming style to C++
programmers, but it’s better than banning pointers altogether.

7.2 Protection

We mentioned ealier the fact that entering a proxy does not effectively
enter a protection domain. Conversely, the client importing a proxy into
his context is unprotected against damage the imported code might do. We
have side-stepped this issue, considering that the problem is the same with
any library. '

7.3 Implementation

Initially, the implementation was intended as a quick-and-dirty, throw-away
prototype. The kernel is monolithic and poorly designed. The whole system
is too big and fragile to experiment easily.

A limitation is that SOS is prototyped on top of Unix. This has the
advantage of providing a good development environment, but the drawback
is that we haven’t acquired experience with implementing an operating
system on the bare machine.
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We must stress again the importance of the giveProxy and the re-initializer
~upcalls, and of pre-requisites. These give user-defined semantics to a sys-
tem mechanism. Thanks to them, SOS is an extremely general system and
can support many different object semantics.

The SOS prototype is currently used in our project to implement new
distributed object-oriented applications, such as a reliability manager, and
an original name service [11]. We are also implementing a “proxy genera-
tor” to automate the mechanical aspects of programming proxies, servers,
providers, and stub procedures.

Thanks to the accumulated experience, together with Chorus-systemes
(and with support from SEPT) we have designed and implemented COOL,
an object support layer in the Chorus-V3 kernel [18]. COOL is simpler
and more basic than SOS: it includes only object creation, destruction,
and migration, which are implemented directly in the kernel, based on the
virtual-memory mechanisms of Chorus. Chorus/COOL runs directly on
the bare machine; its interfaces are defined independently of any particular
language. By using shared libraries and memory mapping, the size of each
program file remains very modest. Persistent objects and contexts are
integrated in the COOL object model.
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