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Abstract : Deductive databases provide a formal framework to study rule-based query languages that
are extensions of first-order logic. However, deductive database languages and their current
implementations do not seem appropriate for improving the development of real applications or even
sample of them. Our goal is to make deductive databases a practical technology. The design and
implementation of the RDL1 system, presented in this paper, constitute a step toward this goal. Our
approach is based on the integration of a production rule language within a relational database system,
the development of a rule-based programming environment and the support of system extensibility
using Abstract Data Types facility. We present important lessons learned during the implementation of
the system. Also, comparisons with related work such as LDL, STARBURST and POSTGRES are given.

RDLI : Un Systeme de Gestion de Bases de Données
Déductives:
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INRIA, Rocquencourt
78135 Le Chesnay
France

Résumé : Les recherches autour des bases de données déductives fournissent des outils théoriques
pour I'étude de langages de régles. Ces langages sont des extensions de la logique du premier ordre.
Cependant, ces langages et leur implantation dans des sytemes déductifs ne semblent pas appropriés
pour le développement d'applications. Notre objectif est de concevoir et de réaliser un systtme de bases
de données déductif qui puisse offrir les fonctionalités demandées par ces applications. Ce systeme se
caractérise par lintégration d'un langage de régles de production dans un SGBD relationnel extensible
et le support d'un environnement de programmation. Ce rapport présente l'architecture et les
principaux choix d'implantation du syst2me de bases de données déductif RDL1. Nous comparons
également notre approche avec celle de projets tcls que LDL (MCC), STARBURST (IBM San José) et
POSTGRES (Univesité de Berkeley).
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1. Introduction

Rule-based programming has been successful in at least two areas: expert systems
and active databases. Rule-based systems like KEE [Kee85] or OPS5 [Brownston85)
are shells to develop large expert system applications. An important problem lim-
iting their use in industrial applications is that they are disconnected from tradi-
tional application support, in particular database systems. Coupling an expert sys-
tem with a database system (e.g., KEE connection) does not relax this limitation for
two major reasons. First, an expert system does not match well with a database
system. The same data have a different structure in an expert system program and
in a database application program. Hence, consistency of the data shared between
the two systems is hard to manage. The database system is simply a storage sys-
tem with its interface restricted to "store", "load" and "call-sql" commands. Second,
loosely-coupled systems have severe performance limitations. Most often, the rule-
based language of the expert system shell is too general (it is a general purpose
programming language) and lacks a well-defined semantics, thereby making pro-
gram optimization a difficult problem.

Research on active databases [Dayal88, McCarthy89, Stonebraker88] have shown
the benefits of making a rule-based system a central component of an active
database system. Rules are useful to implement in a uniform way various database
functionalities such as alerters, triggers, integrity constraints, views, and proce-
dures as shown in [Dayal88b, McCarthy89, Stonebraker88]. However, rule-based
systems as designed for expert system shells are inadequate for active DBMSs
[Dayal88b], mainly because they rely solely on main memory structures (RETE-like
structures) and they cannot handle asynchronous updates. These reasons have
motivated the design of ad-hoc rule-based systems integrated with active database
systems.

Comparatively, research on deductive databases has resulted in a comprehensive
theoretical framework to study rule-based query languages. The Datalog query
language is a good representative of logic-based query languages. Much effort has
been devoted to the processing and optimization of Datalog programs (see
[Ullman89] for a survey). Recently, it has been shown that the expressive power
of Datalog, can be extended to provide forms of non-monotonic reasoning [Apt87,
Kannelakis88].

Deductive database languages and their implementations do not seem appropriate
for improving the development of real applications or even samples of them. Reg-



ularly, the question: "is there any real deductive database application?” is the basis
of a panel session [Bancilhon89]. Some see this kind of technology limited to solve
"the ancestors and cousins” problem. The area is often considered more paper-ori-
ented (theoretical) than system-oriented (practical). Two reasons can explain this.
First, the Datalog-like languages do not provide complete programming language
capabilities: control and meta-control structures (i.e., expressive power), main
memory variables (e.g., user environment variables), procedure calls or side-ef-
fects, input/output interaction with the user. They are also more query-oriented;
database updates are hard to support within rule programs. The second reason
stems from the way relational database system are architectured. In a relational
database system, abstract layers range from evaluating high-level relational cal-
culus queries to lower-level operations. All the operations are performed on the
data at the lowest levels and the final result is finally returned to the interface
process. In comparison, the architecture of expert system shells does not have this
division between higher and lower layers. In fact, many expert system shells are
built on LISP environments. For instance, KEE [Kee85] is built using Common Lisp.
Therefore, all the power of LISP is available to the rule programmer who can di-
rectly reference LISP functions within rules. These functions can perform arbitrary
operations which can involve complex windowing for displaying results or obtain-

ing inputs.

We believe in the challenge of "using deductive database technology to build effi-
cient systems that improve application programmer productivity”. The develop-
ment of the LDL system [Tsur86], at MCC provides a substantial contribution in this
direction. The LDL language [Naqvi89], 1is a Datalog-like language extended with
powerful constructs such as negation, updates, control structures (cut, choice oper-
ator), and a data modél including complex terms such as sets, functors and exter-
nals (e.g., C procedures) [Chimenti89]. The general approach is to define a declara-
tive semantics (actually, a fixpoint semantics) for a logic programming language in
the Prolog style. This language is compiled and optimized for execution on a War-
ren Abstract Machine-like system, which provides efficient LDL support.

Our approach is in the same spirit of the LDL system. However, it has some impor-
tant differences. First, our kernel language is a production rule language, called
RDL1, [Maindreville88a, Simon88]. RDL1 is formally defined as an extension of Dat-
alog with multiple literals in heads of rules and negative or positive literals in
bodies and heads of rules [Simon88, Abiteboul89b]. A negative literal in a head is
interpreted as deletion of facts. Second, the RDL1 system is integrated within a re-
lational database system in an unified architecture. One consequence is that all the



data manipulated in the rule language can also be queried or updated using an ex-
tended version of SQL. Another consequence is that all the standard database feg-
tures are supported by the RDLI1 system. A last difference with the LDL system i
that we have an extensible architecture with an Abstract Data Types (ADT) capa-
bility [Kiernan89b].

Other related work is in [Delcambre88, Widom89, Stonebraker88b, Stonebraker89].
In [Delcambre88], the use of database technology to efficiently support OPS-like
languages is investigated. As a result, their proposed language, RPL, is very similar
to our language. The Starburst project [Widom89] emphasizes the extension of a
database system with a production rule-based facility. The rule language proposed
in {[Widom@&9] is also very close to our language. Their main contribution is to pro-
pose the use of rules for expressing triggers in a way similar to [Dayal88]. This
work is therefore complementary to ours. Finally, the POSTGRES proiect,
[Stonebraker88b], proposes the extension of a relational database system with
rules. These are defined as tagged POSTQUEL commands (retrieve, replace, ...). One
possible tag is "always", expressing that the command should logically appear to
run forever. This enables to capture alerters ("always retrieve"), or triggers
("always delete”, ...). The limitations of this rule language are analyzed in
[Stonebraker89]: no support for view processing, problems for controlling rule acti-
~vation, etc. A new language, called PRSII, is proposed to alleviate these limitations.
This language is very close to the one described in [Widom89].

This paper presents the design and implementation of the RDL1 system with em-
phasis on practical aspects. The system includes many programming features usu-
ally found in expert system shells for which we have provided a formal semantics
and an efficient implementation. The paper is organized as follows. Section 2 pre-
sents the data model and the languages supported by the RDL1 system. Section 3
deals with the programming environment in which rule programs can be run, de-
bugged and traced. This section also stresses the extensibility of the inference en-
gine. Section 4 presents the overall system architecture. This architecture is an
extension of the SABRINA relational system [Valduriez89]. Section 5 describes the
implementation of the system and the techniques that implement expert system -
shells features in the database framework. Also, lessons learned from the imple-
mentation of the system are given. Section 6 concludes the paper and points out
our future research directions.



2. Data Model and Languages

The two input languages of the system are RDL1, and an extended version of SQL.
The latter one is described in [Kiernan89). First, we briefly describe the un-
derlying data model of these two languages, an extension of the relational data
model with ADTs, in the spirit of [Stonebraker83, Stonebraker8s, Osborn84,
Wilms88]. Then, the rule language is presented.

2.1. Abstract Data Types

The support of ADTs provides a rich typing capability for relational database Sys-
tems. An ADT is a type described by its operational semantics [Guttag77], i.e., by a
set of operations which can be performed on the instances of that type. For exam-
ple, the type Stack is described by the push, pop and top operations and not by the
data structure that implements a stack. Types in languages like Pascal and C are
desqribed structurally.

The ADT capability is supported by User-Defined Data Types (UDT) and User-De-
fined Functions (UDF). UDTs generalize the notion of domain in the relational mod-
el. Thus, a domain is defined either as a basic data type (real, integer, boolean,
string) or as a user-defined data type built from basic data types and type
constructors that depend on the UDT implementation language. Previously defined
UDTs can be used in turn to build new data types. From the input languages
(extended SQL and RDL1), an ADT is viewed as a set of (user-defined) functions,
the UDF, that operate on instances of the defined type.

The UDT/UDF implementation language supported by the system is LISP. From the
user point of view, LISP creates and manipulates complex hierarchical structures
required by applications. An interpreted environment protects the DBMS from ab-
normal termination in case of programming errors. LISP as a general support for
extensible programming is discussed in Section 5.

2.1.1. User-defined Data Types

A UDT is specified using a functional notation. The name of the data type is also the
name of a Boolean function that evaluates to True if its parameter qualifies as an
instance of the defined type. UDTs can be recursively defined using basic data
types and existing UDT. Furthermore, UDT are described in a ISA hierarchy cap-
turing the usual notion of type inheritance. Thus, UDT operators can be inherited



along the hierarchy. The extension of the set of basic types together with the UDTs
form the set of domains from which tuples and relations can be built.

The specification of a new type requires the use of the CREATE DOMAIN primitive.
It specifies the name of a super-type if it is a specialization of another type. The
type specification is the code used to check whether a datum is an instance of the
- type. A UDT type specification is a LISP function that returns either a True or a Nil
value. Its syntax is:

CREATE DOMAIN <super-type name>:<type name>
AS <type specification>

For instance, one could define a new "polygon" domain as a specialization of "list of
points":

CREATE DOMAIN list—of-points:polygon
AS <type specification>

Then, a new relation called "map" can be created with a reference to this domain:

CREATE TABLE map (mapid integer, contour polygon, ...)

2.1.2. User-defined functions

User-defined functions (UDF) are built from a library of primitive functions. These
include standard LISP functions and window management functions (a C package)
which allow the user to implement graphics and user interaction. The specification
of a new function over UDT requires the use of the CREATE FUNCTION primitive. It
specifies the name of the function, the type of its arguments, and the type of its re-
sult. The syntax of the command is:

CREATE FUNCTION <function-name> (parj: T1l, ...parp: Tn)
OF TYPE <type-name> AS <function-body>

where T1, ..., Tn are the respective types of the parameters pary, .., par, The func-
tions are inherited from a type to its subtypes. A UDF can also be redefined on a
subtype (overloading). For instance, the surface function defined on polygon can be
redefined for triangle. The selection of the code corresponding to a function name
is done according to the type of all the arguments of the function.

For example, the surface operator for polygons can be defined and stored as fol-
lows. It accepts one argument of type polygon (or a specialization of this type) and
returns a real number as result.



CREATE FUNCTION.surface (x:polygon) OF TYPE real AS .....

Our approach is centered around one special purpose programming language for
ADT programming. One disadvantage of this approach is that the user has to learn
it. One advantage is that the implementation takes care of passing parameters to
and from the DBMS and the language constructs. The approach to ADT presented
in [Wilms88] for the Starburst system allows ADTs to be implemented in any
programming language. This is an attractive feature. However, for each new ADT
and for each programming language that will be used to manipulate the ADT, two
special purpose conversion routines, called IN and OUT, must be supplied to con-
vert the ADT from its internal DBMS representation to that of the programming

language and conversely.

2.2. The RDL1 language

The kernel of the RDL1 language is first presented. This kernel has been initially
described in [Maindreville88a]. Theoretical aspects such as expressiveness, com-
plexity and fundamental properties (functionality, loop-freeness) of the language
formalized as a Datalog extension, have been studied in [Simon88, Abiteboul89].
The programming constructs provided in the language are discussed in the last

subsection.

2.2.1 The Kernel Language

An RDL1 program is composed of a set of if-then rules. The IF part of a rule (also
called condition part) is a tuple relational calculus expression. The THEN part of a
rule (also called action part) is a set of actions that are either insertions, deletions
or updates of tuples in a relation. A range restricted condition imposes that all the
variables that appear in the action part also appear positively in the condition
part of the rule. There are two elementary actions, denoted "+" and "-". The
update action "+" takes a ground fact (i.e., a constant tuple) and maps a database
state into another state which contains this fact. On the contrary, the action "-"
takes a fact and deletes it from a relation. Parameterized actions can be specified
by using as argument of the action a tuple containing either constants or variable
terms. The action part of a rule consists of a sequence of elementary or parame-

terized actions.

The condition part of a rule consists of the conjunction of a range definition part
defining tuple variables over relations and a sub-formula corresponding to a
logical condition over the tuple variables. Tuple variables can be explicitly



(universally or existentially) quantified in range coupled quantified expressions
that are part of the sub-formula.

<LHS> ::= <range condition> AND <sub-formula>
<range condition> 1= <range predicate>
NOT <range predicate>
<range condition> AND <range condition>

<sub-formula> ::= <expression>

NOT <expression>
<sub-formula> AND <sub-formula>

<cxpression> := <quantification>
(<predicate exp>)

<quantification> ::= EXISTS <var> IN <relation> <quantification>
EXISTS <var> IN <relation> (<predicate exp>)
FOREACH <var>

LHS of a rule

In the above table, we give a BNF syntax of the LHS of a rule. The non terminal
symbol <predicate exp> denotes a formula of comparison predicates put in a con-
junctive normal form. The figure below gives the syntax of the RHS of a rule. We

only specify the syntax of elementary and parameterized actions; a multiple ac-
tion consists of a sequence of these actions.

<action argument> ::= (<att>=<term> [,<att>=<term>...])
<term> = <constante> \ <var>.<att>

insertion + R (<action argument>)
delction -R (<action argument>)
update -/+ R (<var>; <action argument>

R

RHS of a rule

The semantics adopted for the language mixes non-deterministic and deterministic
aspects [Abiteboul89b]. Non-determinism is in the arbitrary choice of a rule to fire
at each step of a program execution. Determinism is in set-oriented rules as op-
posed to instance-oriented rules. A rule is firable if its condition part evaluates to
True in the current database state for a particular instantiation of the free vari-
ables of the condition, and if firing it modifies the current state. Firing a rule con-



sists in modifying the current database state using the action part of the rule. More
precisely, the firing operation is done as follows. First, a relational query that cor-
responds to the condition part of the rule is run. This query returns a result rela-
tion whose schema is given by the set of free variables of the condition part. Thus,
a rule is firable whenever the query returns a non-empty result. Second, with each
action (an insert, a delete, or an update) is built a relation, obtained by a projection
over the query result on the arguments of the action. The system enforces that the
relations associated with actions are pairwise disjoint sets by eliminating the in-
tersections. This guarantees that the order of actions in the action part is irrele-
vant. This firing process is clearly deterministic.

The execution of a program describes a state transition diagram over database in-
stances. A database instance is reached from a current one by firing a rule chosen
at random among the set of firable rule in the current instance. A program execu-
tion terminates when no more rules are firable.

2.2.2 Programming Constructs

In order to match real application needs, the kernel language has been enriched to
include several programming constructs. These are: main memory variables, exter-
nals, and procedural control. The key idea is that each of them can be redefined in
terms of the kernel language, thereby benefiting from a formal semantics. Thus, a
programming construct is often a syntactic sugaring that can be easily detected by
the rule compiler for ad-hoc optimization. Furthermore, rule programs are encap-
sulated into rule modules to help structuring programs.

Rule module:

A rule module is a compilation unit for the RDL1 system. A rule module is also as-
sociated with an access right mechanism that protect rules from other users. It is
created with the CREATE MODULE <module name> command. Its output interface is
a set of deduced (i.e., intentional) relations computed by the rule program. These
relations are declared using the: "OUPUT <relation name>, [<relation schema>] ..."
statement. A module takes as an input a set of base (i.e., extensional) or deduced
relations. The output relations can be queried similarly to the base relations. De-
duced relations that are not declared as output relations implicitely are temporary
relations. They are used as intermediate results by the rules in the module. The
schema of a temporary relation can be either infered by the language analyzer or
explicitely given by the user. In the latter case, a temporary relation is declared
using the : "TEMPORARY relation name>, [<relation schema>] ...

statement. The in-



ternal structure of a module is composed of three parts: a variable section, a rule
section and a procedural control section. A module creation terminates with the

END key-word.

The following example shows a module declaration with one output relation named
trip which has three attributes. The third attribute is defined over a UDT.

CREATE MODULE dispatching;
OUTPUT trip(driver string, truck string, itinerary path);

END;

The notion of module is very similar to the popular notion of rule set in rule-
based expert system shells. Rule sets are also used in the new rule-based lan-
guage, PRSII [Stonebraker89].

Rule and control section:

The rule section is made of a sequence of rules, each one preceded by a statement:
"<rule name> IS". The section terminates with the "END RULES;" statement. The con-
trol section consists of a string that describes an explicit ordering between rules.
Basic symbols in this string are rule names. Two particular symbols BLOC(string)
and SEQ(string) can be recursively used to build a control string. A string is evalu-
ated from the inner-most paranthesized part to the outer-most one. The string
BLOC(stringl) means that stringl must be executed up to saturation without any
ordering consideration of the symbols contained in stringl. On the contrary,
SEQ(stringl) means that stringl must be evaluated up to saturation using a total
ordering of the symbols in stringl from left to right. Thus, a control string can ei-
ther describe a sequential, a stratified or a non deterministic execution, or a com-
bination of these [Maindreville 88b]. This control can always be simulated with the
kernel language [Abiteboul89].

The following is a control string declaration over the rules rl, ..., r5

SEQ (SEQ (rl r2 BLOC (r3 r4)) r5)

It enforces a computation of the form (((r1C® r2)0 (r3* r4*)°) r5)0 using standard
notations for context-free grammars. The notation () stands for "fire up to satura-
tion" the content of () [Maindreville88b].

Local and environment variables:

Main memory structured variables can be used in the rule section. They are very
useful to pass parameters between rules or to communicate with a user environ-

10



ment. There are two kinds of variables: local variables defined in the variable sec-
tion of a module, and environment variables that are part of the rule evaluator.

Each local variable ranges over a domain of values which is a basic type or a UDT.
It is declared using the statement: "VAR <type name> <variable name>", optionally
followed by the statement: " := <default value>", which initializes it. A local variable
is used like a constant in the condition part of a rule. A specific command is re-
quired to modify its value in the action part of a rule: "<variable name> := value". To
simulate local variables in the kernel language, each variable corresponds to a rela-
tion with a single attribute which is the value of the variable. This relation always

contain one tuple since a local variable is mono-valued.

The following is an example of a variable declaration and manipulation in a rule

section:

VAR integer amount := 10,000;

rl IS IF trip(x) and cost(x.itinerary) = amount
THEN + expensivetrip(x);

END RULES;

Environment variables capture parameters of the user environment. For instance,
consider the size or location of windows used for interacting with the user. These
variables are made visible from rule programs to the programmer. They can be
explicitely modified by rules during the program execution. The only difference
with local variables is that they are predefined and initialized by the rule evalua-
tor. Environment variables are identified by a name, a built-in type name, a value,
and can only be manipulated through a set of predefined functions.

Externals

Routines written in LISP (also called externals) can be called from the action part of
rules. The code of an external may modify the user environment. For instance, it
may display text in a window. However, it will never modify the database state.

An external is declared using the statement "DO <routine name>(<arguments>)"
immediately after the THEN clause in the action part of a rule. The routine is
executed if and only if the rule is fired. The following is an example of external
used in a rule.
rl IS IF trip(x) and cost(x.itinerary)'<4,000
THEN + goodtrip (x)
DO display(x.itinerary);

11



Externals can be simulated in the kernel language. The above rule is simulated as
follows. First, a relation of schema: CALL (external: string) is created. Then, rule rl
is equivalent to the rules:

r0 IS IF goodtrip(x) THEN old good(x);

rl IS rl without the DO statement

r2 IS IF goodtrip(x) and not old_good(x)

THEN + CALL(display(x.itinerary));
r3 IS IF CALL(x) THEN - CALL(x);

Rule r0 saves the old state of goodtrip. Rule r2 is firable whenever r1 has been
fired. Firing r2 requires evaluating the function display contained in its action part,
thereby side-effecting the user environment. The last rule enforces the fact that
the CALL relation is always empty. Thus, the rule containing the call statement is
always firable since it will modify the database state (a tuple with a Nil value, for
instance, will be inserted). The necessary control for ordering the above sequence

of rules is available.

A rule example: We show how the "Mrs Manners" problem can be solved using
the RDL1 program below. We assume that two relations are given. The first one,
guest(name,sex,hobby), gives for each guest, his/her name, sex and hobbies. The
second one, nextseat(seatl,seat2), specifies the adjacent seats. A seat is identified
by an integer. For instance, a possible input is: nextseat(1,2), nextseat(2,3), ...
Guests must be seated so that neighbours are of different sex and share a hobby.
(To simplify, assume that the number of seats equals the number of guests.) The
nextguest(guestl,guest2) relation (indicating who sits next to whom) is computed
using the first rule. Guests are all considered for the first seat using the second
rule. The third rule recursively expands a graph of all possible solutions for seating
guests. The actual solutions are produced by the fourth rule. The temporary rela-
tion current(value) holds the number of the current seat where somebody has to
be seated. The value firstsear holds the number of a given initial seat. Relation
seating(seatl , namel ,name2,seat2,tmap) tells who sits where and next to whom,
and records a table map in the rmap attribute of type list of names (a UDT). The
two functions cons and length are standard LISP functions inherited by the UDT.
Finally, the variable started is used to control that the initialization of the seating
relation is performed once. The rules are as follows:

CREATE MODULE MISS-MANNERS;

OouTPUT
seating(seatl integer, namel string, name2 string, seat2 integer,
tmap list of names);

12



TEMPORARY
current (value integer); .
nextguest (guestl string, guest? string);

VAR
boolean started := false;

rC is
if true
thenonce + current (firstseat);

rl is
if guest (x) and guest(y) and x.sex<>y.sex and x.hobby=y.hobby
then + nextguest (x.name, y.name);

r2 is

if guest (x) and nextseat (y) and current(t) and y.seatl=t.value
and not started

then + started:=true, + current(y.seat2), - current(t)
+ seating(y.seatl, x.name, x.name, y.seatl, cons(x.name, nil));

r3 is

if seating (x) and nextguest (y) and x.name2=y.namel and current (t)
and nextseat (z) and z.seatl=t.value and t.value<>firstseat and
not member (y.name2, x.tmap)

then + current(z.name2), - current(t),
+ seating(x.seatZ,x.name2,y.name2,z.seatl,cons(x.tmap,y.name2));

rd is

if nextseat (x) and current (t) and t.value=x.seat2?2 and
t.value=firstseat and seating(y) and length(y.tmap)<x.seatl

then - seating(y):

END RULES;
SEQ (BLOC(r0O rl r2 r3) r4);

END.

3. Programming Environment

The programming environment includes three sets of primitives: an SQL language
extended with ADTs, the RDL1 language, and a set of commands to edit, run and

trace rule programs.

The query language is standard SQL extended with ADT. Deduced relations defined
by means of rules can be queried similarly to the base relations explicitely stored

in the database.

The rule editor is useful to edit a source rule program taken either interactively
from the user or from a file. It provides compile and run commands. The compile
~ommand triggers the compilation of a rule program and loads the resulting object

13



code in main memory. In case of a module declaration, the object code is stored in
the database. The run command enables to compute a rule program which has
been compiled, using two options. The first option commands the execution of an
object code loaded in main memory. The second option commands the execution of
a program stored as a rule module. The desired output relations of the module
must be specified (all by default). The run command simulates the behavior of
forward-chaining expert system shells such as OPS5 [Brownston85]. The trace
command enables the user to run a rule program (or part of it) using different
modes such as a step-by-step execution mode. At each step, the user can modify
the program, display intermediate results, or continue the execution.

The ADT editor is useful to edit a source definition of domains and user-defined
functions taken either from the user or from the database. To manipulate graphics
and windows, a library of predefined ADTs with their associated functions has
been provided. Examples of predefined functions are :

s openwindow opens a new window in the display and sets the default
window to this one;

- destroywindow is called automatically by the garbage collector;

e makegc creates a new general context for Xwindow displays;

e setwindow sets the default window to the specified window.
Figure 1 shows an RDL1 working session. The main window has a set of buttons
and panels and two subwindows: the SQL interface subwindow and the ADT defini-
tion subwindow. The RDL1 rule editor is also displayed with a rule program that
draws the map of the island of Corsica and then darkens some southern districts of

the island. The result of the program execution is displayed in the window on the
right-hand side of the screen.
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Figure 1: A working session.

4. System Architecture

4.1. Functional Architecture

The functional architecture is divided into three layers : the programming envi-
ronment, the RDL1 compiler and deductive system, and the relational data storage
system. Figure 2 shows such architecture.

The environment is built over the X Window manager [Scheifler86]. The editors
are modified versions of the standard X window editors. These are the rule pro-
gram editor and the ADT editor. ADT source code is directly executable by the run-
time system. Thus, no compilation priscessary before loading the code into working
memory. The code is simply read in by the run-time environment.

A rule program is first processed by the RDLI compiler which produces a graph-
based internal structure called Production Compilation Network (PCN)
[Maindreville88b]. This compiler needs access to schema information in the data



dictionary manager and may issue relational operations to store rule modules in
the data dictionary. The rule evaluator runs rule programs (in PCN form), invoked
when an SQL query refers to a deduced relation, or when a run command is issued.
A logical optimization phase precedes the evaluation phase. The optimizer performs
a source-to-source transformation of a PCN. Details on the optimizer can be found
in [Kiernan89a]. The rule evaluator issues extended relational operations to the
Relational Data Storage System. SQL commands are parsed and processed by the
Deductive System. It performs the traditional functions of a relational database
system such as data definition, semantic data control and query processing.

The Relational Data Storage System is a low level relational DBMS which is part of
the SABRINA relational system. It has been extended with a module that performs
the evaluation of the abstract data types captured by our data model. The shaded
part on the Figure 2 represents the traditional code of a relational database system.
The white part represents the code developed to make the RDL1 system.

Programming Environment

7 \ . o
rule programs SQL + rule manipulation
ROLL 1 JIT Rule |
Compiler Evaluator |

S
Extended Relational Algebra

UDT/UDF
Evaluator

Figure 2: RDL1 system architecture

4.2. Process Architecture

The process architecture is shown in Figure 3. The traditional distinction between
the end-user interface processes and the database server process is reconsidered.
Each end-user has one process which comprises all the modules of the architecture
portrayed in Figure 2. Users working simultaneously on the same database create
their process on the same machine. The XServer takes care of rerouting disk ac-
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cesses to the user's workstation. All user processes on a same machine share a
common memory block in the UNIX shared memory. This memory space is used to
store variables of the DBMS code representing pages (cache memory manager), a
catalog (data access manager), schemas (data dictionary manager), and transaction
timestamps (concurrency control manager). Concurrent accesses to the shared
memory are controlled using semaphores managed by the corresponding modules
of the DBMS. Since there is one process per user, other users are not blocked while

one process is waiting for disk accesses.

Workstation ‘Workstation Workstation
1 2 N
XServer XServer XServer

P e § s
v

Main Workstation XServer
RDL1 RDL1 RDL1 ]

] pewms DBMS Shared Vemory DBMS | ]
process 1 L_process 2 L_process N

Figure 3 : Process architecture.

Disk accesses are functionally issued from three levels: the programming environ-
ment, the rule evaluator, and the UDT/UDF evaluator. Since there is a single pro-
cess, all I/O are issued and bound to the same process. This provides a coherent
environment for debugging, tracing and running rule programs with user interac-

tion issued from all levels.

S. Implementation

One of the key implementation choices was the design of a common module of
code for implementing the rule evaluator, and for evaluating UDTs and UDFs. This
common module is essentially a LISP interpreter tailored for our specific needs,
and integrated with the relational data storage system. One advantage is that all
the environment variables managed by the rule evaluator are shared with the
+ DT/UDF evaluator. Furthermore, since the environment variables, the ADT li-
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brary, and the rule evaluator are managed by the same module, it provides an
integrated platform for implementing the programming environment. A secoud
advantage of this approach is the extensibility of the rule evaluator and pro-

gramming environment.

5.1 Choice of LISP

As a basis for extensibility, LISP provides the features of a shell together with the
features of a programming language. LISP programs can be called interactively
by the user in a sequence of command-answer cycles, where a command can be a
simple expression or a complex expression involving all the power of LISP. This
feature is useful to build an interactive programming environment. Futhermore,
it enables a high level implementation of system extensibility. By system extensi-
bility, we refer to the ability of modifying the system interface using itself. For
instance, the addition of new ADTs in the data dictionary modifies the interface
offered by the query language. We shall see that the same mechanism (i.e., addi-
tion of new functions in the data dictionary) also allows to modify the interface of
the rule evaluator. ' |

Our approach of system extensibility can be compared to that of the Starburst
project [Haas89]. Query processing in Starburst is made extensible by using the
same programming language as the DBMS implementation language. The user
may access the structure of a query manipulated by the DBMS, called a Query
Graph Model (QGM), modify it, and return it to the DBMS. The advantages of this
approach are the simplicity of linking a user program with the DBMS code, effi-
ciency and generality offered by the QGM structure. Howewer, we see two prob-
lems related to such generality. First, the interface for extensibility, QGM, is a low
level interface that presents implementation details at the level of a database
system implementor. This may not be easy to exploit. Second, since the user may
perform any kind of modification on a QGM structure, this structure can be cor-
rupted by a user program. Therefore, bad programs can be run with the DBMS
code and will cause a DBMS crash. In our approach, LISP provides a better level
of abstraction. For instance, LISP objects include relations, queries and other spe-
cialized objects (rules, relational operations, etc.). These objects are presented as
abstract entities thereby hiding many of the more complicated details. Finally, the
interpreter also detects user programming errors and avoids running the DBMS
into errors.
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S5.2. The Rule Evaluator

This section first presents the general evaluation mechanism of a rule program.
Then, it describes how the rule evaluator extensibility is implemented. Finally, the

implementation of environment variables is given.
Evaluation of rule programs :

The execution phase is a cycle consisting of three actions: match, select, and fire.
First, the interpreter finds all the relevant rules whose conditions march the cur-
rent database state. The rule evaluator generates a query corresponding to the
condition part of the rule and the relational query optimizer processes it. A tempo-
rary relation is returned by the relational data storage system. If it is not empty
the rule is said relevant. Among this set of relevant rules, the conflict set is built
with all the firable rules (i.e., the ones that can change the database state). To de-
termine it, the rule evaluator computes the effect of each relevant rule. This re-
quires to process union (or difference) operations between the temporary relation
associated with the rule and the relations that appear in its action part. Finally, the
rule evaluator selects one rule in the conflict set and fires it.

An optimization issue is to choose the next rules that should be considered for rel-
evance at any step of the execution cycle. This determines the number of rules ex-
amined concurrently in the conflict set. A strategy for such a choice is called the
conflict resolution strategy. In our system, the conflict resolution strategy is based
on firing by stepwise saturation and chaining. It induces an implicit partial order-
ing among the rules of the conflict set. This ordering is defined as follows : If two
rules rq and rp are in the conflict set, then I} < ry iff there is a path in the PCN
going from 1y torp. If ry < r2 and rp < rp then ry=ry. This means that the con-
tent of a relation must reach a stable state before considering an other rule using it.
The control string specified in a rule program is consumed by the rule evaluator. It
adds supplementary ordering constraints between rules. From an optimization
point of view, this strategy minimizes the number of relational queries generated
to execute the program. For instance, it leads to fire a non recursive rule only once.
Indeed, a rule is first tested for relevance according to the partial order. If the test
fails, a next rule is chosen in the hierarchy. Similarly, if a rule is relevant, one tests -
if it is firable. If not, an other rule is chosen.
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Rule evaluator extensibility :

The rule evaluator is a LISP program that evaluates a rule program compiled into a
PCN format. A set of primitive operations corresponds to basic operations over the
PCN and its elements which are places, arc labels, transitions and relations. For
example, relations, transitions and places are accessible as LISP basic objects. At
the rule evaluator level, operations performed over relations are union, intersec-
tion, merge, difference, remove-doubles, tuple-count. Callsto these LISP
primitive operations are translated into direct calls to the relational database stor-
age system operators. Results of the operations are returned as LISP objects.

The functions that implement the rule evaluator are stored in the data dictionary.
Some of these functions are made visible to the end-user through the programming
environment. Examples of these are: the functions that determine the strategy of
the evaluator for processing a rule program; the functions that evaluate and fire a
rule; or the functions that visualize intermediate changes to the database made by
one or more rule. They are easily modifiable through the ADT editor. This enables
the application program implementor to adjust the strategy of the rule evaluator
according to the application needs. Also, these functions allowed to build the debug
environment. The main interface of the rule evaluator is:

procedure rule-eval (program-name : text, PCN : S-expression, query : Q-tree);
begin

result := APPLY (program-name, PCN) ;

QUERY . ANSWER := result
end ;

The rule-eval procedure accepts three parameters. The first is the name of the
LISP program that is to be used to evaluate the PCN (there may be many such pro-
grams if several evaluation strategies are supported). Then the PCN follows. It is a
LISP expression. The QUERY parameter contains the query and the answer field
which is used to store the rule program result. The APPLY function is the standard

LISP function, which starts the execution of the rule evaluation program against
the PCN.

Main memory variables :

Main memory variables may appear in the condition part or in the action part of a
rule. Consider the following rule action:

[\
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varl := function (<arguments>)

where the function arguments cannot contain relational calculus expressions (e.g.,
an attribute value of some relation tuple). Such an expression is evaluated in main
memory by the LISP interpreter. Now, consider the following expression occuring
in the condition part of a rule:

x.att = varl

Where x is a variable ranging over a relation, att is an attribute name of that rela-
tion and varl is a variable name. This expression cannot be evaluated in main
memory by the LISP interpreter because it belongs to a relational calculus expres-
sion. It must be evaluated by the module which performs relational operations.
Thus, the expression is compiled into the form <attribute relop constant> whereby
varl is replaced by its value and assigned to the constant. Then, the DBMS is able
to process the relational selection.

5.3. The UDT/UDF Evaluator

User-defined functions are processed by a LISP interpreter. The processing of
LISP expressions must be reconsidered in a database context. The main interface to
the ADT evaluator is:

Procedure ApplyUDT (opname:text; arglist:list) iresult;

begin
lispargs := convert (arglist) ;
ApplyUDT := APPLY (cpname, arglist) ;
end;

This simplified procedure receives two parameters which are respectively the
name of the UDF to evaluate and the list of values to which the function is to be
evaluated. The argument list is converted into a convenient representation for the
LISP interpreter. Then, the function is applied to this list using the standard LISP
APPLY function which returns the result of the operation.

The primitive LISP functions are implemented in the same language as the DBMS.
The graphics and window primitives are implemented in C over the X window in-
terface [Swick85].

A simplification made with respect to usual LISP interpreters is to allow local
variables only in UDF functions and to disallow property lists. These are supported
in the rule evaluator programming environment. Therefore, only function code
persists between ADT evaluation cycles. Since the interpreter is essentially an ADT
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method evaluator and no user environment needs to be maintained between
cvaluation cycles, this restriction is not cumbersome to the ADT programmer.
These two restrictions great:y simplify the task of identifying garbage. Function
code is marked as non garbaje and thus stays valid for the lifetime of the transac-
tion. All memory consumed curing a cycle can be reused during the next cycle. The
memory allocation procedure has been altered to allocate old memory fragments
until those fragments have bezn deleted. At which point, basic system calls are run
to allocate new memory. Intices provide quick access to memory elements. So,
garbage collection does not hinder performance in this context.

5.3 Lessons learned

While the implementation of the RDL1 system, we learned several lessons con-
cerning the RDL1 language, the programming environment and system perfor-
mance.

e In the first specification of RDL1 [Maindreville88], the semantics of the language
was purely non-deterministic (instance-oriented rules): a rule is firable for each
combination of tuples satisfy'ng its condition part. Such a semantics, usually im-
piemented in production rules systems [Brownston85], revealed to be very diffi-
cult to implement in a relational database system based on set-oriented query
processing [Regnier89]. Therefore, we decided to implement another semantics
where rules are set-oriented. “Vhen a rule is fired, its action part is applied for all
answer tuples to the relatioral query associated with the condition part of the
rule. Hence, rules can easily be mapped into relational queries [Kiernan89a]. Sim-
ilar observations seemed to guide the design of a set-oriented rule language in
Starburst {Widom89] and Postgres [Stonebraker89]. Howewer, set-oriented rules
are less expressive than instance-oriented rules. This may pose problems in prac-
tical use. For instance, one cannot solve the "Mrs Manners” problem of Section 2
by randomly returning only one configuration for the table map.

© The presence of deletions in rules makes difficult to control program termina-
tion. A rule may insert tuples in a relation that are deleted by another rule. If the
insertion rule is firable again then the program may enter an infinite loop. A solu-
tion is to use special "control predicates” that inhibit a rule to be fired more than
once with the same tuples. Main memory variables may be useful to play the role
of control predicates. This is the case in the rule example of Section 2 with the
started variable. This problem also motivated us to formally study locp-freeness
detection [Abiteboul89b].

[ 8]
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e Finally, it appeared necessary to separate static control information from the
rules. First, this is for performance reasons because control information could be
compiled and consumed by the rule evaluator in an efficient way. Second, this is
because programs become more readable and control is easier to change.

Three crucial points for optimization have been isolated while experimenting with
the system: managing temporary relations, detecting halting conditions and stor-
ing rules.

e Firing a transition implies recomputing the conflict set because the database
state has changed. This task is the major time-consuming part of the execution
cycle. Thus, it deserves special effort for query optimization. Two main tasks are
involved in the recomputation: recomputing the temporary relation associated
with a rule, and computing the effect of the rule. This can be time-consuming for
non monotonic programs because (i) a rule for which the test of relevance failed
at one step may become firable, and (ii) a rule that was fired may become firable
again. This means that a similar task can be repeated on consecutive cycles. We
proposed a first algorithm [Regnier§9] which maintains some information accross
the execution cycles, in order to optimize this task.

° Another problem is the efficient storage of temporary relations in main memory
in order to perform: (i) a fast evaluation of the temporary relation associated with
a rule, and (ii) fast unions and differences involved in the firing of a rule. Standard
relational DBMS do not treat temporary relations as first class citizens. Indeed,
1ost of the DBMS store temporary relations as sequential files. The first measure-
ments we performed on our prototype exhibit that improvements could be ob-
tained by using indexing schemes for temporary relations. Nevertheless, assuming
that temporary relations can be indexed in main memory, determining the most
appropriate way of indexing them is a very complex task. The PCN model
[Maindreville88b] needs to be extended to capture physical information such as
sorted relations, cardinality of relations, indexing schemes. A first step in this di-
rection is to make the rule evaluator knowing which temporary relations have al-
ready been sorted. This allows to optimize union operations.

« A good storage structure for rule programs is needed. First, it should allow an ef-
ficient access to rules pertinent to a query. The time ratio spent for accessing rules
during query processing can be important. A special algorithm based on a double
hashing of the join attributes was designed to reduce this overhead [Cheiney89].
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6. Conclusion and Open Issues

This paper presented and motivated the architecture of the RDL1 system. The ap-
proach followed in the design of the system is centered around the integration of a
production rule language with a relational database system, the development of a
rule-based programming environment, and the support of system extensibility
using ADT facilities. The programming environment allows a better structuratinn of
rule programs, the use of several programming constructs usually found in pro-
gramming languages and expert system shells, flexible 1/O facilities for displaying
results and obtaining user input. All these features are critical for making deduc-
tive database a practical technology, i.e., supporting large rule-based programs. A
version of the RDL1 system, operational on UNIX workstations, was demonstrated
at the SIGMOD'89 Conference.

The implementation of this system provided rich feedback on the rule language
semantics, the system performance bottlenecks and the programming environ-
ment. In particular, constructive criticisms were given by users who volunteered
to develop an "Intelligent Training System (ITS)" as an RDLI1 application, in the
framework of the ISIDE Esprit project. The ITS application is intended to teach a
maintenance personal to diagnose and repair helicopter's failures. Most of the dif-
ficulties at the begining were caused by the lack of a programming environment
and programming constructs in the rule language. Using them, a reasonable sam-
ple of the application was produced.

Based on this experience, we started a new project with the objective of developing
a more powerful rule-based system for large databases. The design choices made
for this system are to offer both instance-oriented and set-oriented rules in the
language, to develop a compiler/optimizer besides the rule interpretor better suit-
ed for prototyping, and to enrich the programming environment with facilities to
manage triggers and integrity constraints expressed as rules. This last functionality
is required by the analysis of the ITS application.
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