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Abstract

Memory space management for attribute evaluators is a vital requirement in practice. In fact,
using attribute grammars (AGs) will very quickly meet the problem of memory space if it
isn’t taken into special consideration. We consider this problem for evaluators of the simple
multi-visit class, also called [-ordered, because it is the largest possible AGs class for which we
can find, at construction time, a method for memory space optimization. We present a new
algorithm which decides, at generation time, if it is possible to store attribute instances in
global stacks or global variables. The purpose of this approach is to reduce not only memory
space, but also as much as possible the number of attributes to be stored in the nodes of the
tree. This method is implemented in the new attribute grammar processing system, named
FNC-2. Finally we present our first practical results which seem very promising.

Key words: Attribute grammars, Attribute Evaluators, Memory Management, Optimiza-
tion.

Résumé

La gestion de ’espace mémoire pour les évaluateurs d’attributs est une nécessité vitale en
pratique. En effet, lors de I'utilisation de grammaires attribuéees (GA) on se heurte trés rapi-
dement au probléme d’occupation mémoire si celui-ci n’est pas traité avec une attention par-
ticuliere. Nous considérons ce probléme pour les évaluateurs de la classe simple multi-visites,
également appelées l-ordonnées, parce que c’est la plus large classe de GA pour laquelle on
peut trouver, au moment de la construction, une méthode d’optimisation de ’espace mémoire.
Nous présentons un nouvel algorithme qui décide statiquement si les instances d’attributs peu-
vent étre stockées dans des variables globales ou dans des piles. L'objectif de cette approche
est de réduire, non seulement l’espace mémoire, mais aussi le nombre d’attributs devant étre
stockés au nceuds de I’arbre. Cette méthode est implantée dans le nouveau systéme de traite-
ment de grammaires attribuées nommé FNC-2. Enfin nous présentons nos premiers résultats
pratiques qui semblent trés prometteurs.

Mots Clés: Grammaires Attribuees, Evaluateurs d’attributs, Gestion Mémoire, Optimisation.
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1 Introduction

Attribute grammars .(AGs) have been devised nearly 20 years ago by D.E. Knuth [Knu68] to
describe and implement the semantics of programming languages and, more generally, any
syntax-directed computation. One of the main quality of this approach is that it is possible
to thereby generate an attribute evaluator performing the computation specified by a given
AG. Since then, much research has been done to obtain really efficient attribute evaluators
using this method. A lot of research has dealt with the topic of attribute value storage, which
is the main problem hindering industrial use of the AGs.

Let us briefly explain this problem. In a naive implementation, the value of an attribute
instance computed during evaluation must be stored on the tree, because this value can be
used for computing other attribute instances. When the last use of this value occurs for
computing another attribute instance, it would be preferable to free this space for storing
further values.

There are different ways to solve this problem according to [Kas87].

a) Consider a particular tree for a given input and decide globalization for the
attribute instances of that tree. In this case decision analysis and the consequences
thereof are performed at attribute evaluator runtime (dynamic method) [Lor77,
RA&i81].

b) Consider an attribute evaluator for an AG and decide globalization such that it
is applicable for any tree. In this case decision analysis is performed at generation
time resulting in a modified attribute evaluator (static method) [Gan79, JaP81,
Kas84, FaY86, Par87, Kas87, Par88, JoP88, EnJ88, Jul89).

c) Consider an AG and a given set of attributes to be globalized. Then construct
an attribute evaluator with an evaluation sequence control which guarantees that
the global variables are used properly — if such an evaluation sequence exists

[Son85, KaS86|.

We prefer the static method (b) which considers a given attribute evaluator for an AG
and determines a memory management scheme applicable to any tree. Kastens has been the
first to present this kind of method for the OAG class {Kas80], its basic idea being the notion
of attribute lifetime analysis. To perform this analysis, the only required condition is that
an attribute evaluation order should be statically known. And it is known that this property
defines the l-ordered (simple multi-visit) class [EnF82], for which attribute evaluators can be
defined by visit sequences. The lifetime analysis is computed from the visit sequences.

The two most recent papers on the subject of memory space optimization, which are based



on the same static method, are [Kas87, EnJ88]. The work which is presented here has been
strongly inspired by them. As a first step, let us briefly recall their methods. The basic idea is
to decide if each attribute [EnJ88] or each attribute occurrence [Kas87] can be implemented
in a global variable or in a stack. The choice is done by analysing the overlappings of attribute
instance lifetimes and must be valid for all the possible trees.

To store all the instances of an attribute in a variable, all their lifetimes have to be non-
overlapping, and this for each tree. In the case of stack storage, they have to be properly
nested or non-overlapping. Consider a given lifetime in a given production, then test if it
verifies one of the two above conditions, for any tree containing this production. If for each
lifetime of a given attribute the same condition has been verified, then this attribute can be
implemented in a variable or a stack respectively.

To detect all the possible lifetime overlappings, the main problem is to find a mechanism
for projecting the lifetimes induced by all the possible trees containing this production, onto
the considered lifetime. Moreover this projection mechanism must induce necessary and
sufficient conditions on the considered lifetime, to decide the mode of storage. The way to
define this projection mechanism is the essential difference between the approach of [Kas87,
EnJ88] and ours (for a first presentation see [Jul89, JoP88]).

Kastens defines for each attribute a language which completly describes lifetime overlap-
pings. But, as he wrote in his paper, the language is larger than the one induced by the
computation sequences. We will see that it is only necessary to analyse the overlapping of
the projected lifetimes on the considered lifetime and not the overlapping of these lifetimes
on each other. Engelfriet and de Jong [EnJ88] have taken this problem into consideration,
but as we will show, they still compute more information than necessary.

Our projection method is based on the construction of pseudo context-free grammars ac-
cording to the structure of the visit-sequences which compose the given evaluator. These
pseudo-grammars allow to compute the projected information but they don’t explicitely con-
tain them. They just represent the visit sequence overlapping, independently of the attributes
(which is the first advantage of this method). For a given attribute, we will use the pseudo-
grammars in addition to an information on the lifetimes of this particular attribute. In fact
it is possible to define this information in a minimal way, and this seems easier than the
formalism of [EnJ88].

Moreover, in the case of temporary attributes, we consider unstrict stacks, i.e., we allow
to access not only the top element, but also a bounded number of elements below it [Jul89,
JoP88]. This is very interesting becaﬁse it allows to store all the temporary attributes in such
stacks. Note that the problem of their management is a purely technical implementation one.

When storing all the temporary attributes in stacks, it must be clear that we seek not only



to optimize memory space, but also to avoide storing values in the tree.

Secondly, it is desirable to group these objects in order to reduce memory space and
remove a maximum number of copy rules: if two attribute instances are stored in the same
memory space, then it is possible to eliminate copy rules between them. We propose an
algorithm for regrouping variables and stacks which gives priority to the elimination of copy
rules.

Our main purpose being the practical results, we have implemented our method in a
new attribute grammar processing system, named FNC-2 [JoP88, JoP89]. A large part of
this system has been specified by AGs, and the results of its own generatioﬁ (bootstrap) are
very promising concerning memory space (see section 7). Because of the concrete realization
purpose, our approach differs from the other ones: we have been forced to distinguish the
cases of temporary and non-temporary attributes, even if both cases can theoretically be
unified as in [EnJ88]. According to numerous experiments [Kas84, FaY86, Jul89, JoP88] it
has been shown that temporary attributes represent more than 90% of attributes. Moreover
it has been proved that every temporary attribute can be stored in a stack, in the worst case.
On the other hand, we will see that for non-temporary attributes we need more informations,
but these informations can be computed from those of temporary attributes. For all these
reasons, we have first implemented the method for temporary attributes only.

The paper is organized as follows. In section 2, we introduce the notations and definitions
which will be used in the following sections. Section 3 is an overview of the space management
problem and defines the purpose of our work, i.e., computing the minimal information to be
projected. In sections 4 and 5, we deal with temporary attributes and non-temporary ones,
respectively. In section 6 we present a new algorithm for grouping together variables or stacks.
In section 7, we present practical results obtained by running the FNC-2 system. In section

8 we give some conclusions on this work and also sketch future works.

2 Definitions

In this section we introduce the preliminaries of our terminology and notations, but we assume
that the reader has a basic understanding of attribute grammars. The reader is referred to
the literature on this topic, for instance the survey [DJL88] of AGs. But we will always refer
to the same example, which is a good introduction to our notations.

An AG is based on a context-free grammar G = {N,T, P, Z} consisting of non-terminals,
terminals, production rules and initial non-terminal respectively. It is augmented by a set of

attributes A and a set of semantic rules which define the computation of attribute values.

e FEach non-terminal X € N has two associated disjoint, finite sets, denoted IA(X) and



SA(X), of inherited and synthesized attributes, respectively. When considering a pro-
duction rule of the form Xo — X ...Xn, we denote an attribute a of X; (7 € [0..n])

as (a, j)-

e Each production p € P has a set of semantic rules that define the attributes of SA(Xo)
and of TA(X;) for j € [1.n], which we call the output attributes of p. Each of these
attributes is defined by a function depending on some attributes of TA(Xo) and § A(X;)
for j € [1..n], which we call the input attributes of p. We denote by D(p) the local

dependencies of p.

We will only consider evaluators for the subclass of the AGs called l-ordered [Eng84].
An AG is l-ordered iff there exists, for each non-terminal X, a totally ordered partition of
its attributes 7(X) = TA1(X), SA1(X), oo T Ay x) (X)), S Ajqet(x)(X) such that, for each
production p, the graph, noted T(p), obtained by pasting together the local dependencies
D(p) and the dependencies between the attributes of each non-terminal X appearing in p
induced by 7(X) is acyclic.

Then in every tree ¢, there exists a total evaluation order, denoted T (t), which can be ob-
tained by combining the orders T (p) for each production p appearing in t. During evaluation,
the inherited attributes of TA4;(X) are evaluated before the i-th visit to a node labelled by
X, and the synthesized attributes of SA;(X) are evaluated during this i-th visit. We denote
by last(X) the last visit to a node labelled with X.

In what follows, assume that G is an l-ordered AG. For any production p : Xo —
Xi...Xn of G, a visit-sequence for p (satisfying the l-ordered definition), denoted by Oy,
consists of k parts Op(1),...,Op(last(Xo)), where each piece Oyp(i), for i € [1..last(Xg)]), has

the form :

Oy(i) = EVAL (I4;,(X,,)), VISIT (X, 1), .
EVAL (IA;j, (qu)), VISIT (qu,jq), EVAL (SA;(Xo)), LEAVE(XG,1)

The visit-sequences are fixed at evaluator generation time, on the basis of the attribute
dependencies specified in the AG. They determine an evaluator for the [-ordered AG, denoted
SMV-evaluator, which functions as follows. Let t be a structure tree for a sentence of L(G). In
order to compute a value for all attribute instances in the tree %, the evaluator walks through

it. Visiting a node n labelled with a production p, it will perform three kinds of operations :

e EVAL (Ag) with A = TAk(X;) for j € [L.n] and k € (1.last(X;)] or Ax = SAr(Xo)
for k € [1..last(X,)]. Such an EVAL instruction corresponds to the evaluation of some

output attributes of p.



e VISIT (Xj,:) with ¢ € [1..last(X;)] corresponds to the i-th visit to the j-th successor

node of n.
e LEAVE(Xjy,t) with ¢ € [1..last(X()] means to leave n for its parent for the i-th time.

Let us give three more specialized notions for our lifetime analysis.

Definition 2.1 (Usage-section and Lifetime-section)
Let (a,2) be an input attribute of a production p : Xo — X1...Xn. An EVAL instruction

uses (a,1) when the EVAL instruction calls for the evaluation a semantic rule using (a,?).

e Let (a,?) be an inherited atiribute, i.e. ¢ = 0. Assume that a € TA;(Xo). A usage-
section of (a,0) in p, is any subsequence of Op that begins with the beginning of Oy(j)
(Ag) and ends in an EVAL instruction of O, that uses (a,0) (A;). The lifetime-section
of (a,0) in p, denoted L = Ay B Ay, is its longest usage-section.

o Let (a,i) be a synthesized attribute, i.e. i € [l.n]. Assume that a € SA;(X;). A
usage-section of (a,i) in p is any subsequence of O, that starts with the VISIT (X;,j)
instruction (As), and ends with an EVAL instruction of O, that uses (a,i) (A;). The

lifetime-section of (a,1) in p, denoted L = Ay B Ay, is its longest usage-section.

Notice that a lifetime-section could be a subsequence of O,(7) but could also span across

several parts of Op (i.e. Op(j)...O0p(j +1)).

Definition 2.2 (temporary attribute)
An attribute a € A(X) ts temporary if the following is true. Inherited and synthesized at-

tributes are considered separately.

e Let a be an inherited attribute. Assume that a € IA;(X). Then, for every production
p having X at the left hand side (LHS ), the last EVAL instruction of O, using (a,0) is
inside Op(7).

o Let a be a synthesized attribute. Assume that a € SA;(X). Then, for every production
p:Xo — Xi...X, such that X; = X (2 € [1..n]), if VISIT (X;,j5) occurs in Op(l),
then the last EVAL instruction of O, using (a,?) is also contained in Opy(1).

This ends the definitions we need to describe the tests that decide whether an attribute

can be stored in a global variable or in a stack.



Example

We give a toy example of an l-ordered AG, denoted G. The set of non-terminals is N =
{Z,Y,X} where Z is the initial non-terminal. The set of attributes is A = {a,b,c,d,e¢, f}.
The production rules with their semantic rules are described below. Notice that we are just

interested in dependencies between attributes, and not in their values.

p:Z— X
Xc:=0 X.a:=0 Zf=Xb+Xd
p2: X —YX
Xo.c:=Xp.c Xod:=X2.d Xy.a:=Xg.a+Y1.d+ Xp.d
Yi.c:= Xp.a Yie:=Y1.d Xo.b:=Y1.b+ Xs.b
p3:Y — X
Xa:=Ye+Yec Xec:=Yc Yb:=X5b Yd:=Xd
pg: X — €
Xb:=Xa Xd:=X.c

The visit-sequences associated to productions are given below. Note that the initial non-

terminal is visited once, while others are visited twice.

O, (1) = EVAL (X.c) VISIT (X,1) EVAL(X.a) VISIT (X,2) EVAL (Z.f)
LEAVE (Z,1)

Op,(1) = EVAL (Xp.c) VISIT (Xz,1) EVAL (Xo.d) LEAVE (X,1)

0,,(2) = EVAL (Y.c) VISIT (Y,1) EVAL (Xp.a) VISIT (X2,2) EVAL (Ye)
VISIT (Y,2) EVAL (Xo.b) LEAVE (X,2)

Op (1) = EVAL (X.c) VISIT (X,1) EVAL (Y.d) LEAVE (Y,1)

Op(2) = EVAL (X.a) VISIT (X,2) EVAL (Y.b)  LEAVE (Y,2)

Op (1) = EVAL (X.d) LEAVE(X,1)

0,,(2) = EVAL (X.b) LEAVE (X,2)

3 Preliminaries

Our purpose is to define a transformed SMV-evaluator that stores attributes in a space-saving
manner. More precisely, it can store some attributes in global variables and some in stacks.
The transformed SMV-evaluator stores all the instances of an attribute (a, X') (simply noted
a in the following) in a global variable, called V'[a], if, whenever it computes an instance of
a, it stores this value in V[a], and, whenever it needs the value of an instance of a, it uses

the value of V[a]. Similarly, the transformed SMV-evaluator stores an attribute a in a stack,



called S[a], if, whenever it computes the value of an instance of a, it pushes this value onto
Sla]. Moreover, whenever the evaluator needs the value of an instance of a, it uses the top
of S[a] (or k (bounded) elements below the top of S[a] in the case of temporary attributes).
Clearly, it will also perform some pop operations on S[a] when the top values have become
useless. In what follows E(V,S) indicates a SMV-evaluator that stores the attributes of V
in global variables, and those of S in stacks. Naturally we want to be sure that V' and S
are such that E(V,S) behaves as E. E(V,S) is correct if for every complete tree t of G,
the semantic value of t computed by E(V,S) is equal to the semantic value computed by E.
Given a tree t of G, we define the computation sequence, denoted C'S(t), as the combination
of the visit-sequences associated to productions which appear in the structure of ¢. Using
such a computation sequence, it is not difficult to state two conditions that guarantee the

correctness of E(V, S).

Condition 3.1 (on V) For each a in V, for each complete tree t of G, and for any two

instances of a in t, their lifetimes in CS(t) are strictly disjointed.

Condition 3.2 (on S) For each a in S, for each complete t of G, and for any two instances

of a in t, their lifetimes in CS(t) are either disjointed or properly nested.

In what follows, tests for conditions (3.1) and (3.2) will be described. The intuitive idea
behind these tests is that the lifetime of an attribute inside a computation sequence CS(t)
corresponds to the lifetime inside some visit-sequence O,.

Consider, for instance, the lifetime-section L = Ay B A, in O, of an attribute a. We want
to determine if the instruction sequence B can produce lifetimes of a, for each complete tree

t containing this production p. There are two main cases:

1. The generation by the instructions sequence B depends only on the p production (i.e.
the lifetimes produced correspond to output occurrences of @ in p). In this case, it is

easy to perform the tests of our conditions (3.1) and (3.2) locally.

2. The generation by the instructions sequence B depends on a tree structure which can
be constructed with this p production. The instruction sequence B can produce another
lifetime coming from another production, through the VISIT or LEAVE instructions in
B. In this case, the main problem is to define correctly the lifetime projection of B

instructions on L, for each complete tree containing the p production.

Let us give some explanation about the definition of this lifetime projection. The knowl-
edge of the relative order between the lifetimes projected through B isn’t necessa,‘ry. One ounly

needs to check whether these lifetimes end inside B or overlap L. In fact, the correctness of



the order will be verified locally, during the test of their corresponding lifetime-sections. In
the same way, the longest lifetime (i.e. the worst case of all the possible trees) is sufficient to
test if this ends really inside B.

Assume that B in O, doesn’t contain any LEAVE instructions. Then, the projection of
lifetimes depends only on all the subtrees of the production p. According to the definition
of temporary attributes 2.2, we just need a bottom-up projection mechanism induced by the
VISIT instructions. Assume now that B in O, contains at least one LEAVE instruction. Then
the attribute is not temporary, and we will need a top-down projection mechanism (induced
by the LEAVE instructions) in addition to the bottom-up one.

So we begin the presentation of our method by considering first the case of temporary
attributes, and then the non-temporary one. That seems to be a good decomposition of the
problem because the analysis of temporary attributes is much easier, and the other one is in

fact a natural extension of the first case.

4 Space Management for Temporary Attributes

In this section, tests will be described that check precisely whether a temporary attribute
(a € A(X)) can be stored in a global variable or in a stack.

4.1 Global Variables

Given the lifetime-section of an input occurrence of a in a production p, we have to state
whether a new occurrence of a will be defined inside this lifetime-section. As we have seen
below, we only need a bottom-up projection mechanism. This projection will be computed

with the Grammar of Visits, defined as follows.

Definition 4.1 (Grammar of Visits Gy)

Gy s a contexl-free grammar (Ny,0,Py,Zy). Ny contains all the symbols of the form
(X,i), where X is a non-terminal of G and i € (1.last(X)]. The initial non-terminal is
Zy = (Z,1). Py is defined as follows: For each production p : Xo — X1... Xy, and for
each j € [1..last(Xo)] let Op(7) be the j-th visit-sequence of p. Py contains the production p; :
(Xo0,7) — (X1,k1) ... (Xm, km) where the (Xi, k;) are such that there exists an instruction
VISIT (Xi, ki) in Op(3).

Let Gy be the Grammar of Visits of G. We express the “syntactic dependencies” be-

tween the non-terminals of Gy defined by the relation = Then, for each (Y,j) € Ny,
v

(Yv,7) ?-—L>(X, k) iff an occurrence of a could be defined during the j-th visit of a node labelled
v
with Y.



Test 4.1 (temporary attribute stored in a global variable)
A temporary attribute a € Ar(X) can be stored in a global variable iff conditions (i) and (ii)

are satisfied:

i) For each production p : Xg — X;...X, and for every two input occurrences

(a,?) and (a,j) of a in p, the lifetime-sections of (a,i) and (a,j) are disjointed.

ii) For each production p: Xg — X ... X, and for any input occurrence (a,i) of
a € p, if the sequence of VISIT instructions of the lifetime-section of (a,?) in p is
VISIT (Xy,j1)... VISIT (Xy,,Jq) then, for every h € [1..q] it is not the case that
in Gv (Xi,,,7n) G=*V>(X, k).

Example

We need first to build the Grammar of Visits, denoted Gy . This grammar is defined by the

following productions.

(Z,1) — (X,1) (X,2)
(X,1) — (X,1) (X,2) — (v,1) (X,2) (V,2)
¥,1) — (X,1) v,2) — (X,2)

Consider the inherited attribute a associated to the non-terminal X. Note that a €
TA5(X), i.e. every occurrence of a is defined before the second visit to a node labelled by X.
To state whether X.a can be implemented in a global variable or not, we need to examine
the lifetime-sections of every input occurrence of X.a. Counsider for instance production ps.
A visit to (Y, 1) occurs during the lifetime of (a,0). But, because it is not the case in Gy
that (Y,1) -&——-}(X,Z), no new definition of X.a could happen while Xy.a is in use. One can
easily verify the lifetimes are non-overlapping in production ps too, and then conclude that

X.a can be stored in a global variable.

4.2 Stacks

We give first the test for checking whether a temporary attribute can be stored in a stack or
not. Remember that, for practical reasons, we allow to access not only the top of the stack,

but also to elements inside the stack.

Test 4.2 (temporary attribute stored in a stack)

A temporary attribute a € Ak(X) can be stored in a stack iff the following condition is satisfied.
For each production p € P and for any two input occurrences (a,i) and (a,j) of a in p, if the
Lifetime-section of (a,t) in p, denoted L;, contains an element of the lifetime-section of (a, j)

in p, denoted L;, then L; must contain the whole lifetime-section L;.



Notice that the test is completely local for a temporary attribute stored in a stack: we
are just interested in checking whether the lifetimes of two occurrences of a in a production
are non-overlapping or properly nested. But we don’t need any information on the Grammar
of Visits (as it is the case for the global variable test). The reason is that if, inside the
studied lifetime-section, a new occurrence of a is defined during the visit of a subtree of a
node labelled by p, then its lifetime is completely contained in this visit (see the definition
(2.2) of temporary attributes). Thus, those two lifetimes are properly nested.

Assume now there exists an overlap between two lifetime-sections, denoted L; and L;.
Then, test 4.2 will fail and thus the attribute can’t be implemented in a stack. But it is
possible to transform the lifetime-sections so that they become properly nested. Intuitively,
the method consists in extending one of the lifetimes: this extension leads to delay the pop
instruction. In the worst case, one can keep the value in the stack until the end of the visit,
instead of popping this value when it becomes useless.

Other differences between our work and others are the use of unstrict stacks and the

transformation. Together, they allow to store all the temporary attributes in stacks.

Example

Test 4.1 for the synthesized attribute d € SA1(Y) fails because in production pj, a visit
to (X,2) occurs inside the lifetime-section of (d,1) and (X ,2) =G%(Y,1). Nevertheless, this
attribute can be implemented in a stack: test 4.2 is trivially satisfied because no production
contains two input occurrences of Y.d. It is important to note that, even if a new occurrence
of X.d can be defined during a visit to (X, 2), it will become useless after this visit because

the attribute is temporary. Thus, the lifetimes of such two occurrences are properly nested.

5 Space Management for Non-Temporary Attributes

In what follows we will consider non-temporary attributes. Assume that a is a non-temporary
attribute of G. Then, there exists an input occurrence (a,i) of a in some production p as
usual, such that its lifetime is not completely contained inside one visit to Xo. In other words,

there exists a lifetime that spans across several visits to a node labelled by Xo.

5.1 Global Variables

The lifetime analysis is similar to that for temporary attributes: one must check whether the
lifetimes are non-overlapping or not. But to generate the top-down projection mechanism,

we need to complete the Grammar of Visits with the different visits that could be performed
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between two consecutive visits to a given non-terminal (i.e. by a LEAVE instruction). This is

done by the Grammar of Contexts and Visits which is defined as follows.

Definition 5.1 (Grammar of Contexts and Visits Gcv)

Gcv is a context-free grammar (Nev,0, Pov,Zv).

i) Ncv contains all non-terminals of Ny and, for each non-terminal X € N such

that last(X) # 1 and for each i € [1..last(X) — 1], a symbol denoted (X,3).

i) Poy contains all the productions of Py and also productions described as follows.

For each X € N such that last(X) # 1 and for each j € [1..last(X) — 1], con-
sider each visit-sequence Op that contains the instructions VISIT (X, j) and VISIT
(X,7+1). For each subsequence of Op having the form:

... VISIT (Xg4,j) wy...wm VISIT (X4,5 +1)..., Pov contains the production

P:(Xg§) — a1...am where for each | € [1..m]

oy = (X5, k) iff w; = VISIT (X, k) or
o) = ()?o,k) iff w; = LEAVE (Xy, k) or
o = € iff w; = EVAL (A4).

Intuitively, a production p : (5(; ,J) — @1 ...y, describes the potential visits to the above
productions and their subtrees, that could happen between the j-th and the j + 1-th visit to
a node labelled by X.

Let G¢oy be the Grammar of Contexts and Visits for G. Then, for each ()‘Z ,1) € Nev,
(X,7) ==(Y, ) iff the j-th visit to a node labelled by Y could be performed between the i-th

Gev

and ¢ + 1-th visit to a node labelled by X.

Test 5.1 (non-temporary attribute stored in a global variable)
A non-temporary atiribute a € Ax(X) can be stored in a global variable iff conditions (i) and
(ii) below are satisfied:

i) For each production p : Xo — X ... X, and for every two input occurrences

(a,i) and (a,]) of a in p, the lifetime-sections of (a,i) and (a, j) are disjointed.

i) For each production p : Xo — X ... X, and for any input occurrence (a,7) of
ainp, let Ly = Ag B1...0m A be the lifetime-section of (a,i) in Op. Then, for
l € [1..m] it is not the case that

B = EVAL (Ax(X)) or
By = VISIT (Y,j) and (Y,j)%(X,k) or

B, = LEAVE (Y, ) and (Y, ;) = (X, k).
Gev
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5.2 Strict Stacks

In order to compute the projection of lifetimes for a non-temporary attribute a, we need
some new information, in addition to the Grammar of Contexts and Visits: for each non-
terminal whose visit could define an occurrence of a, one must memorize the different visit
numbers corresponding to a last use of this occurrence for each production containing this
non-terminal on the LHS. In fact, it is sufficient to take into consideration the highest of
these visit numbers. The reason is that for that non-terminal, it is always possible to build
a tree containing the worst context. In [EnJ88] their algorithm computes all the possibilities
instead of only the worst.

So, for each attribute, we define a set of triplets (X, i, j), called Lifetime-Set, where ¢ is
the number of the visit in which an occurrence is defined, and j is the number of the last visit

in which it will be used.

Definition 5.2 (Lifetime-Set LSET(a))

o Let a be an inherited attribute. Assume that a € 14;(X). Then, LSET(a) = {(X,4,7)}
where j = maz(ly) such that for each productionp: Xo — X1 ... Xy such that Xo = X,

Oy(lp) is the subsequence of Op which contains the last element of the lifetime-section
of (a,0) in p.

o Let a be a synthesized attribute. Assume that a € SAL(Y). For each X € N and for
each production p: Xo — X1 ... Xn such that there exists kell.n] and X}, =Y, let
O,(i) be the subsequence of Op containing VISIT (Yi,h). Then, we add to LSET(a)
the element (Xo,1,j) where j = max(lp) such that Op(ly) is the subsequence of Op that

contains the last element of the lifetime-section of (a,k) in p.

Intuitively, LS ET (a) contains an element of the form (X, 1, j) iff there exists an occurrence
of a defined during the i-th visit to a node labelled by X which will be used for the last time
during the j-th visit to this node. Notice that it is possible that ¢ = j. Moreover, in the case
of a synthesized attribute, the non-terminal X in (X, ) is not the non-terminal on which
the attribute is declared. It is one of the possible fathers the visit of which induces the last
use of the attribute.

Let us now give the intuitive idea of the test that decides if a non-temporary attribute can
be implemented in a stack. The following test consists in deciding whether each usage-section
of a given lifetime-section is correct, i.e., whenever a lifetime begins inside this usage-section
then it also ends inside. If an instruction of the usage-section induces the beginning of a
lifetime, we look for the instruction which induces the end of this lifetime and check if it is

contained in the usage-section. It is important to note that, when checking the projected
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lifetime induced by an instruction VISIT or LEAVE i.e., in some below or above context for a
given non-terminal, one will only examine the instructions of the same context and the same

non-terminal.

Test 5.2 (non-temporary attribute stored in a stack)

A non-temporary attribute a € Ap(X) can be stored in a stack iff, for each production p :
Xo — X;...X, and for any input occurrence (a,i) of a in p, the following condition is
satisfied. For each usage-section of (a,i) in Op, denoted Uy = A¢B1...Bm A, for every
h € [1.m]:

i) if Bp = VISIT (X;,j) for X; € N and j € [1..last(X;)], then let E = {(Ng, jq) |
(X:,7) E—*=>(Nq,jq)}. Then, for each (Ng, jq,Jq+s) € LSET(a) there exists (3,
v
l € [h..m], such that 8; = VISIT(X;,7) forr € [j..last(X;)] and (X, r)g—*=>(Nq,jq+,).
cv

i) if Bp = LEAVE (X;,j) for X; € N and j € [1.last(X;)], then let E = {(Ng, jq)
such that (X,',j)c=*>(Nq,jq)}. Then, for each (Ng,3jq,jq+s) € LSET(a) there ex-
cv

ists 3,
1 € [h..m], such that B, = LEAVE(X;, ) forr € [j..last(X;)] and (Xi,7) = (Ng, Gata)-
cv

its) if Br = EVAL (Ax(X;)) then

ifi € [1..n] (a is an inherited attribute) then let LSET (a) be {(Xi, k,7)}-
Then there exists 81,1 € [h..m], such that B = VISIT(Xj, j).

ifi = 0 (a is an synthesized attribute) then for each (Ng,jq,jq+s) €
LSET(a) there exists Bi,l € [h..m], such that 3; = LEAVE(Xj,r) for
r € [k.last(X;)] and (X;,7) E—;‘i(Nq’ Jats)-

Notice that, in the case of a local evaluation, we need to take care of all the contexts that
can be applied to the given non-terminal. In fact, these contexts correspond to the elements

of LSET(a).

Example

We need first to build the Grammar of Contexts and Visits, denoted G¢y. In addition to the

productions of Gy, the set Pcy contains three other productions:

(X,1) — (X,1) (v;1)
(X’l) —*(}7,1)
¥,1) — (X,2)

13



Consider the inherited attribute ¢ associated to non-terminal Y. Y.c is a non-temporary
attribute: ¢ € IA;(Y) but there exists an occurrence of ¢ in production p3 that is used during
the second visit to Y.

Consider then the lifetime-section, denoted L., of the occurrence (c,0) in p3. L. is the
subsequence of Op, that runs from the instruction VISIT (X, 1) to the instruction EVAL (X.a).

Test 5.1 (global variable) fails because an instruction LEAVE (Y, 1) occurs inside L. and
(17, 1) Gc:—*—;(Y, 1). In other words, a new occurrence of ¢ could be defined inside L.

Test 5.2 (global stack) succeeds for the following reasons. The lifetime-set of attribute c as
LSET(c) ={(Y,1,2)} (see definition (5.2)). Thus, an occurrence of Y.c, that will be defined
during the first visit to Y, will be used during the second visit to Y. So, we need to check
whether such a VISIT (Y,2) will be performed or not, inside the lifetime-section. The answer
is provided by the Grammar of Contexts and Visits: (¥,1) G%(Yﬂ) and then the lifetimes

are properly nested.

6 Grouping together Stacks and Variables

Our purpose is to define an algorithm for grouping together stacks and variables, i.e. combin-
ing several global variables (stacks) into a single one. This policy not only reduces memory
space still more, but can also produce some startlingly efficient optimizations if it is done in
order to remove as many copy rules as possible. It must be clear that such semantic rules
don’t create any new information, and removing them has a beneficial effect on run-time
evaluation.

All copy rules between two given attributes can be eliminated if both attributes are shar-
ing the same space. But we apply the grouping algorithm once we have determined which
attributes are to be implemented as global variables or stacks. The reason is that we don’t
want to reconsider the decision of the previous tests, because using variables indisputably pro-
vides more important storage optimizations. Moreover, storage in variables doesn’t influence
run time while it is the case for storage in stacks, because of the push and pop instructions.
Our grouping method is done in two steps.

First, we build a graph of incompatibilities, denoted IG, to memorize the attributes that
can’t share the same space. More precisely, the vertices of IG correspond to the attributes
names, and there exists an edge between two vertices a and b, a and b with both implemented
in variables (respectively in stacks), iff it isn’t possible to combine them into a single variable
(respectively stack). The IG graph is built by applying the previous conditions, except we
generalize the analysis to several attributes. For instance, assume that a and b are two

attributes that can be implemented in global variables. Let L, be the lifetime-section of an
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occurrence of a in a given production p. Then we add an edge between a and b in the IG
graph iff a lifetime-section of an occurrence of b begins inside L,.

Secondly, once the IG graph has been built, the problem of grouping together variables
and stacks is a vertices coloration problem. For our purpose, colors correspond to the names
of variables and stacks. Giving two vertices a and b such that there exists no edge between
them, it is clear that the two corresponding attributes can be implemented into a single space:
thus, we need only one variable (or one stack) to store all the values of a and b.

It has been proved that this problem of coloration is NP-complete if one is looking for an
optimal scheme. So, we propose a non-optimal algorithm for coloring the IG graph, that is
for determining the final allocation scheme for the attributes.

In fact, we have to define an order for coloring the vertices. In our context, it seems
natural to choose an order induced by the visit-sequences, according to the structure of the
evaluator. Such a coloration order will be define by walking through the evaluator (see figure
1). Let us give the basic idea of the algorithm.

While not all the attributes are colored, let us consider a visit-sequence Op(7) such that
X = LHS(p) and VISIT (X,i) has been previously examined. We treat the instructions of
Op() in the order they appear in the visit-sequence. Consider now an instruction of O(z).

If it is an EVAL (Ay) instruction, then we color as soon as possible the attributes of A,
depending on the colors of those which appear in the right side of the corresponding semantic
rules. Of course, if an attribute of A; depends on nothing it will be colored at the beginning
of the algorithm. Note it is the case for the inherited attributes of the initial non-terminal,
and for the pure synthesized attributes.

If the instruction is a VISIT (X, k) one, then we memorize that the k-th visit of X; has
been treated. At the beginning, we need to mark the first visit of the initial non-terminal.

During the step that colors some attributes of a given partition A, it is possible to add
some priorities, so that we first color the attributes defined by a copy rule. Doing that, we will
see in the following section that the percentage of eliminated copy rules is quite important.
Moreover, we will show that our algorithm remains non-optimal for only 12 % of the copy

rules (see table 1).

7 Implementation and Practical Results

In this section we present our practical results obtained through the bootstrap of our system,
FNc-2 [JoP88]. We only have implemented the space management of temporary attributes,
but it must be clear that to implement the second part (the space management for non-

temporary attributes), we just need to build our grammar of contexts and visits. The first
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build IG graph;

repeat

visit_X[Z,1] := true;
for each X in N do
for j :=1 to last(X)
if visit_X[X, j] then begin
for each Op(j) that LHS(p) = X do
for each instruction INST in Op(j) in sequence do’
case INST is
EVAL (Ax(X:)) : color(Ak, IG);
VISIT (X;, k) : visit X [X;, k] := true;
end case
visit_X[X,j] := false; { (X,j) processed}

end

until all the attributes are colored

Figure 1: The Grouping Algorithm of Variables or Stacks

version of the FNC-2 system was born one year ago, and it is largely specified by AGs written

in OLGA (a new AG-description devoted language, see [JoP89]). And so, we present practical
results concerning some of those AGs (AG1 to AG7 in table 1).

For .each AG we will use the following notations, to show their sizes and the results of our

optimization method:

*®

nba : number of attributes;

nbnt : number of non-terminals;

nbprod : number of productions;

nbrules : number of semantic rules;

atrgye : average number of attribute occurrences per non-terminal;

variables : percentage of attribute occurrences stored in variables;

stacks : percentage of attribute occurrences stored in stacks;

tree : percentage of attribute occurrences stored in tree (non-temporary attributes);
copy/rules : percentage of copy rules removed, w.r.t the total number of semantic rules;

copy/copy: percentage of copy rule removed, w.r.t the total number of copy rules;

&
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attributes grammars weighted
AG1 | AG2 | AG3 | AG4 | AG5 | AG6 | AG7 | average

nba 30 77 16 7 103 7 30
nbnt 12 35 35 6 74 74 74
nbpro 47 131 131 27 319 319 319
atrape 8.17 1 9.14 | 2.69 | 3.33| 13.4 | 0.97 | 3.36
nbrules 417 | 1420 444 99 | 5322 451 | 1497
variable 86 61 33 80 60 48 35 56.5
stacks 7 35 62 20 29 52 64 36
tree 7 5 5 0 11 0 1 7.5
copy/rules 45 16 15 42 22 10 23 22
copy/copy 64 22 33 88 27 28 36 30
copy/copy 68 | 25 34| 88 33| 28| 38 34
copy/copyr 75 46 46 88 51 52 55 52
copy/copyra 88 84 80 | 100 91 80 88 88

Table 1: Static Results of Optimized Evaluators on our AGs

e copy/copyr: percentage of copy rules removed. w.r.t the number of copy rules between
two attributes in the same type of storage space(i.e. variable or stack);

e copy/copyig : percentage of copy rules removed, w.r.t the number of copy rules between
two attributes in the same type of storage space that are compatible (i.e no edge between
them in the IG graph);

The averages of each result are weighted by the number of attribute occurrences of each

AG.

First, table 1 shows that more than 92% of attributes are temporary, and thus implemented
as variables or stacks (~56.5% for variables and 36% for stacks). Moreover, the Grammar of
Visits allows to store more than 50% of attributes in global variables. Only 7.5% of attributes
are not temporary, and this shows that the practical interest of the second part of our work
is rather low. In fact, the implementation of the method for non-temporary attributes seems
interesting more in the sense that it allows to remove all the attribute values from the tree,
rather than to minimize memory space.

As for the elimination of copy rules, notice that the last percentage, called copy/copy;g,
is close to 88 %: this number indicates that 12 % of the copy rules remain which could have
been removed in the best case, by using a NP-complete coloration algorithm. In others words,
our coloration algorithm is non-optimal for only 12 % of the copy rules.

In figure 2, we are interested in the gain of memory space during runtime. This graph
shows for two AGs on various kinds of source texts, the ratio between the number of cells used
to store attribute values, for a non-optimized evaluator and the corresponding optimized one.
This ratio asymptotically tends towards values between 4 and 8, depending on the evaluator
and the type of the input text. This meens we use 4 to 8 times less space, with optimized

evaluators.
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Figure 2: Dynamic Results of Optimized Evaluators on our AGs

It is difficult to give comparable results for the other methods [Kas87, EnJ88, FaY86)
since we cannot use the same AGs with the same description language and the same order
construction algorithm. More precisely, to have a correct comparison, we must use the same
visit sequences as input. Secondly, we have given a method which describes necessary and
sufficient conditions. In consequence, given a total order of evaluation, our results are optimal.
Our results are thus a characteristic of the AG. Engelfriet and de Jong do not give any practical
results [EnJ88]. Consequently, we can only compare theoretically. Farrow and Yellin [FaY86]
deal with an alltogether different aspect of the problem: choosing the total order for improving
space storage optimization. In some cases, our order derives from the transformation (strongly
noncircular to l-ordered) [JoP88]. Our first criteria for choosing the order, is reducing the

size of the resulting /-ordered AG.

8 Conclusion and Future Works

We have presented in this paper a method based on static attribute lifetime analysis to
determine whether attributes can be implemented either in global variables or in stacks.
Remember that our main goal was to store all the attributes outside the tree. Here, we
have restricted the test for non-temporary attributes to strict stacks (access only to the top),
but we are sure that it is possible to remove this restriction (as we have done for temporary
attributes) by using special stacks (cactus-stacks). The management of such stacks needs
much more explanation than is the case for temporary attributes, and it would be too long

here to expose in detail the definition and the use of such a cactus-stack, and the algorithm
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that modifies consequently the visit-sequences.

While for temporary attributes, the values associated to a given production are always
adjoining in a stack, it is not true for non-temporary attributes. So, we must take special
care in the way we access the elements. To manage correctly these accesses, the idea consists
in decomposing the stack in several parts linked together. This defines a new structure
called cactus-stack which is isomorphic to the computation sequences. The cactus-stack
management can be done by adding in the visit-sequences some appropriate instructions,
which allow to build and also to walk through this structure.

Giving such cactus-stacks, it is then possible to store all the attributes in them (i.e., outside
the tree). Intuitively, if there exists an overlapping of lifetimes, it could be eliminated. The
transformation will be done, in the worst case, by adding a visit to correctly delay the pop
instruction.

We are going to implement that space management method for non-temporary attributes,
to test if such a technic is realistic for practical use. But the most attractive consequence of
removing all the attributes from the tree is that it allows a greater power of expression for
attribute grammars. In particular, given some restrictions, the evaluator could walk through

an input structure more complicated than a tree, like a graph for instance.
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