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ABSTRACT

We present & model Tor globally optimizing
multilevel inventory—-production problems. State-space constyain
as well as Foisson distributed demands arriving at  any  nods are

For the numeraical solotion a rate of convergence of

= obtained. Wse introduce a naw algorithm Yor the

e

of bthe numsrical sciation which allows the resciuation

sronlops. Some numericasl results are shown. We aslso
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OPTIMAL

1. INTRODUCTION

CONTROL OF ARBORESCENT MULTILEVEL

INVENTORY—PRODUCTION SYSTEMS

Generally speaking., an arborescent

inventory-production svstem (AMS) can be defined as

installations

whose activities are related according to

hierarchy. In our model, we study such systems  for
product which is distributed through a net with N nodes
representing an installation, and with at most one predecessocr}.
Thus we will have & structure which has ¥ differesnt "levels
sztn of nodes having the same hisrarchy, but not  necess
mams predeg The axternal supplier will be considered as
DL He dldenitity the predecessor of i-th nodes by I{il.
Lever 1 1
AN
AN
v’ \s
AN // N
\\g s \\&
-4
M N N-1 N-2 N-3

multilevel



For figure 1 we will have

Node Fredecessor
1 Q
2 1
%3 1
i I(i)
N N—4

The demand may enter the system at any level of decision.
Each node i places orders to its supplier I, for i=2Z2,...MN, and the
exterior supplies the highest installation 1. The purchasing
decisiocns are made at any time and they modify instantaneously the
state of the system x, with x = (xi, xg, ceey xN), whers %,
represents the amount of stock at installation i. We are

interested in the optimal control of stationary AMS with

state-space constraints. This means that we consider installations

fins

with finite maximum capacities. that is, the trajectories of th

controlled process stay within a given subset Q<R . Optimizaetion

is made with respect to mrchasing decisions. Mumseical ecamples

of centralized optimization of systems with 4 and 5 nodes are

tuoperative behaviour cbserved in some subsysiems.

-
2



2. GENERAL DESCRIPTION OF THE OPTIMAL PROBLEM

2.1. Main features of the model

® The external demand is received at those nodes belonging to the
set ¢ = {;  dgeeesd } *

1792 a

® The demand that arrives to each installation has a Foisson
distribution, with jump rate K}‘ The jump magnitude is a random
variable, Af e [R 3 its conditional distribution iz given by
the measure mJ(-} -

® Excess demand is backlogged. up to a maximun amount lﬁjl . Vi e F

e Controls will be orders of impulsive type.

® There is no delay for delivering.

@ At sach installation 1 we kncw:

*; For simplicity of notaticn., 1in the following we will Considsy
F = 1iaZses-M5.
4y Although all the resulis contained in this oapsr remain Aol

el
will restrict ow exposition to the case  where wo{ § s
#
concentrated in a finite number of points: i.e. A may Just ok




-
v

‘; - initial stock

M. - minimum capacity of node 1
—i
(5i 0 means unsatisfied demand).
H - maximum capacity of level i.
N
«Q -— MoLa M
.n,£i15 i’
1=:i

2.2 Description of the dynamical system and its control

For g4=1.....0M, we assume that beitween two consecutive order

in

each state xé evolves as a one dimensional plecewlse deterministic

jump pracess  (stricitly speaking, it is & piecewlise constant

nrocaes; we refter to [21, [8i. L91 and references therein Ty A

% B

LN

increasing Tamily of o—algebras gensrated by the

Foisson process.

. < - , . . .
lLat v be a time when there 15 & demand arrival  Tor the
3
unidimensional process ¢ . Dur process is detined by: given ab

initial point & & Q
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Our controls are purchasing orders placed at times 6 which

determineg transitions viec) hbetween x(9{+) and x(ez—)

x(6[+) = X(Q{‘3 + v(ei)

g:

9{ is a stopping time adapted to the o—algebras generated oy

vi&') is & random variable o -measurable belonging to the
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To associate an expected cost to every decision, as we allow the
system to receive demands when there is no more stock uwp to  a
certain amount 54 G (for 4e@f). we must also consider the 2ffort

of accumulating unsatisfied demands as well as the caost ¢ 1.3

A

4

which will have to be paid when such lower bound is reached, so we

will have

* o & -’ ¢
Jix.0()) = E [ e™®® fixisy) ds + z e T k(v(e®y) +
© e=1
¢ —aT 4
+2 2 e Glx (T ). 085
. i
84,2 AN
. £
whera AE{ = ¥ {T +)—E.(T€J
J I i
¢ @(Efﬂdef{? it foE?fZE,
Pixn JAE) = P U S
3 J 0 i¥ w—AFT 2
j J —J
B RY o R represents the ordering cost from installation 1 to

the exterior as well as costs related to transfers of producis

betwesn anstalliatlions. Besides it nolds

and o represents the discount factor.
Therefore the optimal valus will be given by

Vix) = inft { Jisnv(-1) = vi-} & ﬂ'}

i



3. SOME PROPERTIES OF THE OPTIMAL COST FUNCTION

3.2 Regularity

In this section we show the optimal cost function 1s
Lipschitz—continuous, provided i and ¢ are also

Lipschitz-continuwous, with constants Lf and L¢ respectively.

Theorem 1:

.
~n

[Vi{x)- Viyd| = Lv I — v V¥V u,.y € Q

r~
-
-

where Lv = + i (%)

Q
e
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Froot:

D

ot

T
O
fot
[
i

g

For each # € O, let v{(-} be an arbitrary contro

Fu

{3} the corvresponding trajectory, 1ot 3

h
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=
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) We are considering here ||| = ”-"1 and alsn for ths

o Tunocition k- satimFioa

inegualities. We will assume our ordering

34

the Tollowing properive

. _ .
Given [ = { S P R } and ] = { i/ e =0 } it holics
L

lb" > |v,| Vie] impliss Bi{vy >
L 1




where wo(Q) = »u

A . k k
and, if we define % = x (1t +)})
J J

Let us now define another admissible process, starting at a

given point y # x:

© s &)
y,(£) =y (0) + Z &Y Xpg )T Z {8 xpo,e) (87
k=1 {=1

where y (0) = vy,
J J
and, y% = y,(r¥+))
J ) J
k k- k ke~ k- -
AyS =y =yt = p(ETOE (v Yy Y (23
J J J J J J J J

That is, for trajectory v(-), the system receives, it it 1is
possible, as much demand as it does for trajectory =5¢-}): ¥ that

i3 not possible, then it accepts the mazimun admissible amount.

Concerning controls ., they are defined by:

with

"
"

3
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C ot ;
As beforse, we truncate vi8') so as vy} stays as nesar 3a

First, we will prove "x(t}-—y(t}"1 < "x—y“1 v . =y

We will split our demonstration in two parts, according to the two

o . . k
difverent kind of jumps we have, namely those related to Tj and

thoze related to 9£=

e

A S k . .k k.
* (e ), = iy,

.k K, . k, | X,
[rir +i-y(z +3 || = z [# (1 +i=y (T +}| +
i v i
i)
k k-1, k-1 o~ e .,k k-1 k-1
| PLE LT 18 Yo 3 PLE LT 3—E {7 “Fav :
J ] J J J J J 1 )

J
[P & R R M T A T N T R T S C e PRVt | =
AR R SR J I R 3 J
k- R k- k -1
T S R T T S D S ¢ (rhy-r e =
j b 1) i )l 1o
- l‘k~1 k-ii
3 T i
- ¥ R |3
Besides, as S A N o S R BT Sy Vo,
1 ) ! \ 1 . 3
ek . AN | 3 . k-t k-2 .
peeeieimyieliog = 3 el e T - T
1 Jd
- PR LS
= i iy v

T3

1]



Vs £ . AN N
b) : xce v)-ye+) || = |8 -)-vi8 =),
In fact:
xJ(9'€+) - yj(9[+) = :-:J.(GZ“-) + vJ.(GZ) - (yj(ez—) + pj(et)),

assume i is a coordinate

- £ ) - R4

where yi(az) =Ry yiie-*) and vi(e{) < ®yoT xile—ﬁ

£ 4 - 4 ) 4

- - Y - { > O 'S —_ w { -

then Ci vi(a ) uite }y =2 ¢ and yi\e y 2 ,lae )

£ £

- -— — > ¥ ——
therefoare yi(e j) Ci g l(9 )

and

1

» Z, . ¢ ¢
[ (87+) = y (81| = |1, (87) =y (8%) + (]

£ £
- ®.{ - . -3 - .
1\9 ) + yl(e } L,

[ { Ay —

iLet I be the predecessor of i, by definition it holds:

L ' ' .
HoAE T = omu (8] and v . (8} = — .
s kS I H
then
ot R ot '
|,.,I\8+) - yI(w+;| = l"I\e—_" - Yi(’:?-} - (il
=< {w éer—) -y (Bé“)l +
3 i i
out

.
14

4o
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4 R4 £ .
peceb—yiebor|, = Y [x 8% -y et +
izt
£ £
+ lHi(9‘+) - yi(e )| +
4 R A
+ IxI(G +3 - YI\9'+)‘
As :<j<e’f+) - y'j(8£+) = ‘AJ.(GZ——') - yi(ef—) V i = i,1,

and by virtue of (4) and (3}, we obtain

by ey | = [xietr-yet |,

The remaining possibilities for vi(atjg yi{Q{) vI(Qc) and

may be egually considered to iead to the above result. The
15 alsc valid when we consider simultansous orders

installations belonging to the same level L.

From a) and b) it is abvious that {3} holds.

Let us now return to J{y.u{ 3} — Jix,wi3i. We have:

z o K, b )
+ 2 ) (¢>‘H:iz PaAETY - ¢’J{:~'ATJ}=A< ) +
“ J
j=1,N
k=1,00

“

s
{6}

result

put

Dy




¢ '
but, being |uI(9 )< le(e )| s

£, . .
15, E{pu{© ) - k(v(ez}) £ 0. Besides, from {Z) and

we have k(u(ec)) = k(v(eti}g

assumptions on f and ¢, we obtain:

Jiysp{-22 — J{x.v(-}) =

0

(¢}

but, it holds that

because
N o ok N
2DIEREEEAD)
j"—’lkzi =1

e[y

fl
-

by the stationarity of the pr

<[5 '"““]:
e [24e

=1

I~18

N
® .
—os —oT
< f e Lg "y-;:"1 ds + L.¢||:r:--,f“1 E [Z Ee j ]
=1

N8
e
a
°
—
+



N
= Z)\é,t-# sty + e % E [
=1

i
hence,
N y
E 2 e 7. - At _ A
&y J a t e
=17
Consequently,
L
Jiy,u{-)) - Jix,w(-)) = e A Iy =]
‘Y s s L P L 3 = = - ¢ A,
but
Viy) = S J(yapu())

int{diy.v) reh
Y

s we have

L
. . ; f A
Viy) S J(x,v{-))y + — L ly—2|
o e @ 1
put, being vi{-) arbitrary, it holds:
L
oy < f A
VO S oo+ | s gty | e
o o @ 1
Riso, as ¥ and vy are arbitrary points, we have
T A
Uivi < Uivi I A N
vo s v e [ b e A ] ey,
And the concliusion fTolliows nmediabtiyv.

tonk

wnd




Remark:

lLet g € ¥, we denote its modulus of continuity with wb, i.e.
[g(x)-gly)]| < wg("x—y") Vix,y € Q

As we have just shown, V is Lipschitz—continuous provided f and ¢

are Lipschitz-continuous; in the more general case where f and ¢

are merely continuous functions, we can prove (arguing in  an

identical way) V is continuous and its modulus of continuity

satisfies the following bound:

3.2 Formulation of the associated Hamilton-Jacobi-Bellman QVI.
The process defined above is a strong FMarkov process and  the

following version of Ito's formula helds, for any p e Ci(Q)

i N o0
* B [f ’*c,- f (uisit)—Af ) —w(x{t)}) mé.maszj; dt ]

O o

Then, by properly using the dynamic programming argument, the

optimal cost V must satisfy



"o g )at + “er ] ¢ (xitty,ach (% +
E Ofe #wit) e i, ﬁj"rj AL Xto,'n" i’
j=1,N
. £=1,00
min T (&
+ e Vi{x(T}) ]
min [ia:.iv}+ Vi{x+v} ]
ve’-‘%x

The first argument in (&) is related, for T l 0, to the

evolution of the process without control, while the second one

expresses the ordering phenomenum.

0., similarly to what has b2en done in [Y], (&) leads to

o

N
F(u) + EA., TLVIP LAE ax)-VIKI+P (% AF 11 m (DA
— J PRt (I Bl 4 4

= Mmin =1

<
Py
-
b

As f‘v’{:x:} m {dAF 31 = Vin) Vi and, 11 we calli A = 2 A o E
. . 4

¢

A
Fiuwi + T [ FVIP (i AY dgh dm  AY Y Eoa LahF
vy z SEA . & 4 4 Ed & # i

Vi) = min 4= 1
ML [’f;iu} S oV ]
ves

>

ey
~
L)




3.3 Associated Quasi-Variational Inequalities. Properties

We will study here the QVI defined in (7), the existence and
uniqueness of its solution as well as the functional space where
we look for it. Also, we consider the constructive algorithm
giving the solution and its rate of convergence: here we find a
similar bound to that obtained by Hanouzet-Joly in [6]. We only
ask the function k(-}) to have a positive lower bound, that is

k()

v
=

[

and the condition

fo ¢ e L%, T

3.3.1.~ Solution of the QVI via a constructive method.
We introduce here an operator M : C{(Q} —— C(Q} such

that for each % € Q it is

Muix) = min { E(r) + u(x+v) }
ven

X

We will shorten ¥ = C(Q).
We also define the application o: ¥ ——— ¥ such that for

avery y in ¥, o{y) soives the following problem:



Find the maximum oofution ¢f the Lellewing VI1:

v £ B I(veg.t)

v £y (8}
here we have defined 3 = -—&i—rand I{(v,¢.T} as the following

linear operator:

N

I P ®)} = F{x) + A VIPLAE ,x)+gd (4 AF . n (dAE

(Ti{v.d.T))() () Z JJ[V(J( Eg’ A¢,;( : 5431 ‘“;( ,;}
F=1

The problem of finding the solution of {7) is eguivalent o
tind the fixsd point of operator M = ooM , that is why in tihe
following sections we will show saome properties of opsrators o, M

and their composition

This fived point can be iteratively computed (239
the BEensoussan—Lions algorithm ({371
Step 0: Give v’e ¥ and zet m = 0.
Step 1: Define v ' = M(v"

Step 2: Set o = m+l, and go to Step 1.




3.3.2. Operataor ¢. Computation and properties.

We can state:

Theorem 2:

i) There exists a maximum element o(yw) of the set of

functions verifying (8}.

i1) ofy}) = lim W (u}), where, for u € ¥ arbitrary,
m—>»00 ¥
Nw(u) = min(y.RI(u.¢,f)) , (9

i1ii) o is an increasing operator.

iv) If we define a oudoelution of (8), u, when u < Ww(u;
then we have o(w) 2 u Vu subsolution (i.e., o{yw)
the maximum subsclution).

v}l If we define a osunerosfution of (8), u, when

u = ww(u); then we have oly) < u Vua supersoiution
(i.e., o(yw) is the minimum supersolution).

Proof:

1}, 11i) and ivi: First we show Ww(-) is a contractive application,

"wW(UE—WW(V)"C(QE =R A “u—v"c(ﬂj

for every u.,v € ¥, with 3A < 1.

M
F



it

® If NW(V) w, then (Nw(u)—ww(v))(x) < wln)-wpix) = 0 Vue.

® If ww(vl Bl(v.¢,f). then ww(u)—ww(v) S BRI (U P T)—PRI{v, g T) =

N

= A [Uu(P(RAF J—v(P (2 A8 )1 m (dAE )
B E: ¢ J F Zé 4 Eé 4 ¢
=1
then
W W < A -
W(U) W(V) PE] flue V"C(Q)
the similar inequality for ww(v)—ww(u) can be shown 1in a

completely simmetrical way, and we obtain
"Nw(u)*ww(v)"C{Q) <A "u—v”C(Q)

and, as fBA < 1, we conclude Nw(~3 is a contraction in Y.

Since Nw(-) is contractive, we know there exists a limit for the

iterative algorithm which is the fiszed point of NW . 1.e.

Boy) € ¥ 7/ oly) =W (o(yp)) = Lim W (u) Vo e ¥
¥ m—3»0Q ¥

We will see W 2 ¥ — ¥ 1= an increasing application:

w

2t Uy v € Y such that 1 £ v then:
® I (ww(v))(x} = wini, then, by (9} 1t i=s

(ur i)y = (W (vi)ixd Ve,
(ww-,w)‘ b= (r\-wa )i <0

® I (Nw(v))(x} Bliiv.¢.¥3){x), then

(ww(u}—ww(v)){x} S R(Ilu,p FY-Plev, g Fi)iw: =

2




N

< A Ol P A J-v{P (w A )] m (dAF ) <
r & & ! Eé & ’ E# & 4

=

Now let u be a subsclution of (8}, then u < W
an 1ncyeasing operator, we can affirm

P z .
W ot < Wiiuwj,
]

and inductively,
m . m+1,
u < Wo{uy = W {ul
2 14
aG in th timit we will have

w o= lim W fwd = oy
m—=>Q

z
§ e P N m m X
POErSTOrE . oy )} T iim W {u} < 1zm I {43 = ot T
pe 1 2
. , 4
m- >0 1 m—=> 2
Wi It can be shown in an comDistely Simiisr way &% 1§ wWas o

Iy i, muitatie mutanciis

We see first Nw(-) is an increasing apelication in w. Let y

T e

¥, then W o (u) = min(y Lliv.$.13) € man(y Pliu,g. 1)) = & ]
‘ . . 24

O

in



3.3.3 The operator M = «- M. Properties.

We will show at this section there is a unique fixed point of
oparator M, and that this fixed point is the solution of (7.
Reciprocally, every solution of (7) is a fixed point of M. lso we
will state soms properties of the operator considered which will

be of special interest when proving the rate of convergence of the

algorithe of Bensoussan—Lions.

Theorem 3:

i3 M ois an incraEasing operator.

ii) M is concave: VY u.,v € ¥, 8 € [4,1], 1t holds

6 M{u)y + (168} Mivi = FM{Gu+{1-0})v)

iii) Vu e ¥, 3 v and v in ¥ such that

Proof:

W
2
o
i
RE
~
Y
-
=~

i L=t v . v? e ¥ such that v = v ., 1t i
1




ang az ¢i{-} is also an increasing operator, M will be increasing.
ii) First we will show M{-) is a concave furnction: let eV & YV and
8 e [(Dy1]. We have:

(M BUH(1-03vI)(x) = min [ Elr) + (Bu+(1-68)v){x+v) ]

Ppr=a
X

E{p)+Bur{1-€1v)(x+v) = k(w}+Ou{x+L)}+{1-0})viuty )

= 8 ( ki{r) + ulx+p) ) + (1-8) ( kiv) + vix+n) )

g (Mlupdin) + (1-8) (M{vI)(x)

v

From 1ts definition, we have:

® Miu; < Miuw), and Miv) £ Miv), s0 if we do the conver sum 3%

Miu)y and Fivi, then we will abtain:

8 Miu) + {(i-8) Miv) 2 & Mul + {1-8) Mv} < M(Bu + (1—-€@iv: (11

® Miu} = BIMiu),¢,T)r, and Mii{v) < RIIMA{(vI.¢.T). and the convex sunm

€ M{u) + {1-8) Mi{v) = @ 3 L{M{ul,¢,T) + (i-&) 3 [iriv).g,f} til;

but aperator (-, -,-} is linear, sg

& 3 IiM(ulpaf) + (1-8) (2 L{M(vi, bt} =

= TEM{u+{1-0iivi T (RN

By virtue of (11;-(13), OF{u)+{1~2iMtiv) 18 & subh=solation of {86,

1




setting ¥ = M{Bu + {(1-6)v]) so, by Theorem 2, we know
GF{u}+{(1i-0)M{v) = o(yw) = coeM(Bu + (1-8)v)) = M{Ou+{1-0}v]}

iii) Given u € Y, we know ~”u"C(Q) < u < "u"C(Q)’

; ;o= y B A el +Afeld
so let K = max [ I le qy + i - Il :
then, defining v = — K and v = £, clearly v and v e ¥ and
also ¥ S u = v o,

Let us now show (10) is true for ¢ defined by

) - ko 3 +A A
& = @min { 1, _ . — lfﬁ:: ]lfH4 }x”(pll } {143

P3f e

- ; Lo . o) N L.

v o+ Siv-v)y = kK + & 2K £ —K + ———:F————Eh = —k + k(
4 il 2K >
< kiv) + winty) V v e, YVve &,

Y "

in  particular, Tor » such that

E(p} + w{xnty) = @in [ k{p) + vi{x+y) ] = (Mividli=;:

voF B = S - i) F {
L the other side, 11 can be sasliy sgen =




B iy + Siv=vis¢ef) 2 B Ay +8(v=v) ) - B A |o| - ¢ |7 =

= A(CE (20-1} ) - 3 A |¢| - r |f| ¢

‘-J
i
e

By virtue of (14), (i3d) and (163},
v o+ S{v-v) = 3 I(y + Siv=vi,p:T)
Therefore v + &iv-v) 1s a subsolution of (B), with w = Mvi. anc

+ S(v-v) < Mivi.

1t holds o ¥
v tet v € ¥ such that v € v, we know M{v) < M{v), but we Nave

i
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+
<
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detinition.

3.3.4 Convergence of the Bensoussan-Lions algorithm

Theorem 4:

m

Vv e % 1t holds "Mmiu; S TR SR R L
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Let v,w € ¥ such that v £ v,w < v , we know there exist

6.7 € L0.,11 such that

T{v-wW} = v-m = 8 (v-v¥}

Let z = (1-8) v + 6 v , then < w, and , by the concavity of

2}

it holds

Miw} = M(z) 2 {1-8) Mi{v} + & Fl{v]

bt

(1—@) Piv} + @ FMiv) = M{vi — & (FM{v]~-iiv))

iy
J

Let u{dr = v+ {i-Ary, becavse of (10, we know uw{di = M{vi.

Lhen

R

Miwi 2 @Miv: ~ 8 (Fliv) ~ Av —~ {1i-&iv

r
b
fa)
[
t‘[l
,—
o/

[Ia
<
A
<
‘W
=]
(&
]-u
i
o

o

A
-

Miw) = Fiiv) — @ {(Miv) — SFiv) — {i-5

bl




Miw) 2 (1-6(1-&)iM(v) — (1-&)vy

or equivalentiy,

Interchanging v and w,

the

Miv) — FM{w) £ 8 (1-6){M(vi—v)
we Can alsoc obtain

T (1-8) (¥~M{w}) < M(v) — Miw)}

is, it hol

o

=

T {L-&) (v=M(w)) < M{v) — M(w) £ (1=&) 6 (Mivi—v}

. . 1
Now, 1f we set w = u, and v = V, as u =

= Miu), we will have:

Ts
<
!

[ K1

1A

T {1-&) (z—ui} < t (1-&1 8 (V-v)

And, by induction

M m m - R mo
T {1-&3} iv—u 3} £ & — o =

(1-51" 8 (v-vi

last inequalities, we obtain the bound we were

setting Kiudl = 2 ¥ max (v , A)



4. NUMERICAL SOLUTION

Let us set the following system of inequalities:

N
'N )
F(x) + ] [wi(F (x.q )+® (x,g 31 m (dg }
A Z a—_+7( J 4 & 4 qé & 4 )
wix} < 4=1 (17
min [ i) + w {(x+v} ]
vesd
To solve the

We know V € 9 is the maximum solution of (17).

problem numerically, w2 approximate this unkpown value function

with & maxzimum sclution of a direct discretization of (17}.

4.1. The discretized problem

et us assume we have the following discretization

gatier i

® ) 1D PRl

h
D=l §
Here =y raprasenis the number af points
A

o dizcretize the stock at the i—-th instailation,

T2 21 I A

0G0 = — PR h *
1 i, - i

Given & st of parameters Ng.. we define

o o Femy ny
. 2 £ A" 2 g L. & = ® a 5 i%=
[ e e s }
K N - 1




and we set h = max [hi ' Hi A 5 N N ]

® As the probabllity distrabution m}('} is discrete, we hava:
(A% ) m (dAf } = {AZ 3 om .
f 9 EJ ¥ fé 328 g <2J 74

being (m_ A 3} _ a tinite family such that m_ = 1.
& 3 Jae® J & ¥4
4

bWe will aiso need to discriminate two subsets of  indeuses,

which we will denote by 8—(*&}) {and 6+(K}”’ representing ths setc

of indexes 3z in 84‘ such that, for a given value of :»:}_. it holds

¥ o-x o1 Amo {or ® —x . * A¥ . respectively}.
¢ T4 &4 4 T4 74
® Discretization of the zset of functions ¥ will vield

‘Wh = {w : Qh — [R / w is a fTinite element of type G"}

. . k S 3 k k. . i
NGw iet = (3 a¥ g amag¥ be & node in O, e U
1 2 N s
K=1gecaagqfd being N o= N_ . N casnaa i,
- N g Ny 1 : Y

The discretization of the tree evolution

~h
p

sguation gives,

2ve

-

VoW in W oz
h



]
Wiy ¢ 1 .k
w(x) % a+ A { fix) + SZKJ ¥

#=1

k k k k
Wik —Af & ) m_ .+ wlx +(x  —xle ) + o (x —x +A ,)] m ]
[2,,, FYLILY 2_[( (2, 7xp8) v oefr Ay Y, }
F<0 7<=

If xk—AE&fJ,e Qh we perform linear interpolation on & (just in

one coordinate}.

Similarly, the discretized equation for the purchasing phenomenum

gives
.k k
wix ) = J%(w)(x)
min { kig) +-w(xk+q—zt1el) / ¥V i= 1
& L
A (W) () = K K
h - ' q = z ge , withge Q (% ) and z a. < k. }
(A i i i i
L 1
min k{g} +—w(xk¥q a2 )} /Sooa e Q (xki
11 1 1 :
with

O
-
-
I
—r—
3
o
X
-
-
3
i
—
e
a
T
b
| '
™
[
(S

(here [yl represents the nearest integer less or squal than v}




® We define the direct discretization of (17) by:

. N »
1 k
TR T+ EAJ
#1
k
+ i H (. =)
','_‘M::{k)S z‘_[»( \‘J e
Fet
. L
/ﬁh(w)i )

Similarly as we have done in

define the applicat

1on

o =
h

vezs the following

d|

~-3.1,

©

we will shorten % = % .

A

4

w FAE

4

34 4

k

IS

k
w(x —A e)m_  +
z + EZJ & 34
F<b .

)]"‘:ﬁ' ]

W ——— W such that for every ¥,

problem:

Find the maximum osefutieon &f Lhe following VI:

where by I (-,-

idetined in

Wi

[ I
l 2 Wi —A¥ = )} om
N 34 4 34
F=0

L5

D

v =

A\

h
<

h

¥

h

Tollowing

CHS SR EVRPE 38 §

discrete

e
h
i W,
{1



As we have shown in 3.1.2: we can prove the following

Theorem S5:

o
ey
hij
"
il
i
o
Ui
el
]
2
s
|:a
3
§
i1}
o
©
3
)]
o]
Pl
]
wdy
rt+
o g
Hi]
i
i
s
0
-+

Lii} o 1% AN LNOrEs3ing Opera

1v) iF we detine & boelution ot (> TR

15 the maximunm subsoluticon ).

Ly i LE TLe manLmum Ti .
h
SIS sl T

Voo the marimoam avboebution of 5V ]
4

watalt




The problem of findaing

sguivalent to find the fixed point of operator Hh

fact, arguing as we have done Tor

working now in the subszpace %% of Ci{Q), we could show there ig

wiigue fixed point of operator Mh, and that this

the maximum subsolution of (GVlh).

o .,

supzoluabion

the maximum subsolution of

the

(avi

hj 1s

= O’h L) th R In

continuous case , but

&

fived point is
Reciprocally, the w@maximum

-

af (leh; is a tTived point ot Mh. Writting down our
resulis in a more formal way., we have:
Theorem é:
1) M 1= an increasing operator.
K}
ity ™M oS concave: Voo .y e W, 8 & {014, 1t hoids
i L 1l
S R O = R A S SO B L (R S TR I R
h'h B TR T o
123 Vu W, 3 v ., v eW such Lhat A
i - h h
3 5 @i, L] such that v o+ & (v o= 3 % F Ly
h 54 S Sk Fooh ROTh
Ivwi W v S v it oas (v V. oa
h hh h
A2 1z 3.4, we can state the foliowino:



Theorem 7:

ted by the

g
§
ot
+
i
=
i1
t
’.J
-
if
ot
-,
™
[
3
T
[

Phe Tided point o7 operator ﬁ} CAn
Al

discrete Bensgussan—iione algoritham:

1
'es
jiH

T
ot
"

Step Z2: Set m = m+i, and go o

Morenver, V v o« W L1 holds the following geometrical  rats o7

convergenioe:

-
i
Nyl
-

m m, ©
VT v = e -

4.2 Rate of Convergence

We will prove Pv=v L. ., = ©@{h-inh;.
W8,
M WE are working wiith 9 o= L{Q) and W 15 a2 subspace oF A jslie

r’




Up to now, we obtained an upper bound for the

of ¥ by the solution of succesive stopping time

(kensoussan—Lions algorithiniy  where in 2ach one we only

fived amount of controls {just m impulses}. This

eroresssd in terms of the first element of the sesqguence

o provided there exists bk 0, a positive lower bound

approsimation

Grobiemns

prdering costs and data f and ¢ belong to 9. That is, we know

vl || S Kew) (1=6(u)) "

Simirlarly we have the following bhound for the convergence

zolutions of the discretizsd stopping time problem =

M7 =V | S EQu ) (16 (u 37

It only remains us ftao state a bound for the convergenusg

of

the discretized stopping time problem to the continuouws one.

IS, wWeE Will show 1m 4.2.1 that

[T B MR TR - mL o+ tmet L )k
K v

Foh

Consequently, (20) gives

" fixt td g A .
fv=v || = kiu; {(i~-&d(uyy Mmoo+ {m + P o
h k Ct \Y
W 2 m
+ kiu 1{1-6 {u 1}
“h RN
it

is

pgt=s

vt

s P L



and we obtain

”V—V n <C h 1n[ D /h ]
h h h

It
|
]
pu
Q.
jw!
=
-
<
g

where C
h

With ¥ and £ to be defined below.

4.2.1 Convergence of the discretized stopping time problem to the

continuous problem. Computation of Dh and Ch.

We wiil assume here k{-} i3 a Lipschitz—continuous funotion

with Lipschitsz constant L .

k.
Let m 2 1, we have
m ..., M .
o <3 Iiu ..t
T TR
m ™m N
e = 31 {u @1
" N4
W ™!
h h h
. . - (6] . O L.
vie start our 1terations from o= R liu e T

A
a7




and

We are looking for un upper bound

Let @« = G, we have

J

o)
As uy < W%, we have
A}

o e o o,
uh(?j{AEj,,\J_)) Z ukju'h‘

but, we can rewritse

o, : N o k.
U {P LAY by — Mo {x Ty =
3 3o ki h

As we have done when proving ¥

m - P -
be shown o are also Lipschiftz-continuous, with the same Laipschat

constant as Vi thus as

Ky wichp_=1 v
i k)

iz Lipschitz-continuous,

. k
Py ¥ 3N =N
| 7088 e g = om

taking apdsolute value in bots

P

1

members,

V kel

we obtain

Y ove

[




that is.

Let us now set m = 1. When u:(x) reachs the obstacle A%u:, we will

have
1 o,
uo{=) = ki) + u (x¥mj, for m € A
H h ’ x
then
1 1, 1. . L o. .
L gx)*uhsx; < uwiixy — (kim} + uhxx+n;)
X o . o o o,
< k{n)+u {(r+m) -— k(n)—uhix+n) = u (x+n)"uhgx+n)
. s . o o, k ,
but, as in (22}, we kEnow uy(:’:+n) = ke uy(:‘: ) with M, = 1y
] 1] "~
K

=0 we will have, doing a similar argument as before, that
o . o, : . o, k ;
u \x+n)—uhku+n) < L, b + Z Hy Gﬂjﬁ yo- w fx) D

fhence

3]
3 e o 2y 1 el S \TEDS S
the aobstacle Mo =}, we have:
: R 1,y < Y N . .
w el = o (e 5w i) - (kim} + u {x¥m)) noa




The construction of our discrete procedure allows us 0 assur:

there is a discrete contral ﬂh such that

fr=n, | < b

[={w]
lk(n} + uo(x+n} - ki ¥y - u® (st FloS (L ) ”n—n " < (L 4L,y h
h h k l‘{, h - * k ;\j. L
Therefore
1 . 1, o, . 8] N .
o ~ o {x} T N TS % 7 - . (u+r + (L 4L, s
l | l n OSSR b+,
that 13,
1 o )
£ = & o+ (i +LV) 3]
Summaing up.
51 < ma A- Looh . 50 R SO 3 S B o 1
o 4 k % J
and anductively,
m . A ) o
& % e L+ om (L L) D a
[ Y k (%4
585



Computation of l:‘.h and Dh.

I+

Po=

(213

i

Gut

M1 inum

-
h
w2 W1 il get

may [(l—éB,(l—éh}]

we will

the rignt

valiue m

we define now

have:

™

"-.?y_wzv:-h" < ¥ P + [m Lk + {(h

=0 WEe Can

iz valid VYV m,

= h@[ ;?ri]
in @ -

1
<

i
t

{ +
X \Y . '
- A and { h

”’v‘"""v:h " = ‘-:-h A [ Dh_f e }




4.3 Algorithm

Lt T =
h

W%——~+ W% be the following operator:

fix
i1

[w(xk+(x
4

F<

.

raS

KO +AE

k
e )+ o
4 4 pé -4

k
i)
F4 4

We apply a similar alooritnm to  that proposed
Algorithm ©O:
— . < rer
Step 0: Give w < W and s2t m = O,
- . -+ 1 ., m
Step 1: Define w = {Pgw 3
¥
Step 2: Set m = m+l, and go to Step 1.
In the Toliowing theorem we stante some  properiiss
convargence of Algorithm g
441

i
k} + 2 ) N [ z w(xk~AE e} m .+
4 : + F4 4 &4

']"’34 ]



Theorem B8:

conveX

and increasing operator.

. o . - .
iiJ) ¥V we ¥, 3 ¥ and v, in W such that
° -
v, S w = v
~h h
and T (v.) < v
) h V! h
iii) 3 & e« (0,11 such that v + & (v -v ) < T (v
= h =115 “h RYRTY? ni¥y)
iv) Aigorithm ¢ converges to Vh, for any initiail point
(o] . .
w e W, moreoaver, i1t holds:
ot My Oy oy < W e — PR R LU
_dsh (w ) v\ | < K(w) (2 éhkb 3}
Froof:
1} ih is ciearly an increasaing tunction,. Let us show 1t is  also
convax . We Ccan rewrite | as:
by
- | . k.
Vo )is )y = min (ﬁlh(w,¢,f;, th{w)ax 1)
witn xyi N o = thz aifine function detfinsd in (23). Let u;v & W
_ 5
and A e [C,13. We may have:
@ V iu f ORI o iu.qg.ti, oang bToiwi ol {v,d.ti. and the convedr  sue
h a1 2] 13 )
will verity:
=] Ih’L? + {1-€; th} = B[ lhxuq¢,f\ SRS B b ihst¢.f:




but cperator Eh(-,¢,f) 1is linear, so

a Th(u) + {(i-6) Th(V)

. L . o k
 J ”e'hf,u; < Jﬂhf.u,i 2 k() + u(x +g)
~ N X k

F (v = M (v) = k(Q) + v(z +qg)}
h h
will give us

<

3 Ih(QLx+(l—9)v,¢,f)

Vq. and

Vg. Therefore, the

convex

S

e 1h(u; + {1-8) Th(v; < B (kig) + ui{x +g)) +
k R . ) .
+ (1-6}) (k{g) + v{x+g}) = Mhi_eu + (1-8)v]
—onsequently, we have Th is a canvex operator.
o . © .
11} Given w & ‘Wh_, iet
I'd 4 =
P'Ho) = Mmay [ "WO ”‘ Jli_“. +§ "¢”+ b _:.9._{.\1_J G
o o] (6] (o
then, wes detfine Xh = - K and v, = K, cliearly vk antd *-/} = ‘W}
= gl "
. o _ -
and also VA
~h 15
Resides, 3z 1t holds
A . ., O
f,ﬁh{vh s f) = W) = v,
o -
ana Mot g2 kA Eiw ) =y
t 3 Q 17
we will ootain:
T otw b= man (71 (v pat). Miv 1) =
v 1 h bt &) k.
P 7 b
= 20 Ay ot Taw s
Py g '

FNY
o



iii) We define éh by

k

2K

Ve kEnow
Miv ) =k o+ =k - K(w')
h —h [9] ~h
j=tuii o LM v )

AL (v s¢at) 2 =3 E®) = B A o] - 8 |f]

Aaddaing h(wo) at both members, we obtain
BL (v, o@at) 2 = Kiw's + (1=pA) wiw)- 3 A o - 7 )t

C R

put from (24) we Enow

N : 7% o (5] =1

\ o
e s &Y = e ——
3 i } Tt A

T XL b T o [ A2l A ]
1 ‘4 "

I ' ’ Dot AG o o O I

2




Conssquently,

< mi | F = T
g = min (ﬁlh(gh,¢571, A%(yh))

iv) We are now under the same hypothesis as Theorem 4, so  ws
assura:
ooy ™ Y - < k(S _ o, . m
= u'h () v, | = E(w7) (1 S (w'h}
o
V o
can observe Algorithm © 2 converges di

slowly when the contraction factor A = SR

improve conpubtational

bt

h

i
Iz

where VYV k 3 a bijection

B~
iy

N

0

is ciose to uniiy,

ot



and we will call J(y) = z qe - Z 9.8y the control associated to
1

i

the corresponding image of © by B.

e For v = 0O, it is

N
v ky _ 1 k k
A = ——— P . K —A e .+
(22 (w))x) R {f( DRI [2:«( Ep) ™
F=~1i =8
k k k
+ Wiw +{(x  —x e )} + {3 —x +A . )] m ]
2 _[ 4 4 & PJ —4 4 E?J &4
F=8

® Faor v > O,

(gg(w3)§:<") = K(Z(D)) + wx+F(Y))

Ubviously,

(1, (w15 = min [ca‘:ma)(x") /by e B ]

With these notations we are able to introduce the numerical

algorithm employed for compuitations.

4%




Description of the algorithm.

Algorithm 1:

Step O:

Step 1:

Step

Step

Step

Step

Step

Step

23

o:

— (e 0]

fake w e R , p #1. Set m = O, p = 0O, and start ¢

procedure.

Define w' 1*#

k s
(x") = (T ¢ W™ )Y ().

Determine E(m,k) such that

W HGR = DMk (et Lk

h
- m+ts ., k mi1a L, k|
if w (%) = w {1} V &k, then stop: else go ig
Step 3.

For m > 1, compute g = card { ks E(mgk) = E(m—l,k) }‘
If g = 0 then set p = p + 1, else set p = O.
It pip _ then set m = m + 1 and go to Step 1; else go

Define Diuk) = Qim,k) and soiv

m
el
F
i
]
oy
(]
r"
1y
3

2, k. PR s K . B R
YRy = (ﬁgt" cyMiyie"s

i3]
[t}
3
i
-
-



Theorem 9:

Algorithm 1 converges after

) . oo . . } .
iterations, V w initial point given.

The convergence of the new algorithm can be proved

presented in [3],

ziated abave for Algorithm © s & fundamental

Algoritihm O and Alogoraths L. We oan observe

ot Ul tisny phenomenuam on t

A

wmtraction

finite

and using the

tool.

computing

the strong

number

following
convergence

times of

dependence

The oropossd Algoritivn L shows  1is efficiency specdially
witsers £ o i=m o lose Lo unity,., The resulits shown have been prodoo if
SO A £ R R I T S e SR S b ey -3
PR = HEe ) e SO LT Gy T &8 T Lmag O TG ]
PO & e d ol with M = 5 and N = 1074,

h
4 Lime L taime % Reduction
. -
. i Hslog. 1
BEC ., CLTh o sec.)
3.2 P i17.75 3
4] . 5d JECR IS LY FLesh
. FL 108,71 23.01 31 .6
.58 EEL09 FoAS
0.59% . RENE

J
s




5. APPLICATION OF THE NUMERICAL METHOD TO AN EXAMPLE WITH EXACT

ANALYTICAL SOLUTION

Here we compare the exact solution of & simple probiem  with

different npumsrical solutions Tound by the disciretd

r‘
Pu
r
0
-
ot
o}
o

method presented abpbovea.

ITv iz a wunidimensional probiem Tor which we  ©have

= ave  Just  one

Sr=nabis ot demsnd, of amount U,=1, and probabilaity o =i.
i i
LHihook varies bhetween & and 4, there 18 no stocking

[

(f=k} . and the ordering cost k() 15 constant.

variation for the amount of

gdenand, we can wirate (71 oas

where

i
s

1y ¥ -3 i3
[« it w-3d 0
zl\:uq: -
@id—wd it ow—-1 0= O
Far ¢ sufficirently large., at =) the system poses an ordsr oF



the mazimum amount. because k is constant and there is no stocking

YO = k + Y(4)

Also, there must be a point ¢ < 1 where the system orders up to 4,

and after which the optimal policy is to let the system

evolve. For this ¢, the transition point between policies,

e Ui - = , 3
ko4 V{4) = V(g = a;X-(V(F(f,l}J + &(£,1))
and, as -1 < 0O, it 1is
E+ V(4) = A V(O) + pll1-€)
ot A . ’
but (231 gives
. s A s
o+ V(4 = [ o+ V{4) + @(l—f)]

A A
1 —_ (4 —
- TN ] cax P

ot

[; + V{4) ] .o = A p(Ll-E)

At  the wuppesr bound (x2=4), we can only have

evolution, so

A
VM(4) = — V{3
oA )
recursively, S1nce we oniy order at £ 1 1,

freely

it holds

{26}




2
Vi4) ] v(2)

3

T & 5 5 e 8 88

. 4
Vig) = [O%-] V)

by
»l
L
b
3
e
[y
L.

~
£

4
Vi4) = [wf)\ ] Ck + vi(4})

i

ot

S5o Trom (25) we obtain {defining 7 = —= )

For cur numerical comparisons, we have put o = A = 1 {then

In Figures 2 and 2 are shown the exact soclution  and

agpirodimated solotion camputed by our numerical orocedurs oo

s Gy between Loih functions for the szampie presented,
Gut witihs twa different Giiaoretieat steus fh=Aa/

DEASNE LResul Le have  Dees obhiained on o2 FILAT computer

.
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6. COMPARISON OF TWO SYSTEMS WITH THREE HIERARCHICAL LEVELS

6.1. Description of the examples.

In this section we present some results obtained with

the methodoliogy proposed, considering two different possibilities

Tor the numbsr of installastions. We show eveolution of stocks,

orders placsed by sach installation as well as the demands received

under simulation of the system.

We have cptimized the folliawing systems:




wh2re szl, k2=1, K5=2 represent the rate of arriving demands in
each installation that is receiving outer demand, 50 the
probability of one arrival at node i will be approximatsly given
tyy AxAt. Demand distributions are independent for each node.

Another property of the model consists in allowing the input of

different amounts of demand, these amounts are given by a random

variable taking the folleowing values:

D)

L, = 1.1 {with probability p1=G.9)
D.=1.7 {with orobability p_=0.1}

This distribution has been taken identical in nodes 1, 2 and 5.

Each nod2 has a maximum and a minimum stock, the last cne may e

negative 17 we consider backlogging (in that case we consider

fi

3

awimum backlogoing |» |}. kWe: have discretized each continuous

a zet of N peoints. Each node <an
t

put an order of an arbitrary amount, provided it can be stocked

and suppiied. Coszeqguently the continuous  interval  of
is discretized inioc a set of N points. Ir particular.

Lh
i



Node X EL NL ng-
1 -1 3 S S
2 -1 3 S 3
2 0 10 S a
4 0 &0 3 3
3 -1 9 o o

-

it is clear nodes 1,2,3 and 4 are the same in both systems.

In fact, both systems are identical, except for the addition of an

‘

"extra” naode at System B: installation 3.
The ordering cost has the following expréssion:

k(q) = E koo ¥ k9

L

For our examples we have:

Node kot k1t

i 6.0 .08
) 0.6 0.08
3 i0 Q.01
4 60 0.0058
5 = Q.04

Finally, the stocking cost f has an additive structure. Each

installation varies 1ts cost {taken linear)} according to the

following criterium:

= +

If 5 € LU,KL], then fi(S) = fi'S rapresents  the reali

stocking cost.

If S e [xL,O), then f (S} = ff.S measures the cost related
- 1 L




to the backlogging phenomenum.
When the entered demand ("D"} is so big that it would make the

curtrent stock x go below x , then this rupture of the ma imun
1 -\

backlogging has to be paid according to the cost

le,

1

-(3_—D—x)|
v L

and the system stays at Et {the demand accepted will just be

For our examples, we have set

+ -
Node f ]f,[ ©
v

14

1 G.1 20 S

Py

= 0.1 80 45
= O, 00

&

O, 008 —

EA I LR A

o

G.1 8 43

Remark: I and 4 do not have values for negative stocks, since they

do not operate with backloggaing.

riguras 9 oto § 0 show, by simulation o7 the system, =R LR RIS
(a1 orders placed by  sach instaliation &= wies ] i 4 L
tamands received. Sur aim being to compare oumerical PR A
agbhiained for Svstems & and B, we have , ERale 32
are the same for both examples (sze Figure £).

iR
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6.2. Some remarks concerning cooperation

6.2.1 Node 1 behaviour

For our comparisons we have performed global optimization for

five different systems, all of then having installation 1 as a

basic node. Sc we have started with a one installation system

(namely nade 1) and we have gone on adding a new node at each time

{see Figures 10}. Clearly, sach centralized optimal policy suppose
a diffe t ztrategy for node 1. Table in Figure 10 shows haow  the
addition of & new node makes node 1 adopt policies  involving

individual hitgher costs. Such augmentations represent  cooperation
o 11s oaffaring to the systam in order to achieve an ocptimal
alobal cost. et us point ocut that a decentralized approach would

-

ow ndr 1 keeping the iowest cost (22.45. In section &.2.3% we

e
—

2

will show the negative consequances of such a selfish action.

D, D, D, DY D, b,
em’[wn fn d £ 2 .3 Ex % £ 5
%ﬁ’m L ozet 22,48 22,66 24,96 27.83
J A 0.2% A% M 29 %
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in Figures 11 and 12 we also show node 1 aptimal orders snc
= p

stock evolution for examples i1 and

Al
o

6.2.2. Subsystem (1-2-3)
Ae we have done in the preceeding section, Figure 13 shows
wncreasing  costs of  subsystem  (1-2-3) due to  the SuCCesive

introduction of installations 4 (i.e. System A) and S (System Hi.

pac

DZ Dl DZ ?{

)
& 2 Kf/sfemA) Lx 3 ,/;5/:7<"m 8 )
C%wuﬂbn :
Cost 5378 60.14 6876
\ 1.8% 20
o/ sub -s/"sﬁm ( 1-2-3 )
F|3_ {3



6.2.3. Subsystems "selfishness" versus Cooperation

L
-

t us ronsider subsystem (1-2-3). We already know that

r~
m

centralized optimization produces an optimal global cost of 137.99

System B (see end of &.1.). This centralized strategy suppose

st equal to &6B.756 for subsystem (1i-2-3) (see Figure 135j}.
Y g

LTl
n!

fessume now subsystem (1-2-3) imposes a condition  for the

em, since such i1ncarporation wouid

i

=ntrance of node 3 ta the sy

.

inviaive a higher cost for (1-2-3). This condition could be to give

"origrity” for being supplied. In this way 1its privilsos

}.-A
!

i,

|‘ '.

s

‘u‘
s
i

nver nnde 5 owould let {(1-2-32) get at least a cost closer to

former one {in System A, i1.e. &CG.14), although belonging now Lo

i B. Tabde 1 shows how {1-2-3) gets decreasing costs as it
aska for more and oors orivileges. Bub on the othes sids

yatem B incresse ite global cost with an smount

)

.t



Operation Cost of

Operation Cost of

Subsystem (1-2-3) System E
in B
(ho privileges) 68.76 139.09
(%) b2.50 1546.61
60.20 160.2
59.60 162.30
(WK 59.40 162.48
Table 1
We remark that System R increasing costs are due to the

demand rejected by node S because of

{zee Figurezs 14 and 15;).

Summing up: if (1-2-3} intends to

d

{1-2

3) supplying privileges

Conssrve its formsr
&0.14) then Svystem
in a 15%%.
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suppoze now (1-2-3) refuses node 5 incorporation. We nave ac

globai cost of System A& the addition of (1-2-3} cost and node 4

cost (&0.14 and 18.38 respectivelyl. In order to let node 3
cperate, 1t should put its orders to a new "exira” node 4%, witt
tdaentical oharacteristics as node 4. We would get then an
ausiitary svsiem (4¥-5) which coperates under global optimization

g

for node T oand 8013 for 4%. Fioure iéd  shows

iy
r
&
- 1
i
i
x
[
a
rt
z
ifi
m
gl
n
-
¥
i
m
[
Ut
!
(11}
rr
m
3
0]
L
<.
n
i
iD
3

P4%-0) . Total cosntes acrse higher than System ®  globhal

cust, 2@though (i-E-30 0 and B gbtain botn hetter costs  when

aper ot ainyg

19.59 ) 382,43 |




Summing up: A centralized optimization {System B

operating costs) asks from:
® Subsystem (1-2-3) to pay a cooperative .cost of
6B.786 —~ &0.14 = B.62

and fTrom
5 to payv a cooperative cost of
IQ.77 - 29.37 = 1.44

® hode

10,02

Total cooperative costs

But this cooperation allows the existence of just one node "4" at

the maximum level of hierarchy. This fact reduces glabal cost in

{18.58 + 38.1%) — 392.5%6 = 17.13

r

Hence 1n System B we sav

b1}

17.1% — 10.02 =  7.311

That iz, we get a reduction of approximatedly a 34 over the oost
operating in & decentralized way (System & + {4%-5) 3

ciztarned wher




7. CONCLUSIONS

We have presented a simple model for AMS that makes 1

Y

possible to take capacity constraints at =2ach instailation inte
sccount.  Some numerical exampies  have bsen  worked through.

Bimulations of the system operation wnder approximate  apt

|t
)
b
o

policies show the usefuinesss of the proposed numerical  method as

the advantages of operating under global optimization.—

&
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