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RESUME

. On presente ici un algorithme acceleré pour la résolution numérique du
probléme de point fixe associé 34 une discrétisation de 1’ inéguation dlsaacs

correspondant aux problémes de jeux différentiels avec temps d'arrat

ABSTRACT

In this paper we present an accelerated algorithm to solve the fixed poirt
problem related to a special discretization of a differential game problem with

stopping times.
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1- INTRODUCTION

Freguently, differential games problems with stopping times originate
bilateral wvariational inequalities (see [4] and [7). When the actualization rate of
the original problem is small (see (8), the numerical resolution (found by finite
elements method and relaxation tupe iterative alagorithms) may lead to slowly
convergent procedures. In this paper, we present an accelerated algorithm to

improve the convergernce.

The developed procedure, which has been specially desigried for the
treatment of this particular kind of games, consists in an extension of the
methodology presented in [S) for optimal control problems. It is proved here that
the accelerated algorithm converges to the discrete solution im a finite number of
steps. The proof is based on the use of a system of guasi-variational inegualities

associated with the bilateral ireguality (see [4)).

Various stopping rules for the internal loop of the algorithm are presented.
Thew allow us to extend the acceleration procedure to those probleme where some

of the original hupotheses, are not verified (see [S] pag 7).

Extensiorns to the ogeneral case of differentizl games ard to optimization

croblems with other contractive operators are corzidered in [8).

2- DESCRIPTIOM OF THE DISCRETIZED PROBLEM AND ITS SOLUTION.
2.1 Elements of the problem.

Let B be s square matrix of order n such that

DEG D0 Y L= 4,0

iiz E Bli,  £7 wi <L, {4
3

let 943, (), j=1,...n be such that
U P =0 2 > 0O Y oi=1...n,
and let f(NER, j=1,.. n.



-

Definition:
For w € R", we define an operator M : "4 " by
Mw) () = Pq ( [Buw+f1) (i),
where Py represents the projection over the interval 3, with $=0Y (D), ¥a(3)1.

In terms of sinale operations, operator M is given by the formula:
(M) =max[min((Bw D02 )b

The acceleration algorithm proposed in this paper, computes the solution of the

following problem:

LFind WER", such that Mw—w.| (2)

2.2 Existence and uniqueness of the solution.

Proposition 2.1:
Operator M is contractive and therefore there exists an unique solution for (2).
Proof: :
We introduce in R" the norm Wit = max { WG, j=1,...n); due to properties i) and ii),

we have:

&

M — M € Y llw = &) ww e’ {
In fact:
(Mw)(j)=max(min(_(Bw+F)(j’),wz(j)),w1(j))
Let £=llu—ill, then wiy € Bt + ¢ LW,
therafore, (Bw)j) £ (BAX) + 7 £, =o
Min(Bu+FXP , Pz() € min(BA+OGD + 7 €, bali+ Y €.
Hence
max((min((Bw+f")(.j),zx';2(j))‘.f..’;1(j))] < max(min(BR+H +7E, b HTON (P HTE =
= max(min(Bh 4+ , 600, UiD) + T £
that is:
(Mwd) < (MAKH + 7 €
Similarly it is proved that:
M) 2 MR —~ T £
which implies: '
It — Ml € Y lw - il 0

.
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2.3 Characterization of the solution and its computation.

Properties:
1 1f W = MW, then
a) W) < W = (BA+F) (LA
B Wi > (D) = (BA+HF (D2W).

St

2°) The Fixed Point Theorem gives us the following algorithm for the computation

of W:

A0 alagorithm:
Step 1: set w°ex”, and v=0.

1

+ %]
Step 2: compute Wl T =MW

Step 3: if W = w”'”‘(i) Y i, then stop; else set v=v+1 and ao to Step 2.

For the algorithm converaence the following result holds (see [3D:

Theorem 2.1

A0 algorithm produces either a finite sequence w! whose last element is the
exact solution of the problem, or gemerates an infinite seguence converging to W.

Also, the following bound for the approximation error is valid:
W —m sl w® -w |l ()

3- DESCRIPTION OF THE ACCELERATED ALGORITHM.

Definitions:
e Given I(j), j=4,..,n. a family of indexes taking values in {0,1,2), we defire:
My - R 4’7, such that: '

v Mlv
where:
U/A8), if (D=4
M@= htd if =2 5]

(Bv +£)(j) if 1(H=0.



¢ We define:
0 if MWD € W@y, Vel

GW = 1 if M =0, &)
2 if MWD =i,

M 120, 1303, let R, WY, for all w30, be a "Stopping

rule” with values O and 1. We shall assume the following condition is satisfied:

¢ Given the sequence (W

B I K e e

iy

where (w‘u' » v=0,1,.) is the sequence generated by A0 algorithm, given an initial

eg . .,0
condition wu' .

Description of the Al alaorithm.
Al Algorithm.

Step 0: set wo,o € 5%”, set 4=0, ¥=0 and begin the procedure.

Step i: compute wu"u+1=Mw’u"u.

M+l =wu.u

Step 2: if w » then stop (the discrete solution is W:w“”u); else ao to

Step 3.

K0

Step 3: if R w)=1, then set 1p=1Gw"Y), Vist, .n and 9o to Step 4; else

set v=v+1 and go to Step 1.

Au,-l'-i

Step 4: compute @ as the fixed point of operator M], set w'u'+1'°= Q“"“i, u=0,

N={+1 and g0 to Step 1.

4- CONVERGENCE OF A1 ALGORITHM.
Thecrem 4.1

If condition (7) is satisfied, then &1 algorithm converages in a finite rumber

of steps to the fixed point W of operator M.

Previously we shall need some definitions and properties in order to prove this

theorem.

—5—



Definitions:
1% Each wER" can be asseciated with pairs of elements (USRI S W exr", i=1,2 =uch
that wz—w;=wn.

So we define:

Ju={ g Wg) / Wg—nWy=W J}. )
A A " It
2% Yp=thg, Uy =—Uy, Fz=%w ﬁ=—% (@)

T =1 if i=2

=2 if i=1.

~

-

3% We define operator M: %7 o4 %27 such that:
(Fitovy N0 = min{Bru +F0G +8;) B +F 3. (10)

~
Properties of operator M
A
a! We say the pair (wup) is a subsolution of prablem: (vi,vg) =M, wg) if

A
L .
“1-‘*“’1“*'*1'1

Eal
i (B, .
U £Bw; +F,)

ka) . . R .
it is verified [Min,wpli(} is the maximum elemert of the set of subsolutions.

ke [rtliwi,wz)lz - ’3:\’1'("“'1»""‘2)31= M Wi € Ty (12}
Proof:
I WG =1, = (Ba+fP L3 =2 Blug—wd+F)10) $ 9303 € @), Fingwg) € T =
= Bz ~Bwy + £+ B £ wa < vali.
The last imequality implies the following pair of inequzlities:
Bz + 5108 < W +Bw, L
Bz +£ — )t < By 50
then bu virtus of (10), we obtain:
M8 =By + 5
f . g

My =(Bug + £ — 0



Iri the same way, when (M3 =2(3) we obtain (ﬁg—-fsll)(j)=w2(j).
If wi(j)<(Mw)(j)((02(3')=w1(j)<(8w++‘)(j)<w2(j)=sw,_(:j)<(8(w2—w1)++‘)(j)<w2(j),V(wi,wz)EJw =

£+ Do < wata.

= ¥, () < (Bwg —Bw; +
This implies
(B + £ < By —f e
By ~H@ < By +£ — v
then by virtue of (10), we obtain
Mzt =(Bwy + £33
My =(Bwy —Ex) 113

consequantly (My—,)() =B +F)3.

0
c; Corollary
A
el ¥ b Yy I 3
If A=M~R = M(Jw) C Jw (14)
A
d) M is monotona:
A A A oA ~ r:', . cq e
Wi2W; = [M(wl,wz)}i - Wwgwglly, i=4.2 {45
Definition:
Lat HI : 2&2‘” -+ fﬁa‘m be such that
. . S N . o
Vgl —’t [Ml('\) 1,'\4’2}]1,{:"%!’-\\"1,‘\’2)}2)
where:
A, s P : A - : PRy :
tMilv vl = (Bvy +E f M # i
e A N vy s N o . . -
= t,l.Bv?-i-ﬁ?) + @K iF I =i Y
. L)
Properties of operator M,
By . o . . L,
.3.3[%'11{"\-"1,'\1'2)}2— LMIQ"".U."".Z)]I = [r'1I{'v')J \V‘('v'i,'v'z} < JV {17
. A W \ - 1 d Y 3 P
o) [MI(V1;\f2)11= U"’('v'll'v'g)]i Uf(‘\"i,'ﬁzi' € 3\.,', HESH{(D {18:
A = , ; .
¢! M is contractive (therefore it has a unigue fized point). {19
A »
o MI 15 monctcone:
Giavi = IMOLI0Y 2 Ml 20



&) if & is the fixed point of Py =

=inz~W; is the fixed point of operator M. 21

)

£ if i is the fixed point of operator M; = there exists a unigue (W) such that

. . A . .
fi=fip~ing, with @) the fixed point of M;. (22

Proof of al.
If I =0 then Iij)+#£i, for i=1,2. From definition (16) we have:
v Ly (D =(Bvy +F )0
[Py (v pvp Tl =(Bup +F 20
then
v v T2 =T vl = Bug+fy — Buz—~F)) = By +AG =MD
If =1, alsc from definition (16) we have:
0y vl D =(Bug +F2 +0 000
[ 19210 =(Bug +F)()
then
(M v 21D IV v s @) = By =M

We proceed analogously if (=2

Proof of b}
If 1w =0 then from (123) we have:
Pty =By + 3
f,( =By — £33,
by (9 and (16)
v vl = (Bvg+F0) = Bvy — Do
v v la® = (Buz i) = (Bvp + o)
with [0 vl = [ vl
If liv)=1 we have (see (12)):
P05 =(Bwiz + 51
My G =By + —— — 8350,
and because of (9 and (16:
v vl =B +F2 4800 = Bup + £ — vp@
My vl =(Bva +F2)9) = (Bvz + 5

Arnalogously if =2,

. o N " N N
Finally we have proved, [MI(\q,vz‘)]if..)J= [r’i(vl,vz)}iu;.

—8—
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S- SEQUENCE ASSOCIATED TO w'™’

W v
Each w“’ is associated to a pair (Ni’" ,wg' Y). We shall prove convergence for

sequences w“" , i=1,2.

We shall denote by (9) such association. 5o

1 w?eR" 4 W eR" such that i Tmz I ET g0 (23)
20 WP Qb Wiy 24y
3% ﬁu'*i the fixed point of operator My - @M, )i

the fixed point of Dberator‘ ﬁsl, (25
4y W0 4 @My ‘ 26

By virtue of (11), (47, (Z1) and (22) the following diagrams, which synthetize the

above association, are commutative:

WERT< >0 g,mp) €Ty ver ¢ vy vp €T
I i
v y J J
MWER" < Ml g ng) MvERT < v )
Properties of seguences (w“'u)i.
a) Yty = min(BaE Y+ -+, Bwp Y +F)), 020 (see (O ), @7
o G = E Ty e
= B““*i-m) +8; if i =1, (see (16) ). (28
ci (Nu+1 i can be obtained bu the following converaent iteration (see (19 i:
" - N T )‘ -
iv)\'”')i = Ml(vi\,. v3), with initial condition (vo)i = WY “ oo {29
Proposition S.1
(wu"u.?i is a not increasing seguence for dzi, v20, in the following sense:
[EAE 5 WO L 0N .
G oS W) 30
T
w0 < WP Oy, (34

-9



&,0

In fact, by definition, W™, we have for-all u>i:

W = @b,
Given U, we know by Al algorithm the following equality holds:

o, (13(&’”)i +#) W g Il LT,
("I\q A —
With (k) we mean that value of v where the test of Step 3 is satisfied, therefore
(N”’i)l = [M( Uno’ Wg )] = min {B(WH"O)A-}-%\ + ‘?,“ B(w“10)1+$1 } =

= min B +F + By, BAY 48 ) < @My = WOy,

Repeating Steps 1 to 3 both sequences (wu" )i are obtained, according to the
following law:
w U.,u+1'__ [M( )]1.

Then, by the monotony of operator r’% (see (13), it is obtained that:

W < Wy, e cTw, Wit

And consequently (30} is proved.

x.&+i,«:a.}i - "'*\‘“H’i-
In Step 4 the element n*+t is generated as:

(Q“*i a4l &u,-ri

UuU Hu

By definition (W

| = [MI( s

A“A‘i

1

Since (W ); is the fixed point of operator [lcl!(wi,wz)]i, see (19 and (Z23), we have

(QM+1 = lim v>‘,
A 400
i

where (v )= [Hl(v 1 0;‘)]1, with initial condition (/° o= (wM'U(w)i.

.l

)y = WL B “‘)'13-11,

moreover, by (18)
[M) (g g = Mg igl;  Yiwgig) € Tpu, I=ltw).

Then

UG- 0TG-
» W2

Er"\i(wl u T)-1 wg.u(.u)-i

therefore

T (L-1

WOy = W o R TWL Tty ), by (30), so

W7 i .U.U(.U.) 1)] = 9,

why = e, v, < Pyt i

—10—

»



.

from the monotony of fcil it follows (v)‘)i is not increasing and consequently:

AT =m0 = Wl TW)

{
i A—00

1

and this proves (31).

Proof of Theorem 4.1.

By condition (7) Step 3 test is satisfied after a finite number of iterations
(on ) leaving the [4,.,3] loop and ‘generatifg -a. new-element &u""i. Therefore the

theorem will be proved if that sequence is finite.

By proposition S.4 (&”')i is rnot increasing. Considering thera is only a finite

number of possibilities for I(j,ﬁ“’), only a finite number of different values for

(&“)i may be generated. Therefore there exists one @ such that (&“)i=(&”' +1)i

Since

E'_-U‘ﬁi ‘—LU ﬁro f\ﬂ
5 LW ey Ty =ty

N o= (N“’O)i, then by (11) w“"1 = wu"o‘ Hence the test in Step 2 is

satisfied, for the pair of indexes u=f, v=0 and therefore the fixed point of

we have (w""”:L

operator M is found.

—14—



6- ANALYSIS OF DIFFERENT STOPPING RULES.

¢ Rule R1
. Let F:NU -+ N, ne define

i if v, : 3
Ri(w’u"o,. ) .,w“"'“ i) =

0 in other case.

It is obvious for this rule that condition (7) is satisfied.

e Rule RZ

i,0 iLu+D 1 if l(j'“ulu) =X(j'W“'U+D); Vi, 1<p<P.
R2(Ww™ .. W’

=

0 in other case.

The Al algorithm would be modified in the following way:

A1 algorithm i

R

Step 0: set u=0, v=0, W € %", and § € N arbitrary.

Step 1: set p=0.

Step 2: compute wu'U“:Mw“'U.

Step 3: set 1) =1Gw""), v j.

if wﬂub’+1=wﬂuu My

Step 4: » then stop (the discrete solution is W=w ") else ao to

Step 5.

i ”uU‘i

Step S: if v21 and 1(-,w‘u” Y=l ) then set p=p+1i, and go to Step 6; else seat

p=0, v=r+1, and go to Step 2.

A A . . 0
Step &: if pzp then compute w"H'1 as the fixed point of operator M, set WM""i =
i

&u.+1' v=0, 4= 41 and o to Step 1; else set v=v+1 and ao Step 2.



.

Proposition 6.1,
If the following hypotheses hold:
Y2 (N =W} = (BA+FXD P (32
Yi(P=W) = (BA+FGH WD (33
then condition (7) is satisfied for rule RZ.
Proof:
We have to prove that for all & the test of Step 6 is satisfied after a finite

number of repetitions of the [1,.,5) loop allowina the generation of a new element
Ald+l . e .
W .

In fact, by contradiction we assume [ exists. For such index the test of

Step 6 is never satisfied. Con'sequentlg the algorithm would generate an infinite
seguence w‘u' Y This sequence, by deFinition of Step 2, is identical to the cne
generated by A0 algorithm. In that case, theorem 2.1 assures the sequences
converges to .

For each index j one of the three following conditions must be verified:

D IGA =0

1) IGW = 1
i) Kjiw) = 2
1n~ case i) we have W(j) € (W 1,23, then by (4 we deduce vg exists for all v2ug,
WG € Wy, and 1w " P =0, for all p30.
In case~ii) it is WG = ¥, and by virtue of (4) we have:

lim B4 O = BR + G < Ui, then for all p2 », BWEY4 DG < B, so for
all w2 v, Kiwh%= 1.
Case iii) is completly analogous to case ii).

Then after a finite number of iterations, IG,w remains constant, and the test of

Step 6 is verified; this allows the generation of 2 new element Q‘Hi .
n}
¢ Rule R3
Let ey = K oY, k5 &=, BEN is Fixed.
We have:
) if =1
M = v i W=z

BV L0 if 13=0

—43—



we introduce the following notation:

Ie U(j,w“"’)-_-{i/a I satisfuing 19=i with | w1 — MW 1 < ¢y } 34
So we define:

2o Mu+D 1 if Ieu(j'wulu)=l€u‘5’wu'u+p) v 1<p<h, 1<ign
R3W .. .W T D)=

0 in other case.
We shall see that condition (7) is verified.

In the same way in the proof of proposition 6-1, we have to prove it is not

possible to build an infinite seguence

Ky 0

W, v=1,..3, with ReW™®, W) =0. L @9
Assume an infinite seguence for some ﬁ is agenerated, then by theorem 24, it
converges to W. But hypotheses of proposition 6.4 are valid, so:

YD =) = (BR+FID>WAD

Uy (=) = (BR+HFXHLP,0),

and in same way as in the proof of proposition 6.1 we have for each j, that only

one of the three following conditions must be true:
D IF 1GR = 0, then I, G P1={0}, for all v>up, £20.

i, u+p

iy IfF IGW = 4, then Ig, W )={1}, for all v>v,, p20.
v s ) 1

iii) Similarly for IGA) = 2.

Then it remains to prove (7) is wvalid for all those cases where h.gpot.heses of
propositiorn 6.1 are not satisfied. That is when:

YD =G A (BR+FXD=a()

ViD= A (BR+FG =0,

ke shall only prove it for the first case, (it is analogous for the second).

By continuity of gperator M, for all vz, Ig U(j,w“' Yy is contained in the set {0,2}.
Let us see that Z € I, W™} v v2u,.

In fact, since M is a contraction:

Wt o g vt —

I

By the triangular property:

bt~ gyl —m |y et = i)

—14-—



from this inequality:
(1=7) b — & | < v k-t _ v (36)

then

gt = W — mon < I | 2 ket e

=)

DL Ny S
rE .U:;U Vot N
and conseguently, by (34), 2 € e GW™") Y w2y,
TN
Let us see rnow that 0 € le W) ¥ w2us.
e [ A N T P

< vl al + et all <oz v i gl

From this inequality and (36):

(B 60— it <l ekt
2 - ! Kz - 1 3 / ;-
< (——fj_,ﬁﬂw“"’ 1—w“"”"$l<"wu'u 1-—w'd"' f {38
- ok
and consequantly, by (34), 0 € I, 3 W v2ug.

It is then proved that for everu possible case there exist 3 & such that the

Al a
- . N 2 . &,0 v +p o
families of indexes Ig,(iw ") verify R3W™ ", w "~ =i, f

m

or v2i. This proves th

impossibility to build seauence (35).
o Rule R4
Let €30 and

y i
R Mo ih .

Ep =€ Hw . &0,

—45—



We define:

v+l _

i if "w w“’”" ey

Raw . w2

0 in other case.
e
- = _JI-F
Condition (7) is satisfied ¥ v37 with 7 / w7 P-4 < [%l

e Rule RS

r

= IIW”""—N”"'” '1" . PEQL,

Let ¢

le (™) = {i / 31 satisfuing I§) = i with | W/ 1

M 1 ¢ ey }
DEN is fixed.

So we define:

M L/+0

i if I, G y=lg L ) with 1<p<B,

N
o v
RS(w“’ ,...,wu" ML
o in other case.
As in the previous cases we prove it is not possible to build an infinite sequence:

W, v=1,.3, with RS w0, W =0,

When hypotheses of proposition 6.1 are verified, the proof is identical to that of
rule R3. To prove (7) holds when V(D= A BR+FG =], (the case Y (HP=RG A
B+ =y ,(j), is completely analogous) we follow the same reasoning as in R3. To
prove

WDl <ep  and  BWTYARG <G e,

(see (37) and (380,

it is necessary to keep in mind

e R "w”"u_i - w“""llr'i

(2-7)

, Wuzeg

—16—
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7- EXAMPLES

In the following tables we shall show some results concerning computing
times and number of iterations of AD0 and Al algorithms with stopping rule R3.

Takble 1 corresponds to a problem where v=36 and table 2 to one wWhere v=64.

TABLE 4
times iterations
£ 107 107¢ 107® 107
AL Al A1 AL AL AD Al AD
10 197 11447 19 cald 5 22 5 S1
04 24" 256 21" 123 6 57 & 124
0z 257 552" 25 2532 g 122 g 253
TABLE Z
times iterations
: a1 A0 a4t aD
107® A - s 8
107F 17 aae s 1izS
10 7 2an 5 155
177 17 2137 s zZ09

17—



8- CONCLUSIONS

When the contraction constant of operator M is close to 1, AQ algorithm may

converge very slowly. This has lead us to develope an acceleration procedure.

The aloorithm presented here, as it can be observed from results in tables
1 and 2, redﬁces the computiné time in those cases by 14 times. This reduction
essentially depends on the problem, ie. of factor 7, and it is more sianificant for
Y closer to 1. Also, it can be observed that the A4 algorithm produces the
approximated e-solution (in fact the exact solution), in the same time (independently
of ¢), this fact enables us to choose "greater” values for ¢ than those used for AQ
algorithm, whose computing time is proportiornal to —ln ¢. Convergence properties
of AL algorithm are independent of the initial point w'? chosen; however,

computing times can decrease with an adequate choice of that point (see [6D).

The algorithm is based on a timely and suitable resolution of a certain
system of linear eguations (for instance, when there exists the vector 1 mentioned
in Rule 2), determined by successive applications of AD alaorithm. The choice of
leaving AC algorithm is related to the use of various stopping rules, some of which
have been presented in Paragraph 6, together with the proof of the converaernce
property. These rules generalize the “cortrol repetitions” rule used in (S and
allow the resolution of those problems where the restrictive conditions needed in

[3] to assure the corvergence, are not verified.

The use of these rules and extensicns of the algorithms presented here and
in {3), are considered in [6] to firnd the solution of more gereral fixed point

oroblems.

—18—
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