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ABSTRACT

We present in this paper how to construct a 4-stage Runge—Kutta method
when the spatial approximation is a MUSCL~type upwind scheme for the solu-
tion of the two—dimensional Euler equations.

A theorical study is first conducted in the one-dimensional linear case, and
then extended to the two—dimensional case where the equations are solved by
multigrid techniques over unstructured finite element meshes.

A few numerical experiments are presented, demonstrating the validity of
the theoretical results.

RESUME

On présente ici une méthode de construction d’un schéma de Runge-Kutta
a 4 pas combiné & une approximation spatiale décentrée de type MUSCL pour
la résolution des équations d’Euler en 2 dimensions.

Une étude théorique est d’abord menée dans le cas monodimensionnel et
linéaire puis étendue en 2 dimensions pour des techniques multigrilles utilisant
des maillages en éléments finis non structurés.

Quelques résultats numériques sont présentés, mettant en évidence la validité
de cette étude. '
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INTRODUCTION

We study in this report the dissipative properties of a class of linearized 4-
steps Runge—Kutta schemes (RK4) and we are interested in upwind spatial
approximations applied to hyperbolic problems.

The upwind schemes which are studied here are first or second order accurate
in space.

The study is done in the scalar case, using the classical advection equation
as a model equation, and we are interested in the behavior of the amplification
factor, obtained from Fourier analysis; this work can be related to others done
by Jameson in [8, 9, 10] and E. Turkel and B. van Leer in [16).

What is proposed here, is to adjust the parameters defining a variant of the
classical RK4 method to achieve the best dissipative properties at the highest
frequency. The objective is to construct an efficient smoother, basic ingredient
of a multigrid algorithm, when upwind spatial discretization is applied to steady
Euler computations.

Moreover, the present study has the originality to be concerned with Fi-
nite Element discretizations. This is a part of many works that were already
(and is still being) done in order to build Finite Element multigrid methods for
unsiructured meshes. By unsiructured, we mean that the number of elements
having a common node is not a constant thoughout the computational domain.
These elements are triangles in 2-D, tetrahedra in 3-D. The nodes in the mesh
correspond to the vertices of these elements and the approximate solution is
computed in these nodes.

Employing unstructured Finite Element discretizations is indeed convenient
in the case of complex geometries that often appear in the industrial com-
putations. They also more easily allow the use of mesh adaption techniques
(refinement/movement) [13, 1, 14, 15].

Runge-Kutta methods are also very simple to implement and require a very
low memory storage and cost. Moreover, they permit the use of a larger choice
of spatial approximation methods.

Thus, the present study can be generalized to other types of spatial approx-
imation than upwind methods and complete in some sense the study done by
A. Jameson in the multigrid context [10].

The main principles of the multigrid algorithm are briefly recalled in section
2.

In section 3, we are studying the combination of a RK4 scheme with an
upwind first- or second-order accurate spatial approximation in the 1-D linear
multigrid context. As advised by A. Brandt in [3), we do a local Fourier mode
analysis to evaluate the amplification (or smoothing) factor. This analysis allows
us to define some criteria that define the optimal parameters (RK4 coefficients
and the Courant number), to be chosen. Notice that, in the upwind spatial
approximation context, there is no direct control of the viscosity since it is a



part of differencing. Then, the optimization of the other parameters is very
important.
In section 4, we investigate a 2-D extension of the previous study. That is
done by defining new criteria that are essentially related to the geometry.
Some numerical results are presented in section 5 in order to illustrate and
validate this new study.

1 MULTIGRID TECHNIQUE

Because we want to solve the 2-D Euler equations that are non~linear, the basic
multigrid algorithm we use is of the FAS Full Approzimation Scheme [3] type
and is non fundamentally different from those used by Jameson in [8] except
that we deal with upwind spatial Finite Element discretization context.

One can find more details about the two multigrid algorithms used in [11, 12].
There, we just recall their main lines.

1.1 The basic algorithm

The basic iterative method (or solver) we use is a RK4 scheme adapted to upwind
spatial approximations. We are also concerned with the Multi-Triangulation
(MT) scheme in which the different grids are nested triangulations (see 11, 12]).

The FAS multigrid algorithm is an adaptation of the classical one (usually
defined for solving linear systems) when the discretized operators are non linear.

The main principle of the multigrid method is to compute an approximation
of the fine-grid solution correction on coarser levels. Each iteration, usually
called cycle, corresponds here to the change of the fine—grid solution between
time level t,; to time level ¢,4,.

Let {Gr}1<k<n be a nested set of grids, N > 1, where G} is the finest gnd
We denote Fy the non linear (with respect to the unknown W;) discretized
operator defined on G, k =1,...,N. The discrete non linear steady state
problem that we have to solve on G can be written as follows

Fl(W1)=81 , (l)

where s, denotes the right hand side which can be zero.

If W(O) WP is the initial guess given at time t,, we can improve the
approximate solution W, of problem (1) by applying v, iterations of the basic
non linear pseudo—unsteady state iterative method (that is RK4 here). This can
be written as follows

w® =5 wi Y sy, 1=1,...,m,

2y 2
W, =w, ()



The iterative method Sy is non linear with respect to the initial iterate Wl(o),
because of the non linearity of the spatial operator F;; by pseudo-unsteady we
mean that the exact steady solution of (1) can also be considered as a special
solution of the following evolution problem

dw,

dt

This will be made more precise when using a Runge-Kutta method in § 2.3.
Consider that W is sufficiently closed to the exact solution Wy of (1), i.e.

+ (F]_(Wl) - 31) = 0

Fl(Wl) -8 0 y

then W, can be chosen to be the approximate solution Wit at time t,41.
Otherwise, we can notice that the correction of W; on G, corresponds to
the difference Cy = (W} — W), and

Wl‘ =W1+Cl .

Thus, a better approximate solution can be obtained if C; can be evaluated.
Because F} is non linear, we cannot obtain this correction directly (Fy(W; —
W) # FL(Wr) — Fi(W1)), but observing that

R(W}) - (W) =8 ~ (W), 3)

we can compute it approximatively by solving the non linear system derived
from (3) on a coarser grid G»

F3(Ws) Fz(Wéo)) + 112 (51 - A(Wy)) ,

W2(0) - Il,Z(WI) , (4)

where I, 3 is a (linear) restriction operator from G to G,. (4) can be rewritten
in a form similar to (1)
Fy(W3) = s,

Sg = Fg(Wz(O)) +1; (31 - FI(WI)) . ®

Let W5 be an approximate solution of (5), then this is an approximation of the
full corrected solution W, +Cy = W} on G, ; the approximate correction of W,
on G is thus obtained by

Toa(Wo — Wz(o)) =T (Wa =1 (W)= Wy —W, |

I,,1 is a prolongation operator from G, to G;. The new corrected value that
approximates W7 on G is

Wi =W+, (W, - W) . o (6)



This new value can be kept to define the “solution” Wl""'l at time t,,41, and is a
better approximate solution than W, but it can also be improved by applying
v, iterations of the method defined by (2) with Wl(o) =Wj, and W, = wp+'.

The procedure given above is defined to be a 2-grid FAS iteration [3] also
called 2-grid cycle and denoted by MG ras(Gi,Ga).

It can easily be generalized to N grids by noticing that the approximate
solution W, can be obtained by applying u cycles MGras(G2, G3); the same
is done for the problem related to grid Gs, and so on, down to the coarsest
level N, where the approximate solution W can be computed by an iterative
method similar to (2) (or any other simpler one) after applying v iterations
(in practice, vg = vy + v2).

The step of the previous algorithm defined by (4) and (6) is called Coarse
Grid Correction (CGC).

The method defined in (2) is similar to a non linear relaxation method.
It should have good smoothing properties if we want the problem to be well
represented by the coarse-grid iterations. This requires that the high—frequency
content of the error be damped by the relaxation.

When u = 1, the multigrid iteration is called V-cycle. When p =1, v, >
1, vy = 0, it is called “saw-tooth cycle”, (see [12], chapter 1) because no re-
laxation is applied after the correction step, but only a direct transfer of the
coarse—grid corrections to the fine level. Qur study is concerned with this case.
Because the final fine—grid correction is the sum of all the coarse-grid correc-
tions (after being prolongated), we thus introduce errors which are essentially
of the high-frequency type.

~ The present study is essentially based on the dissipative properties of the
RK4 scheme of the highest fine—grid frequency mode. We thus present a sim-
plified study that does not account for the entire spectrum of the fine-grid
high—-frequency modes. It appears, in fact, that in the hyperbolic context, the
smoothing concept is less essential than in the elliptic context. Indeed, this
can be related to the physical effects that are quite different in these two cases.
Elliptic problems are related to pure relaxation phenomena. For hyperbolic
equations, as the unsteady Euler equations, the convection phenomena play the
major role, and the multigrid theory developed in the elliptic context is not di-
rectly applicable. This remark has also been done by other authors as E. Turkel
[17] and A. Jameson [8], and it is confirmed by many numerical experiments;
we also show this by a more complete study (given in appendix) considering all
the fine—grid high—frequency modes.

1.2 The “Full Multigrid” algorithm

The previous basic algorithm can be used directly or can be generalized to
define the “Full Multigrid” technique (or nested iterations). This permits to



more completely account for all the information we get at each grid-level. More
precisely, one attempts to approach more closely the final solution from a better
initialization at each level. ‘

In this technique, the number of solution steps is the same as the number
of grid levels. After each of these steps, we get a coarse-grid approximation
of the final fine—grid solution. At each grid level k, starting from the coarsest
one, one computes an approximate solution by applying the k-grid algorithm
described previously, the interpolate of the approximate solution obtained by
the previous step at level k£ — 1 be the initial guess; for the first step, the initial
guess corresponds to uniform flow discretized on the coarsest level. Thus, for
this step, the algorithm used to compute the approximate solution is a 1-grid
algorithm. :

This technique allows to get a good approximate solution at each step, this
cannot be obtained by the basic multigrid algorithm. Moreover, the convergence
rate of this technique is independent of the number of nodes of the discretiza-
tion, that means that the total computation work only linearly depends on the
number of the fine-level unknowns.

2 1-D STABILITY ANALYSIS

2.1 The 1-D Conservation law model
2.1.1 Finite Volume approximation

Let us consider a 1-D conservation law

%(z,t) + a—if(u)(:c,t) =0, on Rx]0,+oo[, )
u(z,0) = uo(z) , on IR,

where u = u(z,t), f is a function which can be non linear w.r.t. u; the second
equation corresponds to the initial condition at time ¢ = 0. This initial condition
is supposed to be periodic w.r.t. &, with the period equal to 1, so as to restrict
the study on the interval ]0, 1], without additional boundary conditions.

The interval |0, 1] is regularly discretized with a space step Az = 1/N, N €
IN* and we denote by z; = jAz, j=0,...,N the discretization nodes.

Control volumes, or cells, are denoted by C; and defined in the 1-D case as
the intervals

G = ]-'Bj-%;-’l?j.;%[, j=l,...,Nf1,
CO = [-’E(),.’C_;[,
Cv = Jzn_y,2nl,



with z;34 = z; + Az/2.

For a fixed value of time ¢, ¢t > 0, and if we suppose du/dt to be a constant
over each cell C; , whose value is the node value at z;, we obtain, after integration
oneachecell G5, j=1,...,N~1

Bz x (1, 0) + [F)(e, 1) - F)ETy 0] =0, (8)

We suppose here that f(u)(-,t) is non continuous at the nodes z;,1 of the
interface of the cell Cj, but we know the right limit value )

f(u)(=}, x)—,_!l,m f(u)(z)

z>z %
and the left limit value
flu)(ziy) = ,_,h,m f(u)(z) .
$<$Jili

In addition, the following boundary and initial conditions are imposed

u(0,t) = wu(l,t), (periodicity)
u(z;,0) = uo(z;)

On Cp, (8) can be written by

A;: g‘t‘ 0,t)+ [f(u)(z;,t) Flu) (=t t)] =0,

and on Cy , we have

A’” a“(l ) + [fw)en, 1) - F)eh_y. 0] = 0.

The time—continuous space-discretized system associated with (7) is expressed
as follows d

1
—uj(t) = ——R,; i=1,...,.N—-1.
dtu’() A:':R,(u(t)) , j=1...,N-1
This is a system of ordinary differential equations in which u;(t) = u(z;,t) and
R;(u(t)) is an approximation of f(u)(z;,4,t) — f(u)(z;_1,1).
2.1.2 The time scheme

The 4-steps Runge-Kutta scheme employed here is a low—-memory—storage lin-
earized scheme, depending on fixed and constant parameters: it permits to



compute u"t! = (uj”q'l)j:l_...,N = (u(zj,tn41))j=1,..,N at time t,4, starting
from the initial iterate 4" = (u;")j=1,...8 = (u(zj,%n))j=1,.., N as the following

u® & on

u-,
u® = u(o)—ak—i-%R(u(k_l)), k=1,...,4, (9)

1 def (4
untt T 4@

where
o R(u(F-1) = (Rj(u(""l)))j is the residual,

o At =tn41 —ty, is the time step which has a limited value due
to stability conditions,

e ap, k=1,...,4, are the RK4 parameters, 0 < a3 <1, a4 = 1.

We can show that for the classical parameters a; = 1/(4 — k + 1), the RK4
method is fourth order accurate in time in the linear case (i.e. if f is a linear
function of u). When we fix the parameter a3 = 1/2, it can be shown that the
corresponding RK4 method is second—order accurate in time in both linear and
non linear cases.

2.1.3 Spatial approximation schemes

For simplicity, we now only consider the linear case f(u) = cu (c > 0). We thus
have the well known advection equation u; + cu; = 0 that is the classical model
for the analysis of both accuracy and stability of hyperbolic problems.

The scheme is fully determined as soon as we have the approximate values

of
f(“j_+_%) - f(“f_.%) )

or equivalently
- _ut
; j

— u(p™ (et
Uit = u(zH%,t) u(a:j_%,t) .

-1
3

Centered spatial scheme

un,, = Yt

() A (19)
ut Yyt
i-3 2

Here we can see that we suppose u to be continuous at each interface nodes of
the cells. It can also be observed that this approximation does not take into
account the direction of the wave propagation (i.e. the sign of the wave speed

c). :



Uj Ou

. -
Uj-1 & Lt

\\\ ..

\\\ .

\\ ‘.‘

T ke Ujtl
j-1 i-3 j i+3 7+1

Figure 1: Centered scheme (C)

By a local Taylor’s series expansion at z;, we get

Ujpp — Wi Az?
-J—+12A—$Jl’ = Uz + _6"" uzxx+0(A-7:2) )

showing that the formula is second order accurate. The slope u; evaluated in
this way is represented on figure 1.

First-order accurate upwind scheme

U,y = Uj
J+5 7

(D1) . (11)
uj__§ = UJ_I .

Here, the direction of the wave propagation is respected; the values assigned to
u at the node z only depends on the values at preceding nodes. This supposes
that u is considered to be constant on each cell.

The local Taylor’s series expansion at the node z; related to this approxi-

mation is
U; —Uj_y Az
]—LS_:CJ_ =uz—7uzr+0(A1’) )
thus, the corresponding scheme is only first-order accurate. The slope u; eval-

uated in this way is represented on figure 2.



Ou;
oz
o Uj+1
-1 -3 J j+3 I+l
Figure 2: First order accurate upwind scheme (Dy)
Second order accurate half upwind scheme
- _ Az Ujp1 — Uj \
Yieg T Wt < 24z ’
(D2) Nl (12)
u?‘ P Uji-1 + _z w .
i-% J 2 2Az

If we compare these values to those given by the scheme (D), we can see that
they are no more constant on each cell. We define here some local centered slopes
at the node z; (respectively to the approximate value L /2), and at the node

zj_1 (respectively to u}_l /2). ‘They are obtained by assuming u to vary linearly
on each interval ]z, z;41{ (P Galerkin approximation). The derivatives of u
w.r.t. z are thus considered to be piecewise constant on each interval ]z;, z; 4]
and the prescribed value is (uj41 — u;)/Az. The local slopes at each node z;
are deduced by averaging the right and left Galerkin slopes associated with this

node. So, the local slope at the node z; is taken to be

Liw—uin | iy —w) _ 4 —ujog
2\ Az Az ) 2Az

The local Taylor’s series expansion at the node z; related to this scheme is

2

1 Az -\
s (u,-+1 + 3u; —Suj_ + uj._z) = Uy — BV Ugzr + O(A:L‘z) .
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Figure 3: Second order half upwind scheme (D2)

The formula is therefore second-order accurate. The slope u, approximated in
this way is represented on figure 3.

(D1) and (D2) can be rewritten in function of the centered scheme (C).
This gives for scheme (D1)

uj —uj—1 [ Ujp1 —Uj-1 Az [ —uj_1 + 2uj; — uj4 N
= + = . (13)

Az 2Az 2 Azx?

The second term appearing in the right hand side is an approximation of
(Az/2) 8%u/0z? at the node (z;,t). This explains why the scheme is very dis-
sipative. For scheme (Dg) we have

Ujp1+ 3uj — duj_ 1+ uj_s _ 1 (uj_H - u_,-_l) 1 (‘U,j_z - 4u; ) + 3Uj>
1Az =3\" 2z /)3 %Az '
(14)
(D2) is a second-order accurate half-upwind scheme usually referred to as the
Fromm scheme whose the general expression is

(1-B) (31.;12;_:,_1) ny (+uj—2 —24:;-1 +3Uj> ’ (15)

with # € [0,1].
For 8 = 1/2, we have (D5), 8 = 0 corresponds to (C), and the second—
order accurate full upwind scheme is obtained when # = 1; in the latter case,
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the approximate values of u at the interfaces of the cell are

- _ ., A fu;—uj

Yisy T u’+_§-<—A:c ) (16)
ut = u; +é£ —uj_l_uj'z

-4 T TIT1T T Az '

By “full upwind” scheme, we mean that the slopes also are approximated by
upwind differences: they are also deduced from the Galerkin approximation but
the local slope at the node z; is taken to be equal to the left slope defined at
the node z;.

When g = 1/3, we obtain a third-order accurate scheme that has been
studied by J-A. Désidéri et al. in [5].

Remark 2.1 When the approzimations (C) and (D) are used and combined
with the Euler explicit method, the resulting schemes are unconditionally un-
stable. Using (Dy) the scheme is stable under the CFL condition. We shall
see that when using the RK{ method for time integration, the resulting scheme
associated with the spatial approzimations (C) and (Dg) become stable, because
of the introduction of more dissipative terms.

2.1.4 Local Fourier mode analysis

In the different steps of the RK4 method defined in (9), we have the quantity
(At / Az) R(u) to be evaluated for many values of u. Considering a unique
Fourter mode, % = e*?2%_ we have (diagonalization)

%R(ﬁ) =—zd, (17)

where z is a complex number depending on the frequency 8§ = pAz, it cor-
responds to the associated opposite eigenvalue of R(@)/ Az multiplied by At.
More precisely, the values of z are

For the scheme (D7) z=2z=-0(1—e"*)=2ice'dsin?,

For the scheme (Dg) z =23 = —20sin*4 —ig sinf (1 + sin® ¢

where o = ¢ At/Az is the Courant number.
In the general case, one RK4 iteration yields to the following equality

,an+1 - g(z) an ,
where g(z) denotes the amplification factor which can be rewritten as

9(2)=14z+a3z2+azazz®+azaza; 2t . (18)
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The stability domain of the RK4 method is the following set
D={:eC; |g(2)} < 1}, (19)

where € denotes the complex plane.
If an approximation is chosen, we can determine the locus of z for the dif-
ferent values of #; we can thus evaluate the maximum allowable value of the

Courant number, that is
- ( At)
maz — | CHx
Az max

2.2 Optimization of the RK4 scheme

This optimization is not the same if we use a one—grid or a multigrid technique.

for which z € D, V4.

2.2.1 1-grid case

Because of the conditional stability of the explicit pseudo—unsteady methods, we
need many time steps to get a good approximate solution, i.e. the convergence
rate is often very slow and depends on the grid size. This means that the
stiffness of such methods lies in the restricted (small) values of allowable time
steps.

One way to diminish this time—step limitation, is to use Runge-Kutta meth-
ods that allow larger stability domains if the parameters are judiciously chosen.
Moreover, and this is essential in our analysis, Runge-Kutta methods have good
dissipative properties near the maximum value of the Courant number. The way
we choose the different parameters depends on the approximation we use.

It is known that the spectral set of centered discrete operators lies on the
imaginary axis of the complex plan; in this case, the standard RK4 scheme
(e = 1/(4 — k + 1)) is well adapted, because the stability domain has its

_ greater size on the imaginary axis. However, concerning the discrete operators
of upwind type, the eigenvalues have a non zero real part and then, the standard
RK4 scheme is no longer the most advantageous. Thus we have to determine
other values for the ay, so as to get a larger size of the stability domain on the
real axis too. These values depend on both the size and shape of the spectral
set of the discrete upwind operator.

In the figures 4 and 5, we can see the stability domains associated respec-
tively to the approximations (D7) and (Dg) with respective maximum Courant
number (CFL) o},,, = 2.2105 and 02,,, = 1.9186 for the following RK4 para-
meters

ay = 011, Qg = 0.2766 ceey, QX3 = 05, g = 1.

(superscripts refer to the degree of accuracy of the upwind approximations).



M

a1 =011, @;=02766, as=05, as=1, o}, =2.5105.

Figure 4: RK4 stability domain with (Dy) as spatial approximation.

...... 7 Is

a; =011, a2=02766, az=05, as=1, o5, =1.9186.

Figure 5: RK4 stability domain with (Dg) as spatial approximation.

13
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M

—  RK4 -

....... z

§
. ""'v.m.. Z
w 1 1 . 8
-5.00 4.00 P

RE
s §

a; =025, a;=03333, as=05, ag=1, o2, =139264.

Figure 6: RK4 stability domain with (Dq) as spatial approximation.

The first two coefficients a;, a2 where obtained by trial-and-error around the
standard values 1/4 and 1/3. Notice that the stability domains are well adapted
to the shape of both first (figure 4), and second (figure 5) order accurate upwind
spectral sets.

For the standard RK4 method (ax = 1/(4 — k + 1),) which is optimal for
the centered scheme (C), we find when using (D7) and (D2) the following
maximum CFL (see figures 6 and 7)

Omaz = 1.39264 , o2, = 1.38465 .

We can notice that these values are about 30% less than the previous ones.
Although the standard RK4 scheme (which is fourth order accurate in time
in the linear case) is well adapted to centered approximations, the best RK4
scheme for upwind spatial approximations and allowing large time steps is only
second order accurate in time.
In conclusion, the optimization of the RK4 scheme is driven by the following
criterion
Given a spatial approzimation, find the coefficients ay such as
[C1]  the stability domain is as large as possible, 1.e. so as lo mazimize
the value of the Courant number oy qe -
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-5.00 -4.00

302001 00

a1 =025, @;=03333, o3=05, aq=1, o2, =1.38465.
Figure 7: RK4 stability domain with (D) as spatial approximation.

This criterion can be expressed by maximizing the following function
z€D— |g(2)|,

with z = z; for the scheme (Dy), and 2z = 2, for the scheme (Dg). These
coefficients are

o) =0.10, a2 = 0.26, a3 = 0.5, a4 = 1, and o},,, = 2.6756 ,
for the spatial approximation (D1), and
oy =0.12, a3 =0.26, a3 = 0.5, g = 1, and 02,,, = 2.0763 .

for the approximation (Dg).
The corresponding stability domains are shown in figures 8 and 9.

A criterion for multigrid purposes

In the multigrid context (10, 16], the optimization criteria are more severe. We
still want [Cq] to be satisfied, but we require in addition that the RK4 scheme
have good smoothing properties especially at the highest frequency.

Thus, for fixed, and sufficiently large CFL number o, we want the following
criterion to be realized
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Spatial approximation (Dq)
a1 =010, @;=026, as=05, as=1.0, o, =26756

Figure 8: RK4 stability domain related to the criterion [Cq].

M

Spatial approii;nation (D2g)
a1 =012, a2=026, a3=05, as=10, o, =2.0763

Figure 9: RK4 stability domain related to the criterion [Cy].
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Given a spatial approzimation scheme, find the optimal RK co-
[Co] efficients ai, such as the resulting full scheme is stable and has
good smoothing properties.

Optimization of the coefficients

It is based on the following idea: because we want a good damping of the highest
frequency modes, we can find the best coefficients by studying the behavior of
the amplification factor in the neighborhood of the highest frequency i.e. for
0 =m.

We refer to the study by Jameson [10], in the linear and scalar context for '
the amplification factor related to one multigrid cycle. This simplified study
is also validated a posteriori by some numerical experiments comparing results
obtained with the present analysis and those obtained by an analysis done for
all high-frequency modes. In both studies, the RK4 coefficients have very close
values but the optimal CFL number is quite different since it corresponds in
the full analysis to nearly half the value of the Courant number obtained with
our method. As a direct consequence the convergence rate is also reduced by
a factor of 1/2. We can thus say that the criterion [C3] is sufficient for the
optimization of the different parameters. The 3-D extension [2] of the method
presented in [12] (chapter 1), confirms already the convergence and efficiency
gains that were observed in 2-D.

From now on, we are only concerned with consistent (a4 = 1), and second-
order accurate (a3 = 1/2) RK4 schemes.

Once we have our spatial approximation scheme, we can notice that

0<0<2n,
l9(2)| = G(0,0,a1,a2) , with { >0, (20)
o), g € ]0, 1[ .

As G is an odd and periodic function w.rt. @, we can restrict our study to
6 € [0, ).
Given o, a;, a3, the function

6 € [0,7] = G(o,8,a1,2) , (21)

allows us to determine the smoothing properties of the RK4 scheme. These
properties depend also on the value of ¢; its maximal value does not indeed
yield evidently to the optimality of the smoothing properties. Then, because
the highest frequency mode corresponds to @ = =, we have restricted our analysis
to this value.

We are thus only interested in the study of the function

Gy 1 0 — Gx(o) = Glo,m ay,az), (22)
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with o € [0, 0maz]. If this function vanishes or has very small values for one (or
many) value(s) of o, that are denoted by &, the optimization is then realized
when

eo=0,
¢ and the given a; we have fixed at the beginning.

If not, the function admits a too large strictly positive lower bound, the coeffi-
cients o must be discarded.

We can summerize the optimization of the parameters o« and ¢ as the
following rule

(i) Give a sufficiently large value of the CFL 7,

(i1) Find the coefficients a; such as for this fixed value @, the resulting RK4
scheme is stable (then we have opmae > ).

(iii) Study of the function Gx. We can then meet the two following alternatives

— either this function has one or more “zeroes”, and the coefficients
found in (ii) have to be kept; then the optimal value of & is chosen
to be one of these zeroes,

— or this function has no zero, and the search is continued in step (ii},

or (i).

Notice that the different steps of this optimization method are very close to
each other. This means that we cannot do the steps separately. Realizing the
criterion [Ca] is then not immediate.

We can see (figure 10) that the optimized coefficients @) found in the one
grid case (criterion [C1]) are not satisfying in the multigrid context. Indeed,
for the RK4 scheme related to the (Dg) approximation, the function G, has
strictly positive values and the corresponding curve of the amplification factor
(figure 11) show that it has bad smoothing properties.

However, (see figures 12 and 13), the coefficients ax found for the one grid
RK4 scheme related to the spatial approximation (Dy) are also available here
because the function G, has two zeroes &% =1.7736 , 5% = 1.9398. We choose
as the best value o = &} (the superscript refers to the order of accuracy of the
spatial approximation).

For the RK4 scheme related to the spatial approximation (Dg) one possible
choice of the parameters is (see figures 14 and 15)

a; =010, a2=026, a3=05, as=1.0,

with 0 =¢% =&} = 1.7736 and ¢2,,, = 1.9329.
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3 2-D EXTENSION

The objective to be reached here is to try to define a few principles for simply
extending the results obtained in the previous 1-D study to the solution of
the 2-D Euler equations when using unstructured triangular P1 Finite Element
discretizations. We recall that by unstructured mesh we mean that a given node
of the mesh may be the vertex of a non constant number of triangles (in 2-D)
or tetrahedra (in 3-D).

As in the 1-D context, a RK4 method is used for the time integration. The
spatial approximation scheme is of upwind type and will be briefly presented.
For more details concerning the spatial approximations and the resulting basic
scheme, we refer to [6] and [12] (chapter 1).

3.1 First order accurate upwind scheme

The unsteady 2-D Euler equations are written in conservative form

0 0 0 99
with
W = (p,pu,pv,E),
F(W) = (pu,pu2+p,puv,u(E+p))t,
GWw) = (pv,puv,pv2+p,puv,v(E'+p))t )

where p is the pressure, p the density, E the total energy, and (u, v) the compo-

nents of the material speed V of the flow. In addition, the state equation for a
perfect gas is employed

p=(r-1) (E—ép(umﬂ)) , (24)

with a specific heat ratio 4 = 1.4 for air.

Let Q be the computational domain that is discretized by triangular Finite
Elements, where the nodes A; are located at the vertices of the triangles. Let
us denote W(A4;,t) = W;(t).

For each node A;, we define a cell C; as the area limited by the medians of
each triangle having A; as a vertex (see figure 16). Let us fix ¢, and assume

8W /3t to be constant on each cell C;, then we obtain, integrating the equations
(23) on C;

oW 1 i .
‘a—t(Ai) = —m E‘D(Wﬁwj» n ) ) (25)

where
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Figure 16: Cell C;

e N; is the number of neighboring nodes of A;,
o W = (n¥,n) with ¥ = / vodo, ) = / vy do
aC;naC; ac;nacC;

o U = (vs,v,) the outward unit normal vector of C;,
¢ & is a numerical flux function which is consistent to Fn, + G 1y.
We use the following flux splitting [18]

U+Vv
2

30, Y, 7) = 37 (FO)+ W)+, [G0) + 6 [PEF)| 0-V)

(26)
(see [12] (chapter 1) for more details).

We recall that the first order accurate upwind spatial approximation denoted
by (Dq) is obtained when we set

U
4

Wi,
Wi | (27)

3.2 Second-order upwind scheme

The second order accurate version is obtained via the MUSCL approach [7] due
to B. van Leer and that has been adapted to the Finite Element context by L.
Fezoui [6).

__For this purpose, we compute an approximated gradient of W, VW =
(W2, Wy) , for each vertex A; using a Galerkin linear interpolation of W over
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each triangle having A; as a vertex

?W(A.') = (Wz(Ai),Wy(Ai)) )

j -6—vzd.1:dy / a—uid:cdy
supp(s) 92 = Jsuppi) %Y .

/ dz dy
supp(i)

supp(t) represents the union of all the triangles having A; as a vertex.
At each segment (A;, A;), we compute the following W’s extrapolated values

with

_VT/-,,(A,-) =

Wi = W,~+%VW(Ai)-AiAJ‘»
W = VIIJ"*'%?W(AJ.)‘AJ.A"

We can replace these values by limited ones (W;;,Wj:) so as to avoid the
too large variations of these gradients near the shocks (discontinuities). The
resulting scheme is then only first order accurate near the shocks and second
order accurate where the approximate solution is smooth. We refer to [11]
(chapter 1) for more details concerning the limitation procedure.

The second order accurate upwind scheme, denoted by (D5) is then obtained

by setting
U
v

3.3 Stability condition

So as to accelerate the convergence rate up to the steady state, we also use local
time steps [4]; a local time step is defined by applying a local stability condition,
at each node A; of the triangulation as in the following

Wij (or Wy),

VVJ',' (01' Wj,') . (28)

ViAt; < o*h; (29)
with

oV = max (A, Ax) the maximal wave speed at the node A;, where
k,Axneighb. A;

Aj = Jul+ v} + ¢; is the local wave speed at the node 4;,

u; and vj are respectively the z and y components of the flow speed
at the node Aj,
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¢; holds for the local sound speed at the node A; ,
o At; is the local time step at the node A;,

e o* is the value of the 1-D CFL number that depends on the RK4 scheme
we use, 0* < Omar

o h; is the lowest height from A; of all the triangles having A; as a vertex.

Notice that in 2-D and because V; is no more constant, we cannot control
the value of the real CFL number. This means that in the optimization rule
described below, we will not take into account that we also have slower wave
speeds.

3.4 2-D extension

For one grid methods, this extension is straightforward, we take for o* the CFL
value we find in the 1-D analysis, i.e. the maximal value of the CFL related to
the o) parameters that yield a large stability domain.

In the multigrid context, we also extend the results obtained in the 1-D
analysis by noticing that the computation of the numerical fluxes is in some
sense a 1-D computation.

This extension is essentially based on the geometry of the mesh that can
be characterized by introducing a new parameter e € [0, 1] depending on the
structure of each element and defined as below:

Let T' be any element of a given triangulation, S;, S2, S3 be the three

vertices of T'.
We change the reference frame with, as a new origin, one of the three vertices
S; such as the side of the triangle S;S; is the largest one. The two new axis are
then determined to be S;S;, (for the first new component z’ and directed to S;)
and the height drawn from Si, (for the second new component y’ and directed
to Si) (see figure 17).

Let h;, hj and hy denote the three heights of the triangle respectively drawn
from §;, S; and Sk. The new coordinates of S;, S; and S are

Si = (0,0), Sj = (1,0) and S; = (:L‘k,hk) .

We define def
er = min(h;, hj, hy) and ™ mTin(eT) ,

where the minimum is taken over all the elements T of the triangulation.

Regular mesh

For a structured regular mesh, the value of e7 is uniform over all the triangula-
tion, and e = ey for all T. We give (figures 18 to 20) some examples of typical
values taken by e.
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Figure 17: The new coordinate system.

Figure 18: Az = Ay, rectangular triangle, e = \/2/2.

&

Figure 19: Az = Ay, isoceles triangle, e = 21/5/5.

i

Figure 20: Az << Ay, e~ 1.
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Arbitrary mesh

For an arbitrary triangulation, it is impossible to know a priori the value of e.
In this case, and to avoid the computation of e, we give an estimation of its most
probable value. Thus an estimated value is fixed to be v/2/2 and corresponds
to the smallest currently met value in a triangulation.

Determination of the parameters

We shall describe here how to deduce the values of the different parameters o*
and aj from the 1-D analysis, when we set e = \/5/2

If o denotes the fixed given CFL number, the local CFL number (in the z
and y direction) takes its values a priori in [0, o]; but globally, the most current
values are taken in [eo, o].

Knowing this variation, it is sufficient to modify the step 3) in the previous
method for the criterion [Cq], by adding another more restrictive condition.

What we want now is that it exists one interval [y, &3] C [0, 0naz] such as

Vo (S [5’1,&2] y G,(O’) S €, (30)

with € < 5.1072 and &;, &2 as zeroes of G,(c).
If (30) is verified, it is sufficient to take as an optimal CFL number

ot = e_la'i’ i=1,2 ifo; < omaz,
"1 Omaz otherwise.

Among all the experimented values, the optimal RK4 coefficients oy used in 2-
D multigrid context respectively for the spatial approximations (D) and (D3)
(that respectively correspond to (P1) and (D3)) have the same values

a; =0.11, a3 =0.2766..., a3 =05, ag=1.
The curves of the function
Gr: o€ [0; o'ma:c] - G(U, Waal)a2)

are represented by the figures 21 and 22. They are the same except they have
different maximal values for the CFL.
For the spatial approximation (D7), we take

o!" =25}, since V26t >0k s
and if we choose the spatial approximation (D)

* . -~ -
0¥ =02, , since \/iaf>a,2nu, J=lor2.
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For (D1), we can see in the figures 23 to 25 the curves of the amplification
factor for varying frequencies 6 € [0, 7] for the different values a1, 63, ol *; for
(D3), the corresponding curves are shown in figures 26 to 28 for a2, 52, and
o = Omaz:

We have now to validate numerically the results obtained by the previous
analysis. As an application, we shall present some computations of the 2-D

solution of the Euler equations.

4 NUMERICAL RESULTS

To validate the previous study, two types of computations are done
o l-grid computations related to the 2-D criterion [Cq],

o multigrid computations related to the 2-D criterion [Csa).

1-grid computations

We make a comparison between a numerical test using the standard RK4
scheme, and one using the RK4 scheme optimized according to the criterion
[C1], for both spatial approximations (D7) and (Dg).

Numerical results related to (Dq)

For the approximation (D), we consider as a model problem an internal tran-
sonic flow in a channel with a 4.5% circular bump. The free stream Mach
number is 0.85. The mesh used for this computation is presented in Figure 29
and has 585 nodes and 1056 elements. For the standard RK4 scheme the CFL
number has the following value

o) =1.3926 ,

which corresponds to the maximal value allowed to preserve the linear stability.
The “optimal” RK4 scheme obtained by the 2-D criterion [Cq] is defined
by the following coefficients

oy =0.10, a3 = 0.26, a3 = 0.5, aq = 1.0, o, = 2.6756 ,

where cr},p, is the maximal value allowed to preserve the (linear) stability of the
full scheme.

The convergence histories are shown on Figure 30; where the normalized
residual (each residual being divided by its initial value) of the first component.
of the approximate solution W (i.e. p) is plotted versus the number of itera-
tions. Each iteration consists in four calculations of the numerical fluxes (RK4
residual).
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- Figure 30: Channel with a circular bump (585 nodes). 1-Grid Convergence
history. Mach=0.85, spatial approximation (Dq).
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The two average reductions of dp/dt per iteration denoted by a} (for the
standard RK4 scheme) and by al,, (for the optimized one) for 1000 iterations
are
al 0.9912,

3
! 0.9872 .

aopt

For first order accurate spatial approximations it is classical to consider that
the steady state is reached when the initial residual is divided by a factor of 103.
The two convergence histories show that we have a factor of 1.8 between the
standard RK4 convergence rate and the optimized one and this factor asymptot-
ically increases. Because the cost of one iteration is the same for both schemes,
we thus obtain a gain in efficiency of about 2. for the optimized RK4 scheme.

Numerical results related to (Dg)

For the second order accurate spatial approximation, we choose the classical
problem of an external subsonic flow about a NACAOQ012 airfoil, with a free
stream Mach number of 0.72 and 0. degree as an angle of attack. The employed
mesh has 442 nodes and 800 elements (see figure 31). For the standard RK4
scheme, we have the following maximal value of the CFL number

02 =1.3846 .

For the “optimal” RK4 scheme (2-D criterion [Cy]) the values of the differ-
ent parameters are '

@y = 0.12, a3 = 0.26, a3 = 0.5, ag = 1.0, o2, = 2.0763 ,

where 02, is the maximal value of the CFL number.

The convergence histories are shown in the figure 32. The two average
reduction factors a? and agp, respectively evaluated for 655 and 960 iterations
are

a? 0.9865 ,
H 0.9800 .

aopt

For second order accurate spatial approximations, it is usual to say the
steady state is reached when the initial residual is divided by a factor of 10¢.
Here the ratio of the convergence rates is only 1.4, but we can notice that it
becomes asymptotically greater than 1.5. We thus have a gain in efficiency of
about 1.5 for the optimized RK4 scheme.
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Figure 32: External flow around a NACA0012 (442 nodes). 1-Grid Convergence
histories. Mach=0.72, scheme (D3).
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Multigrid numerical results
Numerical results related to (Dy)

We present two 3-Grid numerical results. The test problem is the same as in
4 but the employed fine mesh is finer (it contains 2225 nodes, see figure 29 for
the three levels). ’

The solution method is the basic 3~Grid algorithm. The initial approximate
solution at time ¢ = 0 is the initial uniform flow given on the finest level (2225
nodes). The “final” steady state solution is the approximate converged solution
on the finest level.

We make a comparison between

¢ a numerical 3-Grid result using the following RK4 scheme

) = 0.11, Qg = 02766, Q3 = 0.5, a4 = 1.0 )
with o} ., =2.5105.

o and another one using the same RK4 coefficients « but with the following
value of the CFL number

o}, = 2.102807 .

’

The second scheme is the optimal RK4 scheme i.e. it results from the 2-D
multigrid criterion [Cop].

The two convergence histories are given in the figure 33. The pseudo-
unsteady phase of the search is quite perturbed for the first scheme. We can
notice that there is a kind of plateau just under the limit 10~2: the algorithm
does not converge. This can be explained by the use of a too large CFL number
that causes non linear instabilities even if linear stability criterion is respected,
and/or by the absence of sufficiently dissipative properties at the maximal value
of the CFL.

For the second scheme the asymptotic slope is quickly attained and is smoothet.
The average reduction factor of the residual a,p; related to the second com-
putation has a value of about 0.9747 for 541 cycles.

Numerical results related to (D)

The test problem is the same as in 4, but with a free stream Mach number
of 0.85 (transonic flow) and an angle of attack of 1.0 degree. The finest level
triangulation contains 1684 nodes and is shown on Figure 31.

We make a comparison between
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Figure 33: Channel with a circular bump (2225 nodes). 3-Grid Convergence
histories. Mach=0.85, scheme (Dy).



40

¢ a 3-Grid numerical result (basic multigrid algorithm) using the following
optimized RK4 scheme (i.e. resulting from the criterion [Cq])

with o2, = 1.9185 .

{ a; =011, a3 = 0.2766..., az =05, ag =1.0,
op

The value of the CFL number ¢2,, is the maximal value allowed to preserve
the stability of the full scheme, but in this case it also has good dissipative
properties.

¢ a 1-Grid numerical result on the finest grid using the optimal RK4 scheme
i.e. that satisfies the criterion [C1] whose coefficients are

a) =0.12, a2 =0.26, a3 =0.5, a4 =1.0,
with o2, =2.0763 .
We give in Figure 34, the two corresponding convergence histories. The two
average reduction factors asg and a;¢ evaluated respectively for 507 3-Grid
cycles and 1000 1-Grid iterations are

aszg = 09730,
a ¢ = 0.9902.

3—Grid cycle cost

Let Ci be the cost of one numerical flux on the grid G, &k = 1,2, 3, the index
3 corresponding to the index of the finest grid.

We can assume that Cry) ~ 4 C, because the ratio between the number of
nodes of two successive grids (fine—coarse) is about 4. Denote by Czg the cost
of one 3-Grid cycle, then we have

Cic = 4C3+C3+3C2+Cy+3Cy

= (64 3;):6.203. 31)

1
Factors of 3 (and not 4) appear in front of C; and Cjy; this is because, in
the first step of the RK4 method, the current level RK4 residual is reduced to a
simple transfer of the previous finer level source term (see [11], chapter 1) in the
implementation of the algorithm; hence the current level numerical flux need
not be evaluated in this first step. However, if this assumption is not made,

Csc 4C3+C3+C2+4C+ Co+ C1 +4C
6 5 p
Ca(5+z +E)2‘6.803 . (32)

]
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iterations, n.
250 500 750

log10 & residn (tho) 112

A

a; =011, a;=02766, a3=05, ay4=10, agp, = 1.9185

max

----- a1 =012, a;=026, az=05, as=1.0, o2, =2.0763

Figure 34: NACA0012 airfoil (1684 nodes). 1-Grid and 3-Grid Convergence
histories. Mach=0.85, angle of attack = 1.0 deg., scheme (D5).
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Since one 1-Grid iteration on G3 is about 4 C3, we can deduce that one 3-Grid
cycle is about 1.55 (if evaluated by (31)), or 1.7 (if evaluated by (32)), times
1-Grid iterations on Gs.

As the ratio of the convergence rates (evaluated when the initial residual
is divided by a factor of 10%) is about 4.5, we can conclude that the 3-Grid
algorithm is 2.5 times more efficient than the 1-Grid algorithm on grid G3.

CONCLUSION

We have presented asimple method to optimize a 4 steps Runge-Kutta schemic
combined to first or second order accurate upwind spatial approximations of the
2-D Euler equations. This optimization is carried with particular attention to
situations where unstructured finite element discretizations are employed in the
multigrid context.

First the optimization is done on a 1-D classical linear model problem. The
optimized RK4 scheme is deduced from selecting the different parameters (the
RK4 coefficients and the Courant number), according to some appropriate cri-
teria. These criteria are different for the 1-Grid and multigrid strategy.

In the 1-Grid context, the criterion is essentially based on the largest stabil-
ity domain we can obtain; we indeed want to use large time steps i.e. we want
to have a large convergence rate.

In the multigrid context, we have to consider another criterion based on
the dissipative (smoothing) properties that the basic solver scheme should have.
More precisely, we have to determine the different coefficients so as to damp
the highest frequency components of the error. We recall that the damping of
low frequency components is realized by the transfer of the discrete problem to
a coarser grid. The present approach is simplified because the optimization is
only done for the highest frequency @ = 7 and not for all the frequencies lying
in [7/2, 7]; however, a more complete analysis is presented in appendix where
we check a posteriori the validity of the present simplified analysis.

In a “second round”, we try to extend the previous ideas to the 2-D un-
structured finite element discretizations context. This is done according to geo-
metrical criteria, in which the principles developed in the previous 1-D analysis
are slightly modified.

‘The numerical results presented here and in {11, 12] allow us to assert that
the present theoretical study permits to choose an efficient multigrid algorithm.

5 APPENDIX

We add a numerical result as a justification a posteriori of the validation of the
previous study results. :
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As a more complete (and classical) approach, we optimize now the coeffi-
cients ay, az et o as a solution of the following Min—Max problem (straightfor-
ward 2-D extension)

min max |G(eo,04,02, 01,02
a,,a,}eo]u,u (01.92)6P| ( y U1, V2, 01, )l )
o

where P = P; U P, U P is the set of all high frequencies, with

Po= {010);050,<7, Z<t<n),
P = {(01,02);-725501_<_7r,05025g},
Poo= {@0); S<0<T, Z<h<n),
Py = {(01,92);03015%,05023%},

P, corresponds to the set of the low frequencies.

Solving this problem is to optimize the maximal value of the amplification
factor only for the high frequencies. We thus optimize the RK4 “smoother”.

Moreover, the value of the Courant number o has to verify the stability
condition

max G(0,01,0,,a1,a9)| < 1.
(01,85)€PUP, | ( y V1,02, ), 2)’ =

A software researching the optima, and based on the discretized problem, allows
us to determine the following values concerning the spatial approximation (D2)

a; =0.1198, a2 =0.2728, a3=05 a4=10, o=0905, (33)

that can be distinguished from those previously found by the more reduced
allowable time step since

a1 =011, a;=02766, az=05, oag=10, o=19185. (34)

The test problem is the one described in § 4.1 for the spatial scheme (Do),
when using the 3-Grid algorithm. The fine grid we use contains 1684 nodes (cf.
figure 31).

The convergence histories are given in the figure 35. For a tolerance fixed
to 10~ (the initial residual is divided by four decades), we thus obtain a gain
in efficiency and in convergence rate of about 2 (1.875), this gain becomes more
than 2 (2.102) for a tolerance of 10™°. Because both RK4 coefficients (except
the time step) are quite the same, we can notice that the size of the allowable
time step is very important and has to be taken into account so as to get an
efficient multigrid method in the hyperbolic context.
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iterations, n.
250 500 750

tog10 |l eesidu (rho) 1.2

a; =011, ap =0.2766, az3=05, a4=10, o0=109185
==~ a1 =0.1198, a3=0.2728, a3=05, ay=1.0, o=0.905

Figure 35: NACAO0012 airfoil (1684 nodes). 3-Grid Convergence histories. Mach
= 0.72, scheme (D5).

Although the scheme defined by (33) has best smoothing properties (for the
damping of high frequencies, see figure 36 for (33), figure 28 for (34)), the too
small value taken by o make the multigrid convergence rate decrease. That can
appear as a contradiction according to the classical multigrid theory for elliptic
problems upon the smoother; but we are concerned with hyperbolic problems
and thus we have to account for the convection phenomena (wave propagation)
that cannot be under estimated.
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