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Algebraic generating functions for
two-dimensional random walks

G. FAYOLLE!, R. IASNOGORODSKI?, V.A. MALYSHEV?®

Abstract

In this paper, we caracterize the solutions of specific bi-variate func- -
tional equations. The unknown functions represent the steady state

distribution of specific two-dimensional random walks on Z%. Inside

the quarter plane, the jumps have amplitude one, but are arbitrary

on the axes. The main result is a necessary and sufficient condition

for the solutions to be algebraic, when the “group” of the random

walk-(associated to an algebraic curve Q(z, y) = 0 having genus one)

is finite. The method is based on Hilbert’s factorization theorems,

together with a uniformisation by means of elliptic functions.
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Fonctions génératrices algébriques pour
des marches aléatoires & deux dimensions

GuY FAYOLLE!, ROUDOLF IASNOGORODSKI?, VADIM MALYSHEV®

Résumé

Dans cet article on caractérise les solutions de certaines équations
fonctionnelles & deux variables. Les fonctions inconnues représentent
la distribution invariante de certaines marches aléatoires Z2. A l'intérieur
du quart de plan, les sauts sont d’amplitude 1 mais ils sont arbitraires
sur les axes. Le résultat principal de ’étude est 1’énoncé d’une condi-
tion nécessaire et suffisante pour que les solutions soient algébriques,
quand le “groupe” de la marche aléatoire (qui est associé & une courbe
algébrique Q(z,y) = 0 de genre un) est fini. La méthode est basée sur
les théorémes de factorisation de Hilbert, ainsi que sur une uniformi-
sation au moyen de fonctions elliptiques.
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1 Introduction

We consider the problem of explicitly calculating the generating functions of
the stationary probabilities for random walks (r.w) in Z2. This problem has
at least 20 years history. In a series of papers Malyshev [1,2] suggested some
methods and ideas : projection of the functional equation onto some conve-
nient algebraic curve, double Galois group and uniformisation, fundamental
theorem about meromorphic continuation.

By a general approach, consisting in a reduction to Riemann-Hilbert bound-
ary value problems on curves in the complex plane, Fayolle and Iasnogorodski
[3] derived exact integral representations for some cases. Flatto [4], applying
the method of uniformization, obtained an example of algebraic solution.
Here we give necessary and sufficient conditions for rationality and algebraic-
ity of generating functions when the group of the random walk (see below) is
finite the latter case is sufficiently large and includes most known queueing
theory examples. But in fact the methods are wider and we obtain exact
solutions also for non algebraic functions.

First, we recall main facts in sections 2 and 4. Section 3 is devoted to the
conditions for the group of the random walk to be finite. In sections 5,6 we
give necessary and sufficient conditions for rationality. In section 7 we solve
similar question for algebraicity.

The exact sense of our result is the following : we obtain all solutions (alge-
braic or not) for functional equations on the universal covering, in the class
of functions which are meromorphic in the unit circle. We do not specify
those of them which have no poles in the unit circles ; with respect to the
variables z and y. This is a separate problem which is mainly computational
(or even numerical) in a sense which we do not study here.

Our results can be easily applied to abstract Riemann-Hilbert problems for
two complex variables (see the formulation of it and some necessary infor-
mation in [2]), transient behaviour of random walks and some others. In a
later paper we shall consider the links between generalized Bessel functions
[5] and our methods.



2 Preliminaries

The Random walk

We consider discrete time homogeneous Markov chain X = {X,,n > 0},
with state space Z2 = {(¢,7) : 1,5 > 0 integers}, satisfying the recursive
equation '

Xn+1 = [Xn + Y;1.+1]+ ’

where the distribution of Y;;; depends only on the position of X, in the
following way :

Dij if k21,
i k=011,
p?j k=1=0.

P{Yn+1 = (Z,])/Xn = (ka l)} =

Assumption

e p;; = 0 if either || > 1 or [5| > 1,

and p};, pi;, p¥; are zero, if |2| > d, or |j| > d, for some given d < co.

o The Markov chain X is irreducible, aperiodic and ergodic [2]. Let
T, = T denote its stationary probabilities.

We introduce the following generating functions

o0

— {
#y) = 7oy’
=1

The series are absolutely convergent for |z], |y| < 1.
They satisfy the following fundamental equation
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Q(z,y) 7z, y) = q(z,y) () + §(z,y) #(y) + go(z,y) oo, (2.1)

where Q, q, §, go are the polynomials

Q(z,y) =zy(1-Epjz' ¥') ,
gz, y) =z(Tp; ey’ — 1),
qlz,y) =y(Spj 'y’ )
@z, y)=3% p?j T yj -1.

We only need elementary facts from Riemann surfaces, algebraic exten-
sions and uniformization (see [9,10]). More precisely, it is known that the
equation Q(z,y) = 0 defines an algebraic curve of genus 0 or 1, since the
degree of () with respect to each variable z and y is at most 2. We shall
make the following.

Assumption Q(z,y) = 0 defines an algebraic curve of genus 1. A necessary
and sufficient condition for this to be the case was proved in [7]. Basi-
cally, they hold for non degenerate random walks, i.e. given any two points
(k, 1), (K',1I), k,I, K¥',I' > 1, one can reach (k',1') starting from (k,[) with
a positive probability, without visiting the boundary {(¢,5) :¢.j = 0}. We
give thereafter these conditions.

Lemma 2.1 For a non degenerate r.w., the genus is 1,
iff My or M, is not 0, where

M, = Z ipij, My = Z ipij -
1,7 (¥

In this case, the algebraic curve is non singular and we can identify it
with a Riemann surface S for algebraic functions y(z) and z(y). Let s be a
point of §. Consider the following covering mappings



)

Figure 1

where C, is the complex x-plane, C, is the complex y-plane, z(s) and y(s)
are meromorphic functions on § satisfying

Q(z(s), y(s)) =0,

and Q is a universal covering for S. In the present situation {2 is isomorphic
to the complex plane C,, with generic point w, since the genus of the curve
is one. Moreover, z(w) and y(w) [with the obvious notation introduced in
section 4] are elliptic functions.

Let Cg (z,y) = C(S) be the field of meromorphic functions on S. It is the
algebraic extension of the field C(z) of rational functions of z and also of
course of C(y). Thus both C(z) and C(y) C Cq(z,y).

The Galois group of Cg(z,y) over C(z) is Z/2 and its generic element ¢ is
given by

_ P11 z? 4+ po-1 T+ p-1,-1
y(p11 ¥+ por ¢ + p-11)

£(y) €(z)==z

Analogously the nontrivial element 7 of the Galois group of Cq(z,y) over
C(y) is defined by

_ P11 Y2+ p-10y +p-1,1
z(pi1 Y2+ pro ¥y + pr1,-1)

Definition 1 : The group of the random walk is the group of automor-
phismes of Cg(z,y) generated by £ and 7.

n(z) n(y) =y
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3 Explicit conditions, when the group of the
random walk is of order 4 or 6

Lemma 3.1 Let us define 6 = nf .

Then H has a normal subgroup Ho = {6™}, which is a cyclic group (finite or
infinite) and moreover H/Ho is a cyclic group of order 2.

Thus order of H is thus even (4,6,8,... or o).

Now, we shall get simple conditions when the order of the group H is 4 and
6.

Lemma 3.2 The order of H is 4 iff
Pu1 Do P1,-1

Po1 Poo—1 po—
P-11 P-1p0 P-1,-1

=0 (3.1)

Proof :

6% = I is equivalent to {n = n¢ and also entails that

nz € C(z), &y € C(y). This means that the automorphisms £ and 7 are
fractional linear transforms having the form (since £2 = 5% = 1),

rz+ s rr+ 3§

n(e) = P(z)

= SW=Ry)=——"".

Then, we have the following chain of equivalences.
n(z) = P(z) <= tan(z) =r(z +n(z)) + s

<=1, z+n(z), zn(z) arelinearly dependent

1, _Q(_yl, <(y) are linearly dependent
a(y)’ a(y)

<> a(y), b(.y), c(y) are also linearly dependent,



where we have put

Q(z,y) = a(y)e® + b(y)z + c(y)

The proof of lemma (3.2) is concluded. W
Lemma 3.3 H has order 6 iff

Az ADsz Ay App

Az =D D1z —Da

Z322 A32 A?l A31
Az ~Dn Bu —An

il
o

(3.2)

where A;; denotes the determinant obtained from (8.1) by suppressing the
i-th line and the j-th column.

Proof :
In this case (£7)® = I (identity) which yields

nén = &né (3.3)
Applying (3.3) to z, we get

En(z) = nén(z) ,

which shows that én(z) is invariant with respect to 7 and is thus a rational
function of y [since we are working on the algebraic extension of rational
fractions]. Similarly, né(y) is invariant w1th respect to ¢ and is thus a rational
function of z. We have

which yields



where R, P is the composition of R and P.

Thus R,P = I, where it follows easily that P and R are indeed linear partial
fractions.
From (3.4), we have obtained

_pnlz) +gq
£(y) = @) Ts (3.5)

which shows that the four elements 1,£(y), n(z),£(y)n(z) have to be linearly
dependent.

Moreover, a simple but tedious computation leads, on the algebraic curve
Q(z,y) = 0, to the general relationship :

_ cu(y) +v(y)

1) = e ul)
(3.6)
__yi(z) +9(y)
(W) = yw(z) + a(z)

with

U(y) = A22 + yAzs, 11(:1:) = Agg + $A32 s
v(y) = A2 + yAia, () = Aot + A3
'U)(y) = A32 + yA33, 'J)(-'l') = A23 + $A33 .

Combining (3.5) and (3.6) leads to the condition (3.2) (the details of the
calculus are omitted). The proof of lemma (3.2) is terminated. ||
Examples where H is of order 4 :

1. Product of 2 independent r.w.. inside the quarter plane. Then

> izt y’ = p(z) Bly) -

2. The simple r.w., where p(z) and p(y) are second degree polynomials.
Inside the quarter plane,



pi; # 0iff 1 or j is zero.
In order words, this would represent independent r.w. in continuous time.

Examples where H is of order 6
(see fig.2, where only jumps inside the quarter plane have been drawn).

4 A A
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Figure 2

Among these are Flatto’s case [4] and Baccelli-Massey’s case [5].
The problem of finding the conditions for H to be finite has many links with
some classical problems at algebraic geometry, for instance

1. the problem of abelian integrals of third kind (see [7});

2. Poncelet’s problem [6], pointed out in private discussions by L. Flatto.

4 Solutions of the fundamental equation

Let D and I be the unit disk |z| < 1 and its boundary |z| = 1, in the complex
plane C. Let D,,T; be the inverse images of D,I" on S under the mapping
z(s): S — C,. '

Similarly D,, T, are the inverse images under the mapping

y(s): 5 = Cy

Lemma 4.1 D;,D,, D, U D, are connected domains on S. T'. consists of
two (closed) curves To and T'1,To N [ = ¢. Ty and 'y belong to the same
homology class which is one of the generic elements of the torus. Similarly the
two components Iy and T et [, have the same homology class as Ty andT';.



The inverse image A~!(D; U D,) consists of a countable number of connected
components. We select one of them and shall denote it by IIo, with the
property that 0 € IIo. Under the mapping A~! the functions z(s) and y(s)
become elliptic functions z(w),y(w) with periods w;,w;. We choose the no-
tation so that I, be invariant w.r.t. w;. In fact w, is real and w; is pure
imaginary but, we do not need this in the sequel of this study.

For the sake of brevity, we shall write

g(w) = q(z(w),y(w)) ,
T(w) = 7(2(w)), 7(w)=7w(y(w)) .

From the fundamental equation, we get an equation on Ilo.
g(w)m(w) + §(w)7(w) + go(w) =0 . (4.1)

(we include 7o into go)

In fact, equation (4.1) is written first on the domain which is the intersection
of the inverse images of D, and D,, but it is clear that it has a meromorphic
continuation to Ilg, since ¢,§ and ¢o are meromorphic functions.

Theorem 4.2 7(w) and 7#(w) have a meromorphic continuation to the whole
C., where they satisfy (4.1).

Proof See [7,3]
We introduce the following transformations of C, into C,, for w € C,, .

€W = w-w,
(W) = ~w, (4.2)
B(w) = nEW)=wtws

where w3 exists and belongs to Il,,

(€Nw) = flEWw))

(nf)(w)

il
~n
~~
=
~~

£
=



for any elliptic function f with periods w;,ws. It is natural to define the
automorphisms ¢ and 1 on the field of meromorphic functions on C,, by the
same formula (4.3). To prove the theorem, one uses the above translation
operators and the property that the interior of the domain 61l N I is non
empty.

Using equation (4.1), we have the following conditions :

m(w) ={r(w) =7(-w) ,

fw) = (w) = Fws —w) , (4.4)
Tw+tw)=7rlw) ,

flw+w) =T(w) .

Remark : In the next two sections 5 and 6, the fundamental equation is
considered on Cgq(z,y).

5 Rational solutions in the case of finite group
and ffs...fsn-1 # 1

Let the group H of the equation be finite. Then we shall get by strictly
algebraic manipulations, rational solutions of the fundamental equation (in
the nonhomogeneous case, i.e. when ¢o(z,y) = 0). These solutions have no
(in general) probabilistic meaning, but allow to reduce the problem to the
solution of an homogeneous equation.

If we are interested in finding rational solutions we can just consider the main
equation

Q(z,y) 7(z,q) = m(z)q(z, q) + 7(y)§(=,y) + 700 o(,¥) ,

in Cg(z,y), i.e. all calculations are made mod Q. Then, we get immediately

T+ §F+q =0, (5.1)
T =T (5.2)
F =y (5.3)



1

after having defined, fi = hf, for any automorphism h.
Applying 7 to (5.1), we get

LIPS A (5.4)
In qn '

Eliminating # from (5.1) and (5.4) yields

_?_"Wn_gﬂ_l_g?ﬂ_gg:o
qn q qn q

or, since T, = e = 75 (8§ = n¢ was defined in lemma 3.1),

s — fr = ¢ , (5.5)

where
f=t =1, (5.5)bis
Pn q
b= —(F-F,)
®n "
F= q—i)ﬂ'oo .
q

Upon applying § respeatedly in (5.5), we obtain the system of equations :

7['5—f7r='¢) )
75 — f5 s ={/)5 , (5.6)

..........

Ten — fé‘n—l 7r6.n—l = 'lpsu—l

If H is of order n, then this system is closed and msn = 7 (as 6" =id). It
is possible to find an explicit expression for 7. To this end, let us multiply
each equation, starting from the (n — 1) — th on, by

fgn-—l, fgn—l f5n—2’..., §n—1 f&n-—?...fé‘ 1y

12



respectively.

Then, summing up all these equations under the assumption

ffs fsaofonr # 1, (5.7)

we get

.= Pgn-1 + Pgn-2 fsn-1 + ... + P fon-1 fon—2...fs (5 8)
1— ffsfsa...fsn— )

Similarly, if we put

§t=8=¢n,
= g, (qo)e 1
%% _ Wy~ (p_F,
41£(q 95) £( f)
f=2Z,
Pe

then, under the condition,

flofona #£1, : (5.9)

we get

i/~)5n-: + 1/;511—2]?5"-1:}: :l— 1va5,,_1 f,gn—z...fg
1~ ffsefns

Let us prove that conditions (5.7) and (5.9) are in fact equivalent. Some
definitions from algebra are now necessary.

Let us denote by Cs(z,y) the subfield of Cg(z,y), of all elements which are
invariant w.r.t. §. For f € Cg(z,y) we can define the trace and the norm :

T =

(5.10)

Tred(f) = X hf = f+fs+ oot fommr

h€Ho

13



N(f) =NG(f) = ] hf = ffoufon

heHo
where n is the order of the cyclic group Ho = {6%, k > 0}. We have
-1 Ne F -1
N(f) = N(e)N(p5") = 573 N(f) = N(e™)N(we) -
N(fs)

Moreover it is easy to check that N(p¢) = N(ps). Thus

N(p) _ Nlp) _ 1
N(AH = = = — 5.11
)= Nen) ~ Nigd ~ M@ (41
Theorem 5.1 Let the order of H be 2n and condition (5.7) holds. Then

there is a rational solution of (5.1), (5.2), (5.3). Moreover, © and % are
given by (5.8) and (5.10) respectively.

Proof. We have just proved uniqueness.

To prove existence, one must only prove that # = 7. For this we use

’(/) n—t i
ffh=1 o= —f, &M =Ty (5.12)
n
So we get
Vs
WPegnmi = Pgiain = — fj.-: (5.13)
1
fggn—k+1 = };‘:
and
: n st yi 1
re = (Zasn-illip fon—rsr)e X a2 70
n—-1_1_ - n—-1 _1 -
1 T =0 féi 1 - =0 f‘gi

14



The proof of theorem (5.1) is concluded. W

As already mentioned earlier, such rational solutions night have no prob-
abilistic significance, due to the possible existence of poles in the unit disk.
Therefore, we must search for all the solutions.

A constructive algorithm to compute 7 and 7 ,
From (5.8) and (5.10), we can get particular solutions 7 and # as rational
functions of z and y

- Po(a:,y) Qo(xay)
Py(z,y) Qi(z,y) ’
where P;(z,y), Q:(z,y) are polynomials of y with coefficients in C(z), i.e. in
the field of rational functions of z. One can divide both the numerator and
the denominator of (5.14) by the polynomial of y

Q(z,y) = a(z)y® + b(z)y + c(z)
and get, modulo @,

(5.14)

’7r=

Ayt Adla)

Bi(z)y + Bo(z)
But, we have proved that = is invariant w.r.t. £. Then, from the main
theorem of Galois theory, it follows that

Ay(z)y + Ao(z)
By(z)y + Bo(z)
where ¢(z) € C(z).

Equation (5.15) can be rewritten as

= ¢(z) mod Q(z,y) , (5.15)

[A1(z) — Bi(z)¢(2)]y + Ao(z) — Bo(z)d(z) = 0 mod Q(z,y) .  (5.16)
But (5.16) is possible only if
Ao(z) = Bo(2)8(z) and Ay(z) = By(2)9(2) |
whence

T =é(z) .

15



6 Rational solutions in the case of finite group
and ffs...fsn-1 =1

In section 5, it was shown that, whenever condition (5.7) takes place,

r=w+R, (6.1)

where R € C(z) is rational [given by Theorem 5.1} and w satisfies the ho-
mogeneous equation

ws — fw=0.

—~
o
o

e

When -
flsofsnr =1,
we shall now prove that
T=aw ,
where a € C(z) is rational and w satisfies the equation
ws — w = agy .
“En passant”, we shall also find the possible rational solutions.

Lemma 6.1 Let Fy, F be two fields such that

i) F is a finite algebraic extension of Fy.

it) The Galois group of automorphisms H defined on F is cyclic and generated
by some element h.

H={h*} .
Then, for ¢, € F such that
Ni(¢)=1,

16



Tr;h(t,b) =0,

(the norm and the trace have been defined in section 5) there exist a,b,€ F
satisfying respectively

6= = (6.3)
= b—b, (6.4)

Proof :

The result follows directly from the additive (resp. multiplicative) form of
Hilbert’s theorem 90 [see 9, p.213], which ensures moreover that there exists
§ € F, such that

a=0+¢0 + ¢dn 012 + ... + Gdn...0pn—2 Opn—1

where the right member is not identically zero.
Similarly, for any 4 € F such that

TT,Eh (v) # 0, (for example v € F} — {0}),

1
CTrE(v)

[y 4+ (¥ + ) hee + (P + o Ppn—2)ynn-2]

[This assertions can be checked by simple computations| Hl

Lemma 6.2 Let us take h = 6 = né(n* = £ = I) and f € F in the preceding
lemma, such that

{ NE () =1
NII;‘,, (f)=.ffn =1.
Then there exists ¢ € Fy, satisfying
c

Cg.

17



Proof :
From Lemma 6.1, we know that there exits a € F, with

a
f==
as
Hence
gl
n - a{ - f - a )
which yields in turn
an Q¢ =
—= . 6.5
pylaios (6.5)
But a a
Gn _ (2
py (ae)n
Thus (6.5) can be rewritten as
a a
(;g)e = (;&)n ;
which is equivalent to
a a
(a—€)5 =%

Let us introduce the sub-field
FE.T) = F5 ﬂ F,, .

Fs is an algebraic extension of degree 2 of Fy,, generated by ¢ (or ) with a
group of automorphisms (1,¢). :
We again apply lemma (4.1) to the function

% - Fy (9¢
—, since NF:."(;)zl .

Hence, there exists b € Fj such that
b _ ag
be B a

k]

18



which entails that ab € Fy .
Putting ¢ = ab, we have,

The proof of lemma 6.2 is terminated. W

Lemma 6.3 The notation is the same as in lemmas 6.1 and 6.2.
Let us take u € F such that

{ Trf:‘h (u) =0,
Trfn (v) =0 .
Then, there exists v € Fe, satisfying u = v — 7s.

Proof :
The arguments rely on the additive Hilbert’s theorem 90. From the assump-
tion, there exists [ € F',such that | -l =u .
Since (Is = ), + (Is — 1) =0,
we have

le—1l,+1;—-1=0,
or

l—le=ls—1,=(~=1l)s

But .

TrF:lﬂ(l —lg)=0.

Thus, there exists v € Fs such that
v—ve=1—1I¢

Choosing . i
YT=v- l ’

concludes the proof of the lemma. W

In the applications of lemmas 6.1, 6.2, 6.3 in this section, we choose I = Cg ;
then F; = C(z), F, = C(y). We are now in a position to formulate the final
result of this section.

19



Theorem 6.4 Let N(f) =1.
Then the equation (5.5) has a rational solution iff
Tr(csy) =0 , (6.6)

where ¢ € C(z) will be defined below. Moreover under this condition this
solution is unique up to solutions of the equations

7!'5 = ’R',, =T
Proof :

Coming back to the basic equation (5.5), we get, from lemma 6.2,

(em)s —em =csp (6.7)

where ¢ € C(z).
Thus (5.5) has been reduced to the following equation

ws —w = csYP (6.8)

where cs¢ € Co(z,y).
A straightforward computation yields

s =g,-9 ,

where

Thus, (6.7) can be rewritten as

Ws—W=Wy —W=gp—g , (6.9)

where we have used the relationship we = w.

20



The function cs1) = g, — g satisfies the second condition of lemma 6.3. If it
also satisfies the condition

Tr(csy) =0 .

Hence, lemma 6.3 ensures the existence of ¥ € C(z), such that

P =7—" ,

and equation (6.8) becomes

ws—w=7-7

or

(wH+7)s=w+7 .
Thus :
w= -7 +u ’
where u satisfies us = u.
Thus rational solutions of (6.7) are given by

T = )
C

where u is a rational solution of the system of equations
U= U = Uy -
On the other hand, if (6.7) has a rational solution, then equation (6.8) also

has a rational solution w and, since T'r(w — ws) = 0, Tr(Csyp) = 0.
The proof of theorem 6.1 is terminated. M

7 Algebraic solutions in the case of finite
group

Let H be of order n < oco. Consider, on the universal covering, the equation

ms—fr=19, (7.1)
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where we mainly use theorem 4.2, and the relations [see (5.5)bis]

P 1
f=— 9v= —(F-F,).
¥ ‘Pn( ")

Thus, we are looking for solutions of (7.1) in the class of functions

T(w) = 7(~w) . (7.2)

We must consider separately the cases

N(f)=1 and N(f) # 1.

Case I N(f) =1.
By Lemma 6.2, there exists ¢ € C(z) such that

Cs

Theorem 7.1 Equations (7.1) and (7.2) have a non zero algebraic
solution iff

TT(Cg’lﬁ) =0
or, equivalently,
n-1 n-1
Z ¢5k+1 H f5i =0. (73)
k=0 i=k

Any such solution is of the form

=+ % , (7.4)

where mq is some fized solution and w is an algebraic solution of the equations

Wy =W =w . (

:‘\]
Ut
N
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According to custom, by “algebraic” we mean that w is moromorphic on C,
and there exists some polynomial P satisfying

P(w(w), z(w)) =0. (7.6)

Proof : Substituting f = <= in (7.1), we get

(em)s —cem =cstp .

If Tr(csyp) =0, then

06"/):7—75, ')'EC(IE) ’

by lemma 6.3. EThus
(er+y)s=cr+7v .

Denoting
w=cr+v ,
we obtain
v ow
T=——+—
c ¢
and

Wws =w=we .

This means that w is meromorphic in C,, and is an elliptic function with
periods wy,ws. But the group H is finite, whence

ky k;

w3 = —w; + —ws ,
n n

for some integers k;, ko,n. It follows, see [11], that (7.6) holds for some
polynomial P. .
Let now Tr(cszp) # 0. We shall prove that (7.1), (7.2) have no algebraic

solutions. In this case,

csp =1+ s, (7.7)

where

Tr() =0, (¥2)s =2

23



Indeed (7.7) is easily derived by putting
| bo= & Tr(esw) |
1= cs —  Tr(csw) -
In this case all solutions of (7.1), (7.2) have the form
w=w+w+U ,
where w; is rational and given by Hilbert’s decomposition
Y1 =w; — (‘w‘;)o‘ )
w, is a particular solution of
(wz)s —w =1
and U is an algebraic function with the properties
Us=U=U .

All wy, wq,U are invariant w.r.t. £.
To find ws, let us consider the equation

ws — w = Py
on the universal covering. We shall show that wy(w) = ¥2(w)®(w), where

W w W
O(w) = 57% ((w;wr,ws) — ;C(é;wl,wg) .

where ((w) is the classical “zeta function”.
Lemma 7.2 1 is odd, i.e. Po(w) = —po(—w) .

Proof : Since
1
Py = - Tr(csyp)
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and (see preceding paragraph) there exists g such that

csP=gn—9 ,
we have ) 1
Y2 =~ Tr(gq) -~ Tr(g) .
But 8 = n(§7!)* = 76", which yields
Tr (9q) = (Tr(g))n -

It follows that {
Y2 =~ [Tr(gq) = Tr(g)]

and
Py + (P2)n =0 .
As 1), is invariant w.r.t. 6, we also have

Yo+ (P2)e =0 .

Lemma 7.2 is proved. W

Lemma 7.3 The function ®(w) introduced in the proof of theorem 7.1 is
meromorphic in C,,, odd and periodic with period wy and satisfies

O(w+w;s)=0(w)+1.

Proof : ® is meromorphic and odd since { has both these properties. To
prove the second assertion we use

Wi

((w+w) = C(w) +2(5

), 1=1,3
and Legendre’s identity [ ]
w w :
() —ws((5) =i
Lemma, 7.3 is proved. W

From these two lemmas, it follows that the product 12® is meromorphic,
periodic with period wy, even and
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(¥29)s(w) = [(¥2)s Ps](w) =
$2(w) (W + w3) = Po(w)®(w) + P2(w) .

Thus 1,® is a solution of the equation
w— ws = P .

As wy and U are algebraic, w is algebraic iff w; is algebraic. It remains to
show that ® is not algebraic. To that end, we use the fact that ® has a
linear growth in the ws-direction. Introducing, for all integers m (positive or
negative) and a fixed w,

wm = w + m(kyw + kws) = w + mnw; ,
we have
z=z(w) = z(wy) ,Ym € Z, .
Consequently,
®(wm) =@(w)+mn,Vm € Z, .

Thus @, for the same z, takes an infinite number of values and cannot be
algebraic in z.
The proof of theorem 7.1 is terminated. W

Case IT N(f) #1

Theorem 7.4 Equation (7.1), (7.2) have an algebraic nonrational solution
of
N(f)=-1

Proof : Since N(f) # 1, then (7.1), (7.2) have a rational solution. Hence,
we can consider only the homogeneous equation (7.1).
Let us suppose that the equations

Ty = f7ra
(7.8)

7!'5=7T,



where f satisfies
have an algebraic solution, i.e. P(x,z) = 0 for some polynomial P.

Notation : For any function g : t — g(t), we shall set g; = %%, the derivative
of g w.r.t. t.
By the theorem on implicit functions, we know that 7, is rational of = and

!
. T . [
z. Hence the ratio & is algebraic in z.

Moreover, since z(w) is an elliptic function of w, z;

! (w) is also elliptic with the
)

same periods. Thus z/, and T are algebraic of z, after using the elementary

equality

s gl

!
w

T

)

™

Define the following logarithmic derivatives

By using, (7.8), we get

Usg —U =7
ue+u=0 (7.9)
vy—v=0

Introduce, temporarily, the following automorphism ¢,7 (under the same
conditions as for £ and )

for any meromorphic function h on the universal covering.
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Rewriting (7.9) with the notation ¢,74 and remarking that § = n¢ = ¢,
yields

Us—U=79 ,
ué——u=0 ,
v,~,+v=0.

Now, we are in a position to apply the theorem 7.1, simply replacing in
its statement f by 1 and ¢ by v. Thus,

But

since

which in turn implies
dé*(w)
dw
Then Tr(v) = 0 implies N(f) = K.
We have the following chain of equalities

fhh=1= N(f).Nfs) =1= N(f)(N(fn=1=K*=1
= K =-1,since K#1.

=1.

So we proved the “if” assertion of the theorem.
Now, let us consider the homogeneous equation with N(f) = —1. We want

to prove that this equatlon has an algebraic solution. For this, let us note
that

T 5= fs)2= VP =1,

1=0 =0

as f € Co(z,y) and 6* = id .
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We would like to get a factorization of f (like Hilbert factorisation). For this,
let us define the field K of elliptic functions with periods 2nws,w;. |
Co(z,y) can be considered as a subfield of this field. If u € K, then ¢ is
defined, using 4.2, by

us(w) = u(w + ws) .

The cyclic group generated by é on K is finite of order 2n. It is clear that
f € K and ‘

Ng(H) =1,

where K5 is the subfield of elliptic functions with periods w; and w;.
By Lemma 6.2, there exists ¢ € K¢ (the subfield of elements of K, invariant
w.r.t. €), such that

f==,
Cs
sincg
Ng(f)=Fffa=1.
It follows

— first, that c is an even elliptic function with periods w; and
2nw3 = 2]0&)2 N

— secondly that z, which is an elliptic function with primitive periods
w; and ws, is related to ¢ by a polynomial relationship.
The proof of theorem 7.4 is concluded. |

29



[1]

[6]

(7]
(8]
[9]

(10]
11]

References

V.A. Malyshev, About a solution of discrete Wiener-Hopf equations in a
quarter-plane, Doklady Ac. Sci. USSR, 1969, 187, N.6.

V.A. Malyshev, Wiener-Hopf equations and their applications in probability
theory, Journal of Soviet Mathematics, 1977, 7, 2, 129-148.

G. Fayolle and R. Iasnogorodski. Two coupled processors : the reduction to
a Riemann Hilbert-Hilbert problem, Z. Wahrsch. verw. Gebiete, 1979, 47,
325-351.

L. Flatto and S. Hahn. Two parallel queues’ created by arrivals with two
demands, SIAM Appl. Math., 44, 5, 1984.

F. Baccelli and W. Massey. A transient analysis of the two node series
Jackson Network, INRIA Report N.852, June 1988.

Ph., Griffiths and J. Harris. On Cayley’s explicit solution to Poncelet’s
porism, Proceedings of the Colloquium on Topology and Algebra, April 1977,
Zurich.

V.A. Malyshev, Random walks, Wiener-Hopf equations in the quarter plane,
Galois automorphisms, Moscow University Editions, 1970 (in Russian).

V.A.Malyshev, Analytical method in two-dimensional random walks, Stberian
Math. Journal, 1972, 13, 6, 1314-1329.

S. Lang, Algebra, Addison-Wesley Pub, 1971, third edition.

G. Springer, Introduction to Riemann Surfaces, Addison Wesley, 1957.

A. Hurwitz and R. Courant, Funktionen theorie, Springer-Verlag, 4th edition
1964. - '

30

Imprimé en France
par
. I'Institut National de Recherche en Informatique et en Automatique,



&



