N

N

Order notions and atomic multicast in distributed
systems: a short survey
Michel Raynal

» To cite this version:

Michel Raynal. Order notions and atomic multicast in distributed systems: a short survey. [Research
Report] RR-1197, INRIA. 1990. inria-00075361

HAL Id: inria-00075361
https://inria.hal.science/inria-00075361
Submitted on 24 May 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00075361
https://hal.archives-ouvertes.fr

Kl'rf‘n’."i.il’!"af")}fh‘.'ry.’l"i't"/? L S DR IR N S N TR T

Rapports de Recherche

N Tt e N M N G G AN ST RO I 3o o e X

N° 1197

R LR e N T

13
NNES
5 1 % A%

2y

L
7

Programme 3
Réseaux et Systémes Répartis

R e Ry ey o T T A A P e e TV P e B v ey

ORDER NOTIONS AND ATOMIC |
MULTICAST IN DISTRIBUTED
SYSTEMS : A SHORT SURVEY

o

RIS

S Y R DA G AN T AR O T IS = L LS DA B R AR

Michel RAYNAL

o e TP T LB R A W T, N SR T S R R T

2 e, 2

w Mars 1990

.
RR.1187*- .

S
o A e W

1 2 < = ¢

| e p
A . , “ o . o o
L RO B : . AR I <]




IR 1S (g INSTITUT DERECHERCHE EN INFORMATIOUE
ET SYSTEMES ALEATOIRES

Campus Universitaire de Beaulieu
35042 -RENNES CEDEX
FRANCE

Téléphone: 99 36 20 00

Télex: UNIRISA 950 473 F
Télécopie: 99383832

Order Notions and Atomic Multicast in
distributed Systems :
A short survey

Michel RAYNAL
IRISA
Campus de Beaulieu
F-35042 Rennes Cédex

. 8 mars 1990 :
Publication Interne n° 524 - 18 Pages

Abstract

Understanding distributed systems requires a fine understanding
of order relations on the cvents their exccutions produce. The first
part presents two mechanisms that capture two kinds of relevant or-
ders (Lamport’s clocks and Fidge-Mattern’s clocks). The sccond part
shows how this kind of mechanisms can be used to implement differ-
ent multicasts in distributed system. this report is essentially a short
survey.

Un apergu des notions d’ordre et de diffusions dans les systemes
répartis

Résumé

La compréhension de Pordre sur les événements issus de I'exécution
d’un systeme réparti est un élément essenticl pour maitriser ces sytemes.
Aprés avoir rappelé les 2 types d'ordres (total et particl) qu’il est pos-
sible de capter lors d’unc exécution et montré des mécanismes qui en
rendent compte, on étudic leurs liaisons avec les protocoles de diffu-
sion. Cet article est essentiellement un survey.
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Abstract

Executions of distributed applications or distributed systems can be charac-
terized as sets of events structured by a partial order. In such a partial order,
events local to a site are totally ordered ; and for each message its sending
event precedes its receiving event. This order, put forward by Lamport in
1978 and called precedence order, is a fundamental notion to design or to an-
alyze many distributed control algorithms and consequently is a masterpiece
in the design of distributed systems architectures or of distributed kernels.

The first part of the paper examines in depth different logical clocks mech-
anisms allowing to capture this order in part or in whole. So if Lamport’s
logical clocks allow to build a total order consistent with this partial order
they cannot afford to decide if two events are logically independent. Such an
independence knowledge can be essential in order to realize some distributed
debugging or distributed observation. Clock vectors, proposed simultaneously
by Fidge and by Mattern in 1988, allow to characterize dependence and in-
dependence of events. A study of their properties come with the presentation
of these clock mechanisms. '

The second part of the paper gives a survey of some high level commu-
nication primitives based on this order (causal ordering, multicast ordering,
group ordering, etc). We show their usefulness in control algorithms and give
implementation details ; they rest on clock mechanisms (or variations) pre-
sented in the first part. These primitives can be classified into two categories :
first ones ask for one exchange phase only and others ones ask for at least
two exchange phases (these are some kind of 2PL protocols). Some of these
primitives have been proposed and realized in some systems (ISIS for exam-
ple); some have been defined and are being implemented. In some sense they
constitue a communication kernel for distributed systems, allowing to design
applications without taking into account irrelevant aspect not mastered by
low level communication primitives ; actually they hide some part of the
undesired non- determinism inherent within distributed systems.

The understanding of precedence relations between events and the defini-
tion of high level communication primitives are two main trumps to master
architecture as well as software engineering of distributed systems and dis-
tributed kernels. This paper is essentially a survey of these two points.
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1 Introduction

The design of distributed systems kernelsis of the highest importance in order
to master the architecture and the operation of these systems. Though proto-
types of distributed systems do exist a question has not been truly answered :
what is a kernel for a'distributed system and what are its primitives ?

Answering these questions requires firstly a better understanding of what
is the execution of distributed applications and secondly what are the com-
munication and synchronization tools they need.

This paper tries to give some elements to answer these questions ; it
constitutes a short survey of these two points. The first part (§2) studies
differents mechanisms allowing to timestamp events produced by distributed
executions ; their relative properties are analyzed in depth and some of their
possible uses are exhibited. The second part (§3) is interested in communica-
tion primitives which could be offered by a distributed kernel ; a list and an
assessment of such primitives are given. As one can sce this paper is essen-
tially a survey of timestamping mechanisms and of communication primitives
whose aim is to build an abstract distributed machine easier to use than the
underlying one. ‘ ‘

2 Get some order in a distributed system

2.1 Run and order

A distributed system is made of n sites Si,...,S, which communicate by
exchanging messages along channels. Without loss of generality we suppose
there is one and only one process per site, and we use the two terms equiv-
alently. We are interested here in asynchronous systems that is to say in
systems where sites run at their own speed, and where transfer delays of
messages are a priori not bounded. Any execution of an application on such
a system is characterized by 2 fundamental sequential constraints :

1) events occuring on some site are totally ordered. (An event is the sending of
a message, the reception of a message or an internal event not implying
a channel)



ii) if we consider some message m : the sending event precedes its receiving
event. Consequently all the events preceding the sending precede all
the ones following its reception.

These two constraints, put forward by Lamport [L78], structure the set of
events generated by some run in a partial order ”—” called causal precedence
order. Now we present two mechanisms which allow to take into account this
order in part or in whole, and consequently to exploit it to solve particular
distributed control problems.

2.2 Obtaining a total order

In a famous paper [L78] Lamport proposed a simple mechanism which asso-
ciates a timestamp to each event with the following property : the timestamps
are totally ordered and this total order is consistent with the partial order on
events. A logical clock h; initalized to 0, is associated to each site Si. Between
two events local to Sj, h; in incremented by 1. Every message m piggybacks
its logical sending time m, h. Upon receiving a message m, h the receiving
site executes the following updating protocol :

hi := maz(h;,h) + 1

and considers this new clock value as the message receiving time.

If we consider two events a and b, timestamped respectively k and k and
linked by one of the sequentiality constraints i) or ii) in the order ¢ — b
for example, then we have & < k. If we have no information concerning the
precedence order between the 2 events ¢ and b and il h < k we can conclude
cither a — b or @ and b are independents (one does not belong to the causes
of the other). In others words there is no means to conclude if these two
events are or not dependent. But it is very easy to build a total order =>
consistent with the partial order —. To this end each event a is timestamped
with a pair (h,%) where A is the logical clock value of the event and i is the
identity of the site where a occurred. All the sites have distinct and totally
ordered identities. So if @ and b are timestamped respectively (%,7) and (k, §)
the total order = is defined by :

(a:>b)<:,(/,,<kor(h=kandiaéj))
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Figure 1 : Lamport’s clocks

This timestamping technique and associated protocols are very useful as
soon as one is interested in a total order consistent with causality precedence.
This is the case, for example, when we want to give a meaning to the word
“fifo” in a distributed context [L77].

Remark
Successive clock values used by each site S; are monotonically increasing but
are not necessarily the sequence of all the successive integers : the updating
protocol associated to each message reception can create an increase of h;
greater than one. But the updating protocol ensures the following nice prop-
erty : if h is the clock value associated to an évent a, then exactly h events
causally precede the event « on the longest causal path ending at a ; in other
words thas is the minimum number of events that must occur before a in the
execution [F89b].(cf. figure 1). '

2.3 Get the partial order

Solutions to distributed problems need to know if two events are or not
causally related. As we have just seen, Lamport’s timestamping mechanism
is unable to detect causal independence. A mechanism allowing. to detect
causal dependence and causal independence has been proposed in 1988 (ten
- years after Lamport’s proposal) simultaneously by C.J. Fidge [F88, F89a] and
F. Mattern [M88]. This new mechanism has been extensively used by [CB89]
to define a concurrency measure dedicated to distributed computations run
on distributed systems.

Every site S; is endowed with a logical clock vector vh;[1...n], initialized
to 0. When a local event occurs (sending, receiving or internal) the site S;
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executes vh;[z] := vhi[i] + 1. Every message is timestamped with the clock
vector of its sender site, at sending time. Upon receiving a message (m,vk),
the receiving site S;, executes, with the incrementation of vh;[i], the following
clock vector updating :

Jj € L.n :vki[j] := max(vh[j], vk[5])

F. Mattern exhibited the noteworthy property of this timestamping mech-
anism in [M88] : it expresses exactly the partial order of the causal precedence
relationship.

Definition. vh and vk are two n dimension clock vectors.

vh <vk <= Vj:vhl[j] < vk[j]
vh 2 vk <<= Vj:ohlj] 2 vklj]
vh ||vk <= not (vh < vk) and not (vk < vh)

let a and b be two events timestamped respectively with the vectors vh
and vk ; we have :

a— b= vh<vk
a,b: independents < vh || vk

Remark1 When an event occurs if we store the identity 7 of the occurrence
site S; and if we consider the pair (clock vector, i) as the timestamp, then the
independence test can be simplified. Let (vh,?) and (vk,j) the timestamps
of the events a and b ; we have now :

not (¢ — b)and not (b — «) < (vh[i] > vk[i]) and (vh[j] < vk[j])

Remark 2 Let an event a be timestamped vh. We have the following rela-
tionships [S88] :

vh[j] = number of events preceding causally a, which occured on the site S;

th[j] = total number of events causally preceding a.
J

This remark gives its meaning to each component of the clock vector ; see
the remark 1 for the analogous meaning in the case of Lamport’s clock.
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This timestamping mechanism is very useful when causal independence be-
tween events has to be cast. This is the case in the definition of concurrency
measures of a distributed application ; this is also the case in distributed
debugging or in recovering after failures : in these cases one has to know if
some events are or not causally related.

3 High level communication primitives

3.1 Motivation

As we have seen a distributed computation is structured as a partial or-
der on the set of events it has produced. Two captures of this order have
been done : an approximate but consistent one (Lamport) and an exact one
(Fidge-Mattern). These are basic mechanisms to control and observe dis-
tributed executions. In lots of applications, the correctness criterium refers
to a consistency predicate and as noticed by Birman and Marzullo [BM89] :

Any system concerned with maintaining consistency must impose and re-
spect ordering when operations conflict. '

Consequently it is very important to define communication primitives
whose semantics is richer than the ones of the send and receive low-level
primitives. Such high-level primitives must be in a position to constitute an
interface for upcoming distributed kernels. We review some of them in the
sequel. We dont review here high level synchronization primitives such as the
multi-rendez-vous ; the interested reader will report to [C85, B89, R87, R88,
LD8T].

3.2 Causal ordefing

The causal ordering notion extends to messages reception events the causal
precedence relations existing on their sendings. Consider sendings of two
messages e; = send(m;) and e; = send(m;) such that on the one hand
e; — ez and on the other hand my and my have the same destination site.
Causal ordering ensures that :

receive(m,;) — receive(ms)

On the figure 2, causal ordering guarantees m, is delivered to S3 before
ma.
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Figure 2 : Causal ordering

Interest
The semantics of causal ordering allows to eliminate a priori the undesirable
part of the nondeterminism generated by arbitrary communication delays
when one has to solve some problems. This property creates at the global
level a good extension of the fifo property associated to channels. Besides
the consistent updating of multiple copies of some data [JB86], it simplifies
the implementation of a global observer ; the observer Ss, in figure 2, can
consume immediatly the messages delivered to it : its sequential perception
is consistent with the distributed execution on S; and S; as the order of
reception at S3 cannot be misleading concerning sending of these messages
[RS89]. It is also possible with causal ordering to implement trivially imme-
diate ordered service in distributed systems [KK89)].

That communication primitive has been implemented in the ISIS system
[BJ8T] ; this realization lies on a forwarding technique, and resist crash fail-
ures. A very simple implementation has been proposed by [RS89] ; it relies on
a technique counting sent and received messages as do some termination de-
tection distributed algorithms [M87, HJPR87, R88] or some protocols using
sequence number [S76, R88].

3.3 Multicast primitives

We consider now the notion of multicast group. Such a group is a collection
of sites that are the destinations of the same sequence of messages. If the
group is the set of all the sites, we speak of broadcast. Multicast primitives
provide some guarantees regarding the order in which message are delivered
to destination sites [Cr86, GS89] (here sending order is no relevant).

8 .



i) Single source ordering
If message m; and m, are sent by the same site and are addressed
to the same multicast group then all destination sites get them in the
same order. '

i1) Multiple source ordering
In this case the source does not matter. If mm; and mq, are addressed
to the same multicast group then all destination sites get them in the
same order (whatever the senders are).

iii ) Multiple group ordering
In this case if messages m; and m, are delivered to several sites then
these sites get them in the same relative order (messages can come
from different sources and can be addressed to different but overlapping

groups).

As noticed by [GS89] : there are of course applications that do not require
all of these (or even any of these) properties. But there are applications where
the receipt of messages in different orders will lead inconsistency or deadlock
problems. In other words these properties facilitate the implementation of
partial correctness (safety) and of total correctness (liveness).

As one can see causal ordering and multicast primitives are orthogonal
mechanisms : none of them include the other. Now we look at some imple-
mentation proposals.

3.4 Sketch of implementation proposals
3.4.1 Causal ordering

The proposal of [RS89] is very simple. It uses two data structures per site
Si, piggybacking of control information by messages and update of local data
when a site receives a message.

e local data :

rec; : array [1..n] of integer init 0
sent; : array [1..n,1..n] of integer init 0



e sending of m from S; to S;

sent[t, 7] 1= sent;[i, j] + 1
send(m, sent;) to S;

e reception by S; of (m,stm) from S; :

wait(rec;[s] + 1 = stm[j,1]) and (for any k # j : reci[k] > stm[k,1]) ;
delivery of m;

recilj] := reci[j] + 1;

sent;[k, [] := max( sent;[k, ], stm[k,]): for any (k,1)

A formal proof of correctness is given in [RS89]. If we look at the wait
condition, intuitively it tells us a message m sent by S; can be delivered to
S; : firstly if all messages sent by S; before m have already been received
(first part of the condition) and secondly if all other messages that causally
precede m, have been delivered (second part of the condition).

It is possible to obtain a similar algorithm using Fidge-Mattern clock-
vectors as an observation device allowing consistent delivery of messages

[SSE89)].

3.4.2 Multiple group ordering

Traditionnal solutions assign unique timestamps to messages (a la Lamport
timestamps) and then delivers messages in the timestamp order which is
total and unique all over the system. Before the delivery of a message to a
site S; can occur, 5; has to be sure no other message with a lower timestamp is
present in the system and still not delivered. A protocol is therefore needed to
ensure this property ; consequently all the protocols implementing some kind
of group ordering in asynchronous distributed systems have (at least) two
phases of control message exchanges before a delivery can occur. The more
interesting of these protocols are the Lamport’s one [L78], and the Skeen’s one
[BJ87] (implemented in the ISIS distributed system). Other protocols have
been proposed ; [CM84] uses a dual approach : messages are first ordered and
then sent to their destination site : here there are also two phases of exchange
and a coordinator site is necessary (associated to a group, it receives all the
messages to be received by this group, orders them and then forwards them

10 ’
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to the destination sites using a network traversal scheme [R88]). This solution
has been extended by [GS89] in order to solve the multiple group ordering ;
they use a message propagation graph extending the coordinator approach
of [CM84] ; this graph is some union of the destination groups structured in
a diffusion tree. - : : .

4 Conclusion

As we have seen executions of distributed applications or distributed systems
can be characterized as sets of events structured by a partial order. In this
partial order, events local to a site are totally ordered ; and for each message
its sending event precedes its receiving event. This order, put forward by
Lamport in 1978 and called precedence order, is a fundamental notion to
design or to analyze lots of distributed control algorithms and consequently
is a masterpiece in the design of systems architectures or distributed kernels.

The first part of the paper has examined in depth different logical clocks
mechanisms allowing to capture this order in part or in whole. So if Lamport’s
logical clocks allow to build a total order consistent with this partial order
they cannot afford to decide if two events are logically independent. Such an
independence knowledge can be essential in order to realize some distributed
debugging or distributed observation. Clock vectors, proposed simultaneously
by Fidge and by Mattern in 1988, allow to characterize dependence and
independence of events. A study of their properties has been done together
with a presentation of these clock mechanisms.

The second part of the paper has given a survey of some high level commu-
nication primitives based on this order (causal ordering, multicast ordering,
group ordering, etc). We have shown their usefulness in control algorithms
and given some implementation details ; they rest on clock mechanisms (or
variations) presented in the first part. These primitives can be classified into
two categories : some asking for one exchange phase only, and others asking
for at least two exchange phases (these are some kind of 2PL protocols). Some
of these primitives have been proposed and realized in some systems (ISIS for
example) ; some have been defined and are being implemented. In some sense
they constitute a communication kernel for distributed systems, allowing to
design applications without taking into account irrelevant aspect not mas-
tered by low level communication primitives ; actually they hide some part

11



of the undesirable non- determinism inherent within distributed systems.
The understanding of precedence relations between events and the defini-
tion of high level communication primitives are two main trumps to master
architecture, and software engineering of distributed systems and distributed
kernels. The aim of this paper was to study these 2 points from this point of

view.
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