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Résumé

Dans ce rapport, nous définissons une extension du solveur de Riemann adaptée au
calcul d’écoulements de gaz réels hors équilibre chimique et vibrationel. Nous illustrons
les capacités et la robustesse de ce nouveau solveur sur des exemples mono- et hidimen-
sionels. Nous montrons sur ces exemples numériques que les principales propriétés du
solveur d’Osher sont encore vraies ; en particulier, il n’est pas nécessaire d’ajouter une
quelconque correction entropique pour le calcul d’écoulements hypersonique.

Abstract

In this paper, we define an extension of Osher’s Riemann solver adapted to chemically
and vibrationally nonequilibrium flows. Some of its properties are discussed. We give
1D and 2D applications to illustrate the robustness and capability of this new solver. We
show on numerical examples that the main properties of the Osher’s solver are preserved
; In particular no entropy fix is needed even for hypersonics applications.
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Notations

R is the universal constant of perfect gases

m; molar weight of species 2

n _ R
R, = m,
cy, and c,, are the specific heats of species ¢.
Cp.
= o
72 - C‘IJ,'
Ky = Y — 1

T is the temperature of the flow
pi 1s the density of species ¢
p is the total density, p = Y12, pi

Y. = % is the mass fraction of species ¢

k" 1s the enthalpy of formation of species 1

0; i1s a typical value of the vibrational temperature of the molecules of species 7
p 1s the pressure

u 1s the velocity, m = pu is the momentum

e is the total energy per unit volume

¢ 1s the specific energy per unit volume

e.in’ specific vibrational energy of species i

H= %ﬂ is the specific enthalpy






Chapter 1

Introduction

During the past few years, because of the existence of many transatmospheric vehi-
cles projects both in the US and Europe, many researchers have been working on the
numerical simulation of hypersonic flows.

Among the various methods proposed in literature, upwind methods have encoun-
tered great success in the study of transsonic and supersonic flows. A very natural wish
is to extend them to hypersonic purposes. Besides the stiffness of the problem (very
strong shock or expansion waves wave develop), new phenomena occur due to the high
level of temperature encountered in such gases ; chemistry, vibrational relaxation and
possibly ionisation have to be taken into account. All classical Riemann solvers have
been derived with the perfect gas law assumption and then have to be adapted to real
gases.

Many solutions have been presented to generalize Van Leer’s solver (see [6,16,12,17],
for example) or Roe’s (see [6,23,3,11,17]) in thermal and chemical equilibrium. More
recently, the same work has been done for non equilibrium chemistry and non equilibrium
vibrational relaxation (see [4,5,25,14] for example).

In classical applications, one of the most interesting solver is Osher’s [22]. The
principle of Osher’s Riemann solver is to solve the Riemann problem by connecting the
two states in consideration with three sub pathes. Each of them consists in a compression
or an expansion wave and a contact discontinuity and then, one have to average the flux
on this multivalued path. We will precisely recall how to build this numerical flux in
Section 3.2. Two versions of Osher’s solver are used depending on the path chosen in
its definition.

The main properties of this numerical flux are :1) robustness, 2) smoothness at
transition points, 3) satisfy an entropy inequality and 4) stationary and sharp contact
discontinuity and shocks. The point 3) has been shown at least for one version of the
scheme [22] but shown experimentally to be true for the other one. This scheme uses
informations related to the Riemann problem. Its utilization for more general cases than
that of perfect gases needs further work.

The extension of this particular Riemann solver have been first (to our knowledge)
generalized for real gases by Abgrall et al. [19] then by Dubois [10] and very recently
by Suresh et al. [2]. The difference between these versions mainly lies in the way of
calculating the ends of the connecting pathes and the sonic points and how the true
pathes are approximated. The version presented in [19] is simpler than Suresh’s and
experimentally respects condition 1)-4) but the latter one, depending on what compu-
tational effort is requested, may be more accurate and leads to variations. In Dubois’s



version, one tries to tabulate the Riemann invariant of the problem.

In the present report, we use basically the same approach than in [19] but with some
novelties. From the expression of the Jacobian matrix of the Euler fluxes, we first study
the behaviour of its eigenvalues. Then we describe the Riemann invariants of the system
and propose and discuss a method for their integration. Several test cases both 1-D and
2-D are considered to show the efficiency and the robustness of the method. Particular
emphasis is put on the entropy property of this solver.



Chapter 2

Equation of state, physical model,
eigenvalues and eigenvectors

2.1 Equation of state

We consider a mixture of ns perfect gases. The internal energy of a given species is :
€ = picy,, T + pih® + PiCip

where T is the translational temperature, ;% is the enthalpy of formation of this par-
ticular species at a given reference temperature and e!; is the specific vibrational of
species ¢ (this term disappears for the monoatomic species).

We assume that some of the diatomic species may not be at thermal equilibrium
with the translational temperature 7. Let T; be the vibrational temperature of species
i. We will assume that the vibrational energy E™®; is related to 7; and p; by :

. E:u'h = p'_io'_ — pieziib (21)
=2y
ezp(7.)

If species i is at thermal equilibrium, T; = T in equation(2.1)
The internal energy € is the sum of each internal energy :

ns ns nay . nn .
e=> picaT+Y ph +Y E™i4+ Y piel® (2.2)
=1 =1 i=1 t=nv; +1

In equation (2.2), nv is the number of diatomic species ; they are assumed to be the nv
first ones among which the nv; first diatomic species are not at thermal equilibrium.
The pressure is given by Dalton’s law :

ns
p= Z picu i T = pey KT, (2.3)
t=1
=y Yicy, Ky

ns
Ei:l )/icili

where ¢, = 372, Yic,, and k =



2.2 Euler equations

We consider thermal and vibrational non equilibrium. The independent variables which
describe the system are the partial densities, momentum pu, total energy e = ¢ + %pu2
and vibrational energies. In 1 D, they obey the Euler equation with possibly source
terms if we consider chemistry and vibrational relaxation.

oW OF _
ot or
with "
() (e (a
Prs P Q™™
2
_| P _| et _ 0
w=| % Fon=| Seim | o=] o (2.4)
El »ih El mhu leib
E'n,,,"ib ) \ Eam’lvibu ) \ Qmu vsh }

2.3 Chemical model

In the following, we assume a mixture of five species which compose air, namely : O,
N, NO, 02 and Nz.

We first describe the expression of the dissociation and recombination model and
then the vibrational relaxation one.

The dissociation and recombination model is Park’s (8] in which we retain the 17
chemical reactions which involve O, ¥, NO, O; and N,. For sake of simplicity, thought
this assumption may be unphysical, we assume no coupling between vibration and chem-
istry. Consequently, the forward and backward constants in Park’s model are obtained
with the translational temperature only. The dissociation and recombination reactions
source term for species 1 is denoted ;™.

For the vibrational relaxation, we assume the Landau-Teller model [24]. The precise
values of the characteristic times involved in the definition of 7; can be found in the
same reference. The source term for vibrational relaxation takes the form (for a given
diatomic species i) :

vih veh uth
Q.7 — ().chim E; + E” — B

1 d %
Pi Ti

(2.5)

in equation (2.5), E.," stands for the vibrational energy at thermal equilibrium of species
s.



2.3.1 Jacobian matrix

We immediately get

—Y,..u o (1 =Yau Yoo 0 0
~u?+py 0 ~u 4P, 2ut+Pm  PE Per# 0 Pg,, v
AF(W) _ (-H + p,?l)u oo (-H +p,,.,,,)u H + ppuu (1+pg)u upgro -+ upg, r»
(9W = _uE mth . __uE vth E vib 0 "
p p 3
E vih E vth E. vth
_ na . _ nay nay
\ u—"g— u—"3 ) 0 0

(2.6)
where p, stands for the partial derivative of p towards any conservative variable z = W,
In equation (2.6), we have set :

2

u
Pp; = Xi + Kgo—— Ppu = — KU PE = Kso Pg.vib = —Kgo
2 i
with :
¥ YR,
K. = 1=1ns
0 — :
‘ de 'b'
Z )/ic"" + Z }/' d;:
t=1ns t=nuy 4100

and

Xi = c‘nz’(K'i - K'.so)T — KRso (hio + eiem'bi)
In the latter expression, ¢; has value 1 if species 7 is diatomic and at thermal equilibrium
and 0O else.

It is straightforward to check that the fluxes F' are homogeneous of degre one and
that matrix 6_1:)_% is diagonalizable and has real eigenvalues.

Right eigenvectors : The following matrix R describes its eigenvectors, the [th col-
umn of R is the [th eigenvector of %‘g—) :

1 0 <. 0 0o --- 0 Y Y)
1 ... 0 0 --- 0 Y Y,
0 0 1 0 0 Yos Y.,
u ) U 1 1 u—a u+a
R = 2 2 2
%__2%1_ %‘2__2%2- %——Xﬁl 1 1 H—-ue H+ua
El'nib El'm'b
0 0 0 1 0 =L L
' vih :‘nib
O 0 0 0 1 E’n.q E’TJQ

p p




In matrix R, the ns+nv, first columns are associated to the eigenvalue A; = u, the next
column to eigenvalue Ay = u + a and the last one to A3 = u + a where a is the speed of
sound the square of which is :

u

H - Z e,,,,, - —i] (27)

ny +1

Z XIY + Ko

t=1,ns

l.et us notice that the square of the speed of sound can also be written as :
2 P
a® = Yoo (2.8
. )

with 7., = Kso + 1. It is straightforward to check that the eigenvectors associated to A,
are linearly degenerate while those associated with the other eigenvalues are genuinely
non linear. More precisely, we have :

e Fori=1,ns+nvy, VN.R, =0
L V(u - a)'R~ns+nvl+l = _(7.90 + 1)'2'/_) <0

L V(‘U, + a)'Rns+nm+2 = (7.90 + 1).22’5 > 0

Left eigenvectors : One can easily get the left eigenvectors of the Jacobian matrix :
they are linear forms which expression in term of any vector V = (Vi, -, Voo 42)"
are :

e fori =1, ns,

YK,‘O ns+nyg+2 V
lz(v) =V~ ’az“ Viat2 — z Vi — uVpen1 + — Z Vi + Z XtV
l=ns+3 I=1ns I=1.ns Kao

e fori=ns+ 1,ns + 1+ nv,,

Em'bi Ko netoni+l Xl
W(V)=V, - P e Vas+2 — Z Vi—uVn + - Z Vi+ Z -
l=ns+3 I=1.ns l=1ns 7SO

e fort =ns+ 2+ nvy,ns + 3 + nvy,

1 h, na+nuy +2
Nvso
lz(v) - % nq+1 u E Vil£ Vaes2 — § Vi — uViess f‘ - E Vi
{=1.n9 {=ns+3 {=1.ns

2.4 Riemann Invariants

In this section, we intend to derive the difterential equations satisfied by the Riemann
invariants of the PDE system considered now without the source terms (ie €2 = () :

oW  AF(W)
+

ot Oz =0




where W and F(W) have been defined in equation (2.4).
Let us consider an eigenvalue of EB_VEV" say Ar . A Riemann invariant associated to

the eigenvalue ) is a function ®* of W such that for any eigenvector R, which does not
belong to the kernel of 3_§')£WK2 — A Id,

Vwd R =0

The solutions of these sets of equation can be obtained in the phase space considering
the paths s —— W(s) such that %Vg is belongs to the eigenvector space associated to
eigenvalue A.

If we use the right eigenvectors defined above, we may see that the Riemann invari-
ants, in the problem considered here, are solutions of the following differential equations :

¢ Eigenvalue A\y = u :

pié—z: + %% =0 (2.9)

e Eigenvalue Ay =u+a:
d}:;f’"" - Y':;""’% i=1,ny (2.11)
pj—z + %% =0 (2.12)

e Figenvalue \y=u—a:
%—%Z—i’ i=1,ns (2.13)
d’;‘j"’ - K:g’f"%:i i=1,nv (2.14)
p%_égzo (2.15)

We can see that there are 2 equations for A\; and ns + nv; + 1 equations for A, and ;.

Discussion

These differential equations may be difficult to solve (and in general impossible to solve
by hand) because «v,, depends, in general, both form the temperature and the mass
fraction. Nevertheless, it is possible to make some general comments :

1. Case of the linearly degenerate fields : it is obvious, from equations (2.9) that the
pressure p and the velocity u remain constant in a wave associated to A;



2. Case of the genuinely nonlinear fields. If one sums up equations (2.10), one gets :

dp 1dp
ds  a?ds
Since Y; = £i e can deduce that the mass fractions Y; remains constants in sonic

p )
wave.

i .
The same is true for the specific vibrational energy E’;}b— = Yie} ;-

The other equations are considered in Section 3.3.



Chapter 3

An extension of Osher’s Riemann solver

‘I'his section is divided into three parts : in the first one, we recall the definition of
Osher’s Riemann solver in the most general case, then we derive an approximation of it
in the case we are looking at here and lastly, we comment some of its properties.

3.1 Definition of Osher’s Riemann solver

We will recall some details of Osher-Solomon’s paper [22] and Osher-Chakravarthy’s
[21].

Let us give an hyperbolic partial differential system of equations in conservative
form :

ow 4 aF
ot Oz
Osher’s approximate Riemann solver is defined by :

(W) = 0.

f(U,V):% F(U)+F(V)—/P|A(W)|dW] (3.1)

where A is the Jacobian matrix of F, | A | admits the same eigenvectors as A but its
eigenvalues are the absolute values of that of A and the integral path I' connects the
two states U and V.

In references [22,21], the path I is always tangent to the right eigenspaces of matrix
A and is the reunion of three subpathes, I';, I';, I'; where I'; is tangent to the eigenspace
defined by );. Different way of ordering the eigenvalues of A can be considered. I'he
optimum choices seem to be the “natural” order (v — a,u,u + a) or the inverse order
(v + a,u,u — a). In [22], it was shown that the definition of Osher’s solver combinc:|
to the “reverse” order leads to a numerical flux which respect an entropy inequality for
the semi-discrete scheme. To our knowledge, nothing has been done for the “natural”
order.

In the following, we use the reverse order but all what we say can easily be transpose|
to the other choice of parametrization.

3.2 Expression of the numerical flux

One introduce intermediate states which are the end of pathes I'y, I'; and I'5. They wre
(see Figure 3.1) :



L [,[1/3 = P2 N F]
L U2/3 = P3 M Fl

The definition of these intermediate states is precised in Section 3.4. Since the eigenvec-
tors associated to u + a are genuinely nonlinear, the eigenvalues u + a may change their
sign at most once. These points, if they exist, are called sonic points and be denoted by
U_l_/_; (respectively L_Ig_/;) in the path I’y (respectively I';).

e Case of the genuinely nonlinear vectors :

Ul./_; Uisa
/|A|dW = / Atdw — [ A-aw
Iy U UI/J
= sign(M(U)) [F(Uys) — F(U)] + (3.2)

sign(A1(Usya)) |F (Unya) = F (Ul

The last equality (3.2) is true because the flux is homogeneous of degree one. The
same things can be done along path I';.

e Case of the linearly degenerate fields : we have shown in Section 2.4 that the
velocity remains constant in an u-wave. Since the fluxes are homogeneous of
degree one, we get :

/Fz | A| dW = sign(U/s)[F(Uzss) — F(Urps)) (3.3)

3.3 Approximate Riemann invariants

The pathes are determined using the Riemann invariants since the invariants associated
with a given wave remain, by definition, constant on that wave. In the perfect gas case
for example, it is very easy to determine exact formulaes of the Riemann invariant, so
the intermediate states are trivial to compute. Here, this is not true for the genuinely
nonlinear waves.

To begin with, let us recall the equations the invariants satisfy :

vth
e The mass fractions Y; and the specific vibrational energies =— for i = 1,nv,

p
remain constant.
¢ We have :
dp 1dp
il b 0 (3.4)
du 1ldp
— +~—=0 3.5
pds ads (3.5)

On one hand, because of the expression of the speed of sound (2.7), Equation (3.4)
is equivalent to :

na Eiﬂib ’U.2

ny+1

dp:{ Z Xi},t'+"".m

t=1.ns



We also have, by definition,
dp = Z Xidpi + K‘sode (37)

=1
Since the mass fractions are constant, equations (3.5)-(3.7) leads to :

de d
o+ (3.8)
€ € P

In equation 3.8, we have set :

ny

f=cm S By (3.9)

t=nvy;+1
On the other hand, because of equation (2.8), equation (3.4) leads directly to :

d d
A (3.10)
P p

To obtain easily the internal energy and the pressure from equations (3.8), 3.9 and
(3.10), one have to make two assumptions we discuss below :

o Assumption No 1 : v, =1+ B s approximately constant in an expansion or a
€

compression wave
o Assumption No 2: 'The same is true for 7,,.

In general, these assumptions may be completely wrong. Nevertheless, to our ex-
perience (shock tubes, blunt bodies and nozzle), they are not restrictive. Let us also
notice that +y,, and ~,, are in general function of the temperature T' and the mass frac-
tions. Since the mass fractions remain constant in an expansion/compression wave, both
“gammas” depend only on the temperature. Moreover, if there is no vibrational terms
or if there is as many vibrational temperature as diatomic species, then both gamma
are equal and constant. So, we turn back to the mixture of perfect gases case.

If both assumptions are done, the integration of equation (3.8) and (3.10) is trivial

and leads to :
Yeq
£ _ (ﬁ) (3.11)
€n Po

p _p— Yoo | .
Po - (Pn) (5.12)

The integration of equation (3.5) is easy :
2
")’,m - ]

u+

a = cte (3.13)

The approximate Riemann invariant are summarized in Table 3.3



uU—a w u+ta

\II% = -/;g;; and ‘I’ll = ;ﬂe,—, ‘I"}m+7ml+2 = ;g;’— and ‘p}““*’"’l"'z' = 7)?'_’

1 — S e 2 _ ns4nv+4+2 __ .
Vign=Yii=1lmns Yi=u i+1 =Y, t1=1,ns
t t
1 — El'ih s ns+nv+2 __ E,, .
\I’nv+i+l - p T = la nwn \Iln.q-}-i-f-l = '—gm 1= l,nvl
vl =yt —2—a | W= gradmu gy 2
ns+nm+2 — Yao — ] 2 — p ns+nuy+2 — %'—_I‘a

Table 3.3

3.4 Determination of the intermediate states

In this section, we show how to use these approximate Riemann invariants to get the

intermediate states U;/3 and Uyy3 :

e For the wave u —a :

(&)’Yaol_ 3 (M)'Ysolla
PL P1/3
YE=Y? = 1,ns

1 1
Em'h'L _ Em'b 1/3

1=1,n1n
P L P1/3
uy + 2 a uy/3 + a
L+ ———ap = U3 1/3
7.00[, -1 / 7.10[, -1 /
e For the wave u+ a :
)~ ()"
PR P23
YE=Y2 = 1,ns
Eni : Eﬁi‘ B
bR _ bz/sz:l,nvl
Pr P23
2 a U 2 a
Up — ——ap = Uz/3 — 2/3
Yoor — 1 / Yoor — 1 /

e through the contact discontinuity :

Uy/3 = Uzf3 Pi/3 = P23



Then, all the intermediate variables can be expressed by mean of the pressure p =
P1/3 = P2y3 and this leads to the equation :

» Ysog — 1 Ysop = 1
ar Pl 2%s0r ap Pl 2Mon _ 1 ar ap
—*r 12 +—E | = —(up —up) + +
Ysor — 1 PL Ysop — 1 Dr 2 YsoL — 1 Yson — 1
(3.14)

This non linear equation is first preconditioned and the modified equation is solved
by Newton iterations. The convergence is reached, in general, after 2 or 3 iterations.
This technique have been developed in [19] and is recalled in the next paragraph.

Once this is done, we have the values of the partial densities, velocity, pressure. We
need the internal energy for computing the fluxes. This can be achieved by mean of
equation (3.11)

The sonic points, if they exist, are obtained with the approximate Riemann invariant
as for the classical technique.

Remark : The internal energy and the pressure given by equations (3.11-3.12) are
not, in general, consistent. So, the intermediate states U;;3 and U3 are “pseudo”
intermediate states.

Discussion of equation 3.14 Equation (3.14) can be written as :
f(p) = ap™ + bp” — ¢ (3.15)

with suitable constants a, b, ¢, @ and 5. Function f is monotone increasing, concave and
equation (3.15) has an unique solution if and only if ¢ > 0. Equation (3.15) will be
solved by Newton iterations :

pn.-f-l = pn, f'(p,n)

but the method can lead to negative values of p if the initial guess p, is very big because :

f(pn) p

~y

f(pn) ~ max(a,B)

The idea is to make a change of variable z = z* where £ = max(a, ) and to solve

g(z)=z+—=2"— — (3.16)

where ) )
A=3](1-sign(a - B)la+ 31 +sign(B — a)] b

! B=3[(1-sign(a—B)b+ 5 [1+sign(8 - a)]a

n= min(a, 3 <1
{ max%a,ﬁi

Function g is much easier to inverse than f : ¢ is monotone increasing, concave as
f but its derivative is always greater than 1 contrarily to f. The convergence of the

Newton iterations is guaranteed if the initial guess is less than the zero v of g.



One can localize v : it lies between the zero of functions f; and. f, which are defined
by :
filp) =(a+b)p™ — ¢

f2(p) = (a+b)pf — ¢
We will usually start the Newton iteration with the smallest of the roots of f; and f,.
The convergence will usually be reached with two or three iterations.

3.5 A property of the numerical flux

In the kind of mixture of gas we study here, we may have linear relations between the

mass fractions of the various components. For the example of air, these relations means

that the proportion of number of moles of oxygen versus that of nitrogen is constant.
This can be formalized in the following way : we consider two linear forms :

U (W) = Sicimsaipi and Uo(W) = T, ., bipi. We assume that the admissible states

lies in the affine space which equation is :

a¥, (W) = BY(W) (3.17)

where « and f are constant.
We now consider the first order finite volume scheme which numerical flux is Osher’s :

Wt = Wi = i (B = Foaga) (3.18)

In equation (3.18), v; stands for the ratio of the time step and mesh size at node z;. For
sake of clarity, the integral part in the Osher’s flux be denoted d(W;", W;;1") or dit1y2.

We have to show that if relation (3.17) is true at iteration n, then it is true at
iteration n + 1. Since the linear forms ¥, and ¥, are linear and since

G (F(WE") = (W $a(F(W.) = Eao( Wi,
we only have to show that

a¥y(diy12 — dic1y2) = BYa(disry2 — dicyy2) (3.19)

In Section 3.2, we have noticed that the numerical dissipation d(W;™, W; ;") is a linear
combination of the states W;, W, 1, the pseudo states Uy;3, Us/3 and pseudo sonic states.
The coefficients in these linear combinations are independent of the partial densities The
partial densities of the pseudo states are :

pi!? = Gu(p,p)pr  p* = Gr(p,p)pn

where the terms G, and Gp do not depend on the partial densities. It is then obvious
that for any [ :

a‘pl(dH-l/Z) = ﬁ‘pz(dh}-l/Z)
This proves equation (3.19).



Uyys

Fg er/s

Figure 3.1: Pathes and intermediate states



Chapter 4

Numerical experiments

This new solver have been tested on 1-D and 2-D cases. They are solved with assumption
of thermal equilibrium which is the most unfavourable because of the assumptions we
have made in section 3.3.

The scheme is based on a finite volume formulation. It is explicit for the convec-
tive terms and implicit for the source terms introduced by the dissociation-relaxation
processes and the vibrational relaxation. The calculation uses the classical MUSCL
method [27] in the 1D cases . The bidimensional calculations are done by using a finite
element/finite volume/first order approximation (see [15] for details).

We have used the property of conservativity of the proportion of species to reduce the
size of the linear systems to solve at each time steps. For example, in 1D applications,
the original system is a 5 one. Since we have two linear linear combination of species,
this implies the same relation on the source term. So the effective system to solve is
only 3. The same idea is applied in case of vibrational relaxation.

4.1 1D test cases

We have run this new solver on numerous cases (for example those taken from [13]). We
have chosen to report the results we have obtained on the one which seems to be the
most difficult. It is taken from Suresh et al [2] or [14]. It is defined as follows :

e Left: p=100 atm, 7= 9000 K and u = 0
e Right: p=1atm, 7T =300 K, u=0.

There is a large jump in pressure and temperature : the composition of the mixture
are completely different and so the vibrational part of the internal energy. This difficult
test case has been chosen in order to test the assumptions made in section 3.3. The
calculations are second order and use the limitation procedure on the characteristic
variables. We use 201 grid points.

Frozen case In a first experience, we intend to test this solver without any chemistry
source terms. The calculations have been performed with a CFL number of 0.95.

On Figure 4.1, we have plotted the two “gamma” which are used in the computation
of the intermediate states. If no equilibrium vibrational effects were present, they would
be equal and the approximate Osher solver would be an exact one. We can see that



their behaviour is also different : the sonic gamma is constant in the expansion wave
when the equivalent gamma (1 + E—) is not.
€

On Figure 4.2, we have plotted the mass fraction distributions. They are constant
except in the contact discontinuity (z ~ 0.85) as it should be.

On Figures 4.5, 4.6, 4.7, 4.8 and 4.9 where we have plotted the Mach number, the
pressure, the density, the temperature and the velocity, we can see a small overshoot (or
undershoot) at the end of the expansion wave. Even in the perfect gas case, one can see
that default because of the strength of the expansion wave. We insist on the fact that
it is neither a consequence of the approximation we have made here nor a consequence
of the second order extension of the scheme.

The pressure and the velocity remains constant in the contact discontinuity (Figures
4.6 and 4.9).

We have also plotted the specific entropy on Figure 4.3 which expression in this
particular case is (9] :

s = z:=1 Y,~c,,,~log( ) szlog(p) + Ec—l @'(T)

(4.1)
where @(T) = | frEias

The integrals in equation (4.1) can be expressed by usual functions.

The specific entropy remains constant in the expansion wave as it should be. We
have also tried to represent the evolution of the other Riemann invariants. To do this,
we have plotted on Figure 4.4 approximations (by finite differences) of the logarithm of

pdu
==—+1 and I', ==— -1
adp + *Ta dp
An expansion/compression wave can be parametrized by the density, so, when I', or
I'_ is null, we have an expansion/compression wave associated with u — a for Iy (resp.

u + a for (I'_). Moreover, when one among I'y or I'_ is null, the other one takes the

value £2. We can see on Figure 4.4 that 3%1—‘ + 1 1is a good approximation of 0 in the

expansion wave (from x ~ 0.2 to z ~ 0.5).

Comparison with an extension of Roe’s Riemann solver The Mach number and
the pressure are plotted on Figures 4.10 and 4.11. These results are obtained by the same
scheme with the extension of Roe’s Riemann solver derived for thermally equilibrium
flows in Abgrall (3] instead of the present version of Osher’s. As we can see, the results
are nearly the same. However, we must notice that the Roe’s calculations needs an
entropy fix (Harten’s [26]). If this correction is not used, the computation diverges
whatever be the CFL number. This demonstrates the robustness of the algorithm.

Test with chemistry source terms On Figures 4.12 to 4.14, we have plotted the
same variables than previously but with Park’s model as chemistry source term. As we
can see, the addition of chemical source terms does not alter the quality of the results.
The methodology can easily handle more complicated situations.

On the mass fractions (4.13), entropy (4.14) and temperature (4.18) plots, we can
see the differences on both computations. We can see a production of NO in the contact



discontinuity. This explains the small wiggles on the velocity (4.19) and pressure (4.16)
at this location : the ratio of specific heat of different species are different (1.4 or 1.66),
at the contact discontinuity, the dominant species are N,, O, O, and NO. Since the
numerical thickness of this discontinuity is not zero, this induce wiggles on the pressure
and then on the velocity. This phenomena would also be present if we had an exact
solver at our disposal (see [20] and [7]).

4.2 2D Test case

We have tested our solver on a test case defined for the Hypersonic Workshop for reentry
problem which held in Antibes, (France) in January 1990 [1].

The calculation is done on a double ellipse with semi axis of 60 cm. The conditions
are defined at 75 km high and are

e Pressure: P =2.52 Pa
e Temperature : T = 204.3K

We assume thermal equilibrium. The calculation is done at M, = 25 and the incidence
is 30°. Some results are displayed on Figures 4.20 to 4.22. They include Mach number,
Temperature and pressure coefficient lines. The results compare very well to those
obtained by Botta et al. [18].



Chapter 5

Conclusion

We have presented here an extension of Osher’s Riemann solver. The numerical test
we have performed show the robustness of this new solver. They also show that the
properties of the Osher’s splitting (smoothness and physical shocks) are valid despite
the assumptions we have made. In particular no entropy fix is needed to capture shocks.
* The same techniques can also be used for more complex situations such as, for example,
ionized gas flows.

In conclusion, this extension give satisfactory results in the applications. The accu-
racy of the spatial approximation may be increased by an extension to second order,
The convergence to steady state may be accelerated by using an implicit é-scheme for
example. These two points are currently under study.

Acknowledgements : We wish to thanks our colleague J.A. Désideri for providing
us with the mesh used in Section 4.2.
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