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COMPARISONS OF SEVERAL UPWIND SCHEMES
FOR MULTI-COMPONENT ONE-DIMENSIONAL INVISCID FLOWS

Didier CHARGY, Rémi ABGRALL, Loula FEZOUI, Bernard LARROUTUROU

ABSTRACT: We present detailed comparisons of three classes of numerical schemes for
the computation of mixture flows. The differences between these schemes mainly concern the
discrete coupling between the Euler equations (written for the mixture) and the additional
conservation equations which describe the convection of the gaseous species. The best results
are given by the class of schemes which preserve the maximum principle for the mass fractions

of all species.

COMPARAISONS DE METHODES NUMERIQUES DECENTREES
POUR LE CALCUL D’ECOULEMENTS DE MELANGES GAZEUX

Didier CHARGY, Rémi ABGRALL, Loula FEZOUI, Bernard LARROUTUROU

RESUME: Nous présentons des comparaisons détaillées entre trois classes de méthodes
numériques décentrées pour le calcul d’écoulements de mélanges gazeux. Les différences en-
tre ces trois familles de méthodes concernent surtout le couplage discret entre les équations
d’Euler (écrites pour le mélange) et les équations de conservation supplémentaires qui décrivent
la convection des espéces gazeuses. Les meilleurs résultats sont obtenus en utilisant la classe
des schémas numériques qui préservent le principe du maximum pour les fractions massiques
de toutes les espéces.
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1 INTRODUCTION

We consider in this report the numerical approximation of the following system of the “multi-
component Euler equations”:

P+ (pu)e =0,

(o) + (p¥* +p). =0, .
E, +[w(E+p). =0, (1)
(pY)e + (pu¥): =0,

which describes the one-dimensional inviscid flow of a mixiure of two gaseous species (see
the definition of the notations below). This study is a stepping stone towards more complex
investigations of mixture flows where the hyperbolic aspects play a major role, such as
transonic reactive flows (see e.g. [5]), hypersonic flows (see e.g. (2], [4], [7], [11], [19]) or
detonations (see e.g. [18]).

After having presented some basic facts about system (1) and the associated Riemann
problem in Section 2, we will describe in detail in Section 3 three different classes of numerical
methods for the solution of (1); all presented schemes rely on the existing upwind schemes
which have been developed for the single-component Euler equations: we will consider the
schemes of Osher [20], Roe [21] and Van Leer [27). The second-order accurate extension
of these schemes is described in Section 4, while Section 5 is devoted to detailed numerical
comparisons, for two different multi-component shock tube problems.

2 THE MULTI-COMPONENT EULER EQUATIONS

We consider in this section the one-dimensional inviscid flow of a mixture of N species L,,
2, ... Tn. We will always assume in the sequel that all species in the mixture are at thermal
equilibrium (in other words, that we can use a single temperature, which may vary in space
and time, but which is the same for all species), that the total pressure in the mixture is
the sum of the partial pressures of the individual components (Dalton’s law), and that each
component behaves as a perfect gas. Moreover, we temporarily neglect the effects of diffusion
and chemical reactions in the gaseous mixture.

2.1 Governing equations

The governing equations for this flow express the conservation of mass for each component,
the conservation of momentum and of the total energy. They take the form (see e.g. [29]):

(p},b)t + (puyb)z =0 for 1<k<N,
{ (pu)e + (pu® +p). =0, (2)
&+ [u(€ +p). =0,
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where p is the mixture density, Y; is the mass fraction of species L; (that is, pY; is the
separate density of species ¥, and TN Y. = 1), u is the mixture velocity (which is also the
velocity of each species, since we neglect molecular diffusion), p is the total pressure in the
mixture, and £ is the total energy per unit volume.

As already said, we assume here that each species L; obeys the perfect gas laws, and
in particular has constant specific heats at constant volume and pressure C,; and C,,. We

C,
will also denote -, the ratio v = C”", and M; the molecular weight of species T, which
vk

My(Cpr — Cut) = R ; (3)
R is the universal gas constant. The total pressure p is then given by Dalton’s law:

satisfies Mayer’s relation:

N
P=) Pk, (4)
k=1
the partial pressure p; of species £; being given by:
R
Pe =Yg T (5)

T is the temperature of the mixture. Considering that the N species may have different
specific heats of formation Aj , we write the total energy € as (see e.g. [29]):

2 (1
=3 (5oY50? + PViCuT + pYi}) . (6)

Since the temperature and the partial pressures do not appear in the conservation rela-
tions (2), we can eliminate them and consider that, in equations (2), the pressure p is given
by the following relation, which is deduced from (3)-(6):

p=(v-1) (5—%m‘2—g:1pnh2) , (7)

~ being the local ratio of the specific heats of the mixture:

ZYbC,b ZYvak“Yh
_ (Cp)mizture _ k k

= = _ 8
v (Cq )mizture Z YkC,,k Z Yk Cvk ( )
k k

The last equality in (8) shows that the local value of 7 (which depends on the mixture
composition) is a linear convex combination of the v;’s.
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System (2)-(7) (with v given by (8)) can be rewritten in a different way. Defining E as
the sum of the kinetic and thermal energies per unit volume:

1 al Y
E=cpu*+ Y pYi CuT =€ - pYih], (9)

2 k=1 k=1
we can rewrite (2)-(7) as:

(Vi + (puYi)e =0 for 1SES N,
{ (pu)e + (pu? +p)s =0, (10)
E, + [u(E +p)]= =0,

p=(7 - 1) (E - %w’) , (11)

(the energy equation in (10) is a linear combination of the energy and species conservation
equations in (2)). Summing all species equations in (10), one can also get an equation for
the total density p and rewrite (10) as:

Pt+(ﬁu)z =0 ’

(pu)e + (pv? +p)e =0, (12)
E, + [u(E-I-p)],, =0,

(pYa)e + (puYs). =0 for 1<k< N-1.

Remark 1: At this point, one may wonder if the three systems of conservation laws (2),
(10) and (12) are really equivalent, from both points of view of the exact solutions of the
corresponding initial value problem and of their numerical approximation using conservative
schemes. The answer is of course positive, since only linear combinations of the conservative
equations are used to transform one of these systems into another. Indeed, if we denote
W: + F, =0, with W € RN*2 F € IRN*? the vector form of (2), system (10) can be written
in the form W; + F, =0, with W = MW and F = MF, M beingan N +2 x N +2 non
singular matrix which is independent of W. It is then straightforward to check that solving
an initial value problem for W;+ F, = 0, either exactly or using any of the first-order accurate
conservative schemes considered below, is equivalent to solving it for the transformed system
W: + F; = 0 (this conclusion is no more true with the limited second-order accurate schemes
discussed in Section 4; see Sections 5 below).

This shows that using instead of (10) the system (12), where the N** species does not play
the same role as the other N — 1 components, has no importance, from both mathematical
and numerical points of view. The preceding arguments also show that treating the system
(2)-(7) where the N species have different heats of formation exactly amounts to treating
the system (10)-(11) where all heats of formation are equal to 0. o

We will in fact use the form (12) where the three first equations are the classical Euler
equations, written here for the mixture.
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2.2 Homogeneity and hyperbolicity

From now on, we will restrict our attention to the case of a mixture made of only two species
¥, and ¥,. But all results presented below can be straightforwardly extended to mixtures
consisting of any number of components N. Simply denoting Y the mass fraction Y; of the
first species, we obtain the system (13):

p pu.
pu pu”+p —
E + wE+p) | 0, (13)
eY /, puY .
with: 1
p=(v-1) (E - 5pu2) ) (14)
and:

_ YCuvi +(1=-Y)Cop27:
YCoui+(1-Y)Coa

(15)

We will use the classical notations W and F for the vectors of the conservative variables
and of the fluxes:

AN g L
_|ew || W _| i+ | _| F

W= E - w3 ) F= u(E' + p) - 3 g (16)
pY Wt puY Ft

Then, we have the two following simple results, which are shown in e.g. {1], [3], [4], [9],
(17):
Proposition 1:

The flux vector F is an homogeneous function of degree 1 of W. o

Proposition 2:

If the specific heat ratio 4; of each species in the mixture satisfies the inequality:
w>1, (17)

then the system (1.1) is hyperbolic. e

The proof of these results is straightforward. We will simply mention here that one can

write:
- W4C'vl7l + (Wl - W4)002'72 _

W4C,,1 + (Wl _ W4)C,,g - 7(W) ) (18)
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that the function (W) is homogeneous of degree 0, which implies that F' is homogeneous
of degree 1, as in the single component case:

Vr>0, FrW)=rF(W). (19)
. : DF . .
Then, the Jacobian matrix A(W) = DWW has the following expression:
( 0 1 0 0 \
-3
Q%TLB+X B-7 -1 X
AW) = 1 (20)
-(;y—;—-—)us —uH+uX H-(y-Du® ~yu uX
\ —uY Y 0 u )
we have set H = E? (H is the specific enthalpy of the mixture), X = —Lf%’
7 -
X' = % 0?; 5> Where 7 is given by (18). A straightforward calculation then shows that
the eigenvalues of A(W) are:
M=u—c, =u, A3=u’ A4=u"'c, (21)

where the sound speed c has the usual expression:

- 2. "

but with 4 = y(W). We should say at this point that this expression of the sound speed in
the two-component mixture, which we have derived by evaluating the eigenvalues of the flux

Jacobian matrix A, is equivalent to the usual expression ¢ = % |s (derivative at constant
p
entropy; see e.g. [6]).
A set of right eigenvectors is easily found; one can take:

1 1 0 1
U-—-c 2 u 0, u+c
M= Heu | 7 v_ X |ym= _ X ), H+ue |
2 y-1 4 —1
Y 0 1 Y
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(of course, any combination of r; and 3 is also a right eigenvector associated to the eigenvalue
u).

Remark 2: The following relations are easy to check and will be useful in the sequel:

u? 2
H= > + 7—_—1' ) (24)
X' = 4 CvleZ('Yl - ‘72) - CvleZ(’Yl - 72)T

T Y1 pYCa+(1-Y)Cof YCu+(1-Y)Cp ° (25)

2.3 The multi-component Riemann problem

Let us now examine the solution of a Riemann problem for system (13). Using again the
notations (16) and introducing two states Wy and Wg, we consider the problem:

W, if <0, (26)

Wi+ F(W),=0 for ze R, t>0,
w0 -{ W E 230

This problem is solved in [1], [3], [17]. Its exact solution W®(z,t) is presented on Figure
1. It is of course self-similar (i.e. W®(z,t) only depends on the ratio -‘E), and consists, as in

the single-component case, of four constant states W), W(2), W(3), W, separated by shocks,
rarefaction waves or a contact discontinuity. More precisely, as shown on Figure 1, W3y = W
and W, are separated by a 1-wave (i.e. a wave associated with the first characteristic field,
either a 1-shock or a l-rarefaction wave); W(;) and W3, are separated by a 2-discontinuity
or contact discontinuity; and W3 and Wy = Wp are separated by a 4-wave. Also, the
pressure p and the velocity u are continuous across the contact discontinuity. Last but not
least, the mass fraction Y remains constant across the l-wave and the 4-wave (whatever
these waves are, shocks or rarefactions), and only varies across the contact discontinuity.

3 FIRST-ORDER ACCURATE UPWIND NUME-
RICAL SCHEMES

Let us now consider the numerical solution of an initial value problem associated with system
(13):

We+ F(W), =0 for z€ R, t>0, 27
W(z,0) = Wo(z) for z€ R. (27)
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7N contact
:discontinuity

4-shock

Figure 1: The solution W* of the multi-component Riemann problem.

We will restrict our attention in this section to explicit, three-point, first-order accurate
schemes written in conservative form. In other words, using very classical notations, we

consider numerical schemes of the form: v
Wi =W iz — $iipa
s b+ AL o, @9
where the numerical flux ¢;4,/; is evaluated using a “numerical flux function” &:
b1z = B(W], W,) . (29)

(we write ¢,41/2 instead of 47, , for simplicity).

There exists many schemes of this type for the single-component Euler equations (see for
instance [13] and the references mentioned below). We are going to consider three of these
schemes, namely the Van Leer, Roe and Osher schemes, and we will describe three different
ways of extending each of them to the solution of the multi-component system (13).

3.1 The three basic Euler schemes

For the sake of completeness, we first briefly recall the definition of each of the considered
schemes for the Euler equations, using the notations:



8 3 FIRST-ORDER ACCURATE UPWIND NUMERICAL SCHEMES

p pu
U=(m&),G=(m‘2+p)- (30)
E u(E +p)
We will set:
( 0 1 0\
B(U) = _g_g_ — L’Z_;_:ﬁuz B=vu y-17. (31)
\ O l)us-uH H-(y-1)u? ~qu ]

3.1.1 The Van Leer scheme

Van Leer [27] introduced a continuously differentiable flux-splitting scheme, defined by the

flux function:
®(UL,Ur) = G+(UL) + G-(Ur) , (32)

where G, and G- satisfy G(U) = G4 (U)+G_(U) and are given by the following expressions:
*ifu>c, G(U)=GU), G-(U) =0;
*f—c<u<g,

([ L+o? )
Gt 4c )
1 u—2c
G.)=| & | = G+(“‘ 7) , (33)
G4 ¥ (GL)?
\ 2(?-1) G}
—-—(u — ¢c)? \
GL
1 U+ 2c
G-(U)=| G | = G—("- : ) ; (34)
G ¥ (GE)
\ 2(*-1) G

*ifu < —c, G4(U)=0,G_(U) = G(U).
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3.1.2 The Roe scheme

Roe [21] has proposed a conservative upwind scheme which uses an approximate Riemann
solver based on a linearization of the fluxes (see [21] and also [13]). The numerical flux
function of this scheme has the form:

G(UL) + G(U
2y, ) = LE IR | 4510, - u) (39)
where B = E(U L, UR) is a diagonalisable matrix which satisfies the property:
G(U) - G(Ur) = B(U1 — Ug) - (36)

We have used in (35) a classical notation: if C is a diagonalisable matrix, the matrix
|C| is defined as follows: the diagonalisation of C is written as C = TAT™), where A is
the diagonal matrix A = Diag[u, p2- - - tn), and one sets |C| = T|A|T-1, where |A] =
Diag[|p], |2l - - - |pa]-

There are several different ways of choosing a matrix B satisfying (36). Roe [21] proposed
to define B as follows: B is equal to the flux Jacobian matrix B evaluated for some state
U= U(UL, Ug) known as “Roe’s average of Uz and Ug". More precisely B = B[U(U,, Ug)),
where U = (j, pii, E)T is defined by the relations:

5= Pl\/—+ Pz\/— i = ul\/z+u2\/5 (37)
VIR RV VAt
. Hy/pi+ H:/F
H= 38
atvm 9
(in fact, defining p is not useful here since only i and H are needed to evaluate the Jacobian
matrix B(U)).

3.1.3 The Osher scheme

The scheme proposed by Osher and Solomon [20], which is referred to as the Osher scheme,
is based on the following expression of the numerical flux function:

U

a(uy, Ug) = LELE TR 2 1 g oyian (39)
where the integration is carried out on a path connecting Uy, and Uy in the state-space. The
integration path proposed in [20] is piecewise parallel to the right eigenvectors of the flux
Jacobian matrix B, and the evaluation of the integral in (39) relies on the knowledge of the
Riemann invariants associated with each eigenvectors (see [20] for more details). In fact,
two different “Osher schemes” exist: in the original scheme of Osher-Solomon [20], the path
connecting Uy and Uy, is piecewise parallel to 3 the right eigenvector corresponding to u +c,
r2 (corresponding to u) and r; (corresponding to u — ¢) in this order. On the opposite, one
can also define a so-called “physical Osher” scheme by choosing a path which is piecewise
parallel to ry, ro and 73 in this order (see e.g. [24] and Appendix A for more details).
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3.2 A first multi-component extension: the uncoupled approach

A first and simple approach to the numerical solution of (13) has been used in e.g. [12]. It
consists in treating separately at each time step the Euler equations and the species equation
in (13). In the sequel, this approximation will be referred to as the “uncoupled approach”
or “approach (A)”.

For the Euler equations, one uses one of the classical single-component “Euler schemes”
presented in the preceding section, with a “frozen 4”. This means that, for the evaluation

of the first three components of ¢;41/2 at time ¢, one uses the flux of one of the above Euler
. Y+ Y3
schemes computed using a frozen value 7,4/, = 7(_'_ 5 :+1>'

Beside this, one uses an upwind approximation of the donor-cell type for the species
equation; defining u?,, , = 5('u:‘-lf- u}4,), one evaluates the fourth component ¢}, s2 of Bis1y2

by:
4 _um (PY)F  ifuly, >0,
Pivie = Wz X { (pY )i i udyy, <0 (#0)
This donor-cell approximation is based on the non conservative form Y; 4+ uY, = 0 of the
species equation (which can be obtained using the first and fourth equation in (13)): the
variable Y is purely convected by the flow.

Another possibility is to use instead of uf,,,, the Roe averaged velocity:

ul/pt + u?+1\/P?+1

Ulhyyg = ! 4
+1/ \/;_):r + \/P?+1
and evaluate ¢f, j2 38
Y)P ifar,,>0
s g x| PV o ot MR 42
¢.+1/2 +1/2 { (pY):‘_’_l if u:‘+1/2 < 0. ( )

It is easy to see that approach (A) preserves the mass fraction positivity (if Y >0 for
all j, then Y;**' > 0 for all j), under an appropriate CFL condition (see [15]).

3.3 A second multi-component extension: the fully coupled ap-
proach

In this second approach, we do not treat any longer the Euler equations and the species
equation separately: instead, we consider the whole system (13) as an hyperbolic system of
coupled non linear conservation laws and extend to this bigger system the three basic Euler
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schemes described in Section 3.1. We will refer to this class of schemes as the “fully-coupled
approach” or “approach (B)”.

Remark 3: Of course, since we can compute the exact solution of the Riemann problem
(26), we could also define a “fully-coupled Godunov scheme”: calling W(o; Wi, Wg)) the
value of WR(at,t), which is independent of t for any ¢ € IR and t > 0, we would simply set
®(Wi,Wr) = W(0, W, Wg). e

3.3.1 The multi-component Van Leer scheme

A natural extension of the Van Leer flux decomposition to the multi-component case is
proposed in [17]. One simply sets:

Q(WL, WR) = F+(WL) + F_(WR) , | (43)

where Fy (W) = F(W) when u > ¢, F (W) = 0 when u < —c, and:

[ L+
(F}) ‘“
1 _u—2c
P (W) = Bl F*(u v )
+(W)— 3 - ’ _ (44)
F+ ,),2 (F-f-)z
2(y2—-1) FT
\re) | Y
\ YR} )

when —¢ < u < c. In (44), v is the local (non constant) specific heat ratio (18). The split
flux F_ is defined by analogous formulae (or by the identity F = F, + F_). As in the
single-component case, we also have here the property that, if all characteristic wave speeds
associated with the state W are positive (resp. negative), i.e. if u > ¢ (resp u < —¢), then
Fy(W) = F(W) (resp. F_(W) = F(W)). At this point also arises the question of the
validity of this flux decomposition, or of the stability of the resulting scheme: the scheme
uses an upward (resp. downward) differencing for F (resp. F_), because all wave speeds
associated with F, (resp. F_) are expected to be positive (resp. negative). But is it actually
the case ? The answer is given by the next result, which extends to multi-component flows
the result shown by Van Leer [26] in the single-component case (see [17] for the proof):

Proposition 3:

If the specific heat ratio 7y, of each species in the mixture satisfies the inequality 1 <
DF* DF- .
oW (resp. W) are real and positive

7 < 3, then all eigenvalues of the Jacobian matrix

resp. negative). o
P g
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3.3.2 The multi-component Roe scheme

The extension of Roe’s scheme to the two-component system (13) has been derived in (1)
and [9]. The two-component scheme relies on the relations:

Wi) + F(W
aw;, wa) = T EWR) L L diw, (45)
where A = A(WL, Wpr) satisfies the property:
F(Wy) — F(Wg) = AWy, — Wg) . (46)

Again we can define the averaged state W = (5, 5, E, 5Y)7 by:

p=PL\/53+PR\/7’; o = ULyPL +ury/PR a7
ot von Jrit R (#)
VPL+ /PR
g o YT+ YayBE )
VALt iR

(again determining j is not necessary). But in this two-component context (unless both
species in the mixture have the same specific heat ratio 41 = v, that is unless v = 4(W)
is a constant), the flux Jacobian matrix A(W) does not satisfy property (46). Therefore,
the matrix A is to be chosen different from A(W) (but close to the latter since we want our
extension to reduce to the usual Roe scheme when both species are the same). The result,

given in [1}, [9] is the following:

( 0 1 0 0 )
- B
(72 )z _vx B-7a -1 X'
A= . , (50)
—aﬁ'+(7; Jid — av % H-(GF-1)# 5u aX
\ —aY Y 0 @ )

where 4 = (W), but where X" is not equal to X'(W) given by (25). In order to insure that
property (46) holds, one has to choose:

T 001002(71 - '72)7.1
T VC.+(1-7)Cy (51)
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(compare with (25)), with:

- Ti/pr+Tr\/Pr z
7= TR T(R) (52)

The matrix A defined by (50)-(52) is then diagonalisable: its eigenvalues are i — ¢, @,
I a2
@, &+ & where & = (- 1) (H - %) from (24) (it is easy to check that this quantity
is positive), and its eigenvectors are given by expressions which are analogous to (23). We
leave it to the reader to check that A defined by (50)-(52) actually satisfies (46) (the details
of the proof can also be found in {1]).

Remark 4: We have said in Remark 1 that both systems (10) (with one equation for each
species) and (12) (with one equation for the mixture density p and one equation for all
but one species) are equivalent. Of course we found it helpful for all preceding calculations
to use system (12) whose first three equations have the form of the usual Euler equations.
But this formulation (12) (or (13) in the case of two species) also has a small drawback: the
expression (51) for the extended Roe scheme is less easy to extend to N-component mixtures
that the expression given in [1] , which is equivalent to (51), but which is derived by using
a system written under the form (10) where all species play the same role. o

3.3.3 The multi-component Osher scheme

The extension of the Osher scheme to multi-component flows has been done in {3]. The
extended scheme is of course defined by the analogue of (39):

&(Wyp, Wg) = AW)|dW | (53)

F(WL)+ F(Wg)
A

and the evaluation of the integral again uses the Riemann invariants. Let us recall here that
¢™ = ¢™) (W) is an m-Riemann invariant if:

3¢"‘

Vwd ™ (W).rm(W) = IZ

(rmh = (54)

as a consequence, a m-Riemann invariant is constant along a curve W(s) in the state-space

which is parallel to the m*® right eigenvector of the Jacobian matrix A4, i.e. along which 7

is always colinear with r,,(W(s)). Using the expression (23) of the right eigenvectors, it is
easy to check that the following quantities are Riemann invariants:
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m 1 2 3 4
Am u—c U u u+c
+ 2c u 2c

u u u —
YW)-1 W) -1

(m) _P_ _pP
¢ A7) P P )

Y Y

Table 1: Riemann invariants in the two-component case.

Several comments are needed here. Since Y is a Riemann invariant for the first and last
characteristic field, Y is constant along a curve W(s) parallel to the first or to the last
eigenvector. This explains that the two other Riemann invariants for these fields are the
same as in the single-component case. Beside this, there are only two Riemann invariants
associated with the eigenvalue u because u is a double eigenvalue.

Once the Riemann invariants are known, the problem of evaluating the integral in (53)
is essentially analogue to the similar problem in the single-component case, since Y (and
therefore ) is constant along those pieces of the integration path which are parallel to either
71 or 74. We refer the reader to [3] for more details. Again, two different Osher schemes can
be defined, depending on the integration path between W and Wj.

3.4 A third multi-component extension: the approximate Rie-
mann flux

A third approach (“approach (C)”) is proposed in [15]; it is motivated by the observation that
the above multi-component Roe and Osher schemes of type (B) do not preserve the maximum
principle for the mass fraction (that is, these schemes do not preserve the inequalities 0 <
Y < 1; see Section 5 and Appendix A below). On the opposite the fully-coupled Van Leer
schemes, and the fully-coupled Godunov scheme of Remark 3 do preserve the maximum
principle for the mass fraction. It is shown in [15] that this property of the multi-component
Godunov scheme is based on the following property of the exact solution of the Riemann
problem (we use again the notation W of Remark 3):

Proposition 4:

For any states W, and Wpg, the following equality holds:

o) = Povo) x {2 SRV (55)



15

Therefore we define approach (C) as follows for the Roe and Osher schemes, where the flux
evaluation is based on an approximate Riemann solver. We keep the first three components
of ¢;41/2 evaluated as in approach (B), and we compute the fourth component ¢f,, j2 of the
flux from the next relation, which mimics (55):

Yr i@y, >0
4 _n t 1+1/2 ’
bir1/2 = Pitryz ¥ { o i dl . <O (56)

Therefore, we see from Proposition 4 that the Godunov scheme of type (B) is also of type
(C). Approach (C) defines an approximate Riemann flux for the whole multi-component sys-
tem, and uses the same discrete mass fluxes for the species equation and the continuity
equation. But the main advantage of this approach it the following: it preserves the maxi-
mum principle for the mass fraction. The result shown in [15] is the following:

Proposition 5:

Under the following CFL-like conditions:

At {ma.X(¢}+1/2y 0) _ min(¢ll:+1/2’0) S 1 , (57)

Az or PP

the schemes of type (C) preserve the maximum principle for the mass fraction Y: for all 1

and n > 0:
minY? <Y <maxY? . e (58)
i I

Remark 5: All our numerical experiments performed using the Roe of Osher schemes
have shown that the condition (57) is not more restrictive in practice than the usual CFL
condition. e :

4 SECOND-ORDER ACCURATE UPWIND NUME
RICAL SCHEMES

Let us now consider the second-order extensions of the preceding schemes. Starting from the
previous first-order accurate schemes, the second-order accuracy will be obtained by using
piecewise linear variables instead of piecewise constant variables, and by evaluating the fluxes
¢is1/2 at the half time step n + 1/2. We follow here the “MUSCL” approach of Van Leer
[27]. The method involves six steps at each time level, starting from the values W

(a) We evaluate slopes s? for all variables which are chosen to be piecewise lin-
ear. Several choices are possible at this stage: for instance, one can choose either the
conservative variables p, pu, F, pY or the “physical variables” p, u, p, Y, or also the
characteristic variables (see [3C;) to vary linearly in each computational cell.
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(b) Slope limiters are used in order to avoid the creation of new extrema; here again
different strategies exist to evaluate the limited slopes (see e.g. [6], [22], [25], [26]). In
the numerical experiments whose results are reported below, we have used the superbee
limiter of Roe [22].

(c) The limited slopes are used to evaluate cell-interface values W, j2,+° for each
piecewise linear variable f, one sets:

A A
fap-=R+ =55, [l =7 - —ES (59)

(d) The solution is advanced in time over a half time step using a centered predictor,
setting:
At

Wt = W = L [FWi) = F(Wicajza)] - (60)

(e) Next, we again use the same slopes s7 to evaluate cell interface values W"_ﬁ%z*

n A
at the half time step (we set f’:’;%z_ = iy Tms:')

(f) Lastly, we complete the time step by evaluating W**!, using the upwind nu-
merical flux function &:

Wet - wr i - 9 |
At t Az - (61)
where:
+1/2 u+1 2 ﬂ+1 2
¢?+1//2 (W, +1/£ , s+1/é+) (62)

This construction (a)-(f) can be applied to any multi-component numerical flux function
®, that is to any of the schemes of types (A), (B) or (C) presented in the preceding sections.

Remark 6: It is shown in [15] that the second-order accurate schemes of type (C) preserve
the maximum principle for the mass fraction when the slopes of the physical variables are
limited, more precisely when the mass fraction Y itself (and not pY') is among the variables
which are chosen to vary linearly in each cell with limited slopes. o

Remark 7: We have restricted our attention to explicit first-order or second-order accu-
rate schemes for the one-dimensional problem (13). But several further generalizations are
possible: the extensions to N-component flows, to implicit schemes or to schemes operating
on unstructured meshes for the simulation of multi-dimensional multi-component flows is
straightforward (see e.g. [5], [15], [16]). @
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5 NUMERICAL RESULTS AND COMPARISONS

We present in this section a detailed comparison of approaches (A), (B) and (C). For this
purpose, we will mainly consider a two-component version of the classical shock tube problem
of Sod [23]. In other words, we will solve the Riemann problem (26) with:

pr=1, pr=0125,
up=0, wur=0, (63)
pe=1, pr=0.1.

The values of Yy, Yg, 71 and yg may vary from one experiment to another and will be
specified below. We will also sometimes consider a different (stiffer) shock-tube problem,
where:

pr=1, pr = 0.125 |

u, =0, 'UR"—'O,

pr=1000, pr=1, (64)
Yo=1, Yr=0,

v = 1.6, Tr=14.

5.1 First-order accurate results
5.1.1 The Sod shock-tube with constant 4.

To begin with, we consider the first-order accurate solution of the Sod shock tube, with the
same values of v at both sides of the initial discontinuity: v, = y8 = 1.4. Most results
presented in this section will be presented for Roe scheme of type (A), (B) or (C), at time
to = 0.21. They have been obtained using 101 equally spaced grid points in the interval
[—0.5,0.5], and 60 equal time steps (the average CFL number is around 0.75). The exact
solution is also plotted on each Figure, together with the numerical solution.

When we use the uncoupled approach (A) (with the formulation (42) based on ii;yy/2),

and with:
Yo=1, Ypr=0, (65)

we obtain the mass fraction profiles shown on Figure 2 (the Figure shows both profiles of
Yi=YandY>=1-Y).
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Species 1: min= 0.000E+00 max= 0.101E+01
Species 2: min= -0.809E-02 max= 0.100E+01

Figure 2: Mass fraction profiles for Sod shock tube with constant 4 = 1.4 (first-order accurate
Roe scheme (A), with initial data (65)).
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With “he same scheme, but with the initial data:
YL=0, YR=1a (66)

we obtain “ne profiles of Figure 3.
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Species 1: min= 0.000E+00 max= 0.100E+01
Species 2: min= 0.347E-12 max= 0.100E+01

Figure 3: Mass fraction profiles for Sod shock tube with constant 4 = 1.4 (first-order accurate
Roe scheme (A), with initial data (66)).

We observe here that, althoug approach (A) preserves the positivity of Y, it gives very
poor results. Oscillations appear in the rarefaction wave in Figure 2, whereas a “kink”
appears at the forward propagating shock in Figure 3. In particular, unphysical mass fraction
values exceeding 1 appear in Figure 2.

Another remark on these results concerns the comparisons of Figures 2 and 3. For the
sake of clarity, let us call Y (z,t) the exact solution of the Riemann problem (26) with the
data initial (63)-(65), and call Y'(z,t) the exact solution of the Riemann problem (26) with
the data initial (63)-(66). It is clear that these exact solutions satisfy the relation:

Y(z,t)+ Y(z,t) = 1. (67)

But Figures 2 and 3 show that the analogous relation is far from being true for the mass
fractions computed with approach (A). In other words, calling ¥, or ¥, the gaseous species
which is initially in the left compartment of the shock tube has an influence on the numerical
results ! This surprising fact comes from the conservative formulation: the mass fraction
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is obtained as a nonlinear function of the dependent variables: Y = KW‘;‘ This is also the
reason why approach (A) behaves so badly (there is indeed no need to sa;( that the schemes
of type (A) derived from the Osher and Van Leer schemes or from (40) also perform poorly):
the mass fraction is evaluated as the ratio of two variables which are advanced in time using
two different approximations, or more precisely two different upwindings: the upwinding for
W, is based on the artificial viscosity of Roe scheme, while the upwinding for Wj is based
on the donor-cell formulation (40) or (42).

We can also explain why the oscillations do not appear in the rarefaction wave in Figure
3, or why the kink does not appear at the shock in Figure 2. Obviously from the donor-cell
formulation (40) or (42), the scheme behaves correctly where Y = 0: if Y2, =Y =Y, =
0, then Y,-”“ = 0. But if we consider a problem where Y does not vanish, we get at the same
time the oscillations in the rarefaction wave and the kink at the shock (see Figure 4 where

we have taken Yz = 0.75, Yz = 0.25).

L
T
Y1 Y2

+I L

He

1

Jt

'+

e
Mw

4
L

Species 1: min= 0.221E+00 max= 0.756E+00
Species 2: min= 0.244E+00 max= 0.779E+00

Figure 4: Mass fraction profiles for Sod shock tube with constant y = 1.4 (first-order accurate

Roe scheme (A), with Yz = 0.75, Yz = 0.25).

Therefore, approach (A) gives unacceptable results; we will not consider it any longer.
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In contrast with the preceding results, approach (B) gives much better mass fraction
profiles. For the same problem as in Figure 2, we obtain the results of Figure 5. Clearly, the
discontinuity is smeared by the numerical diffusion, which is rather strong here since we use
a first-order accurate scheme; we can also note that some computed values of Y lie outside
the interval [0,1]. Nevertheless, the results are very acceptable.

e F S

+ *®
Y1 +|* Y2
+ »
+

*
*
| J

LWJLJMMMMH
Species 1: min= 0.000E+00 max= 0.100E+01
Species 2: min= -0.163E-06 max= 0.100E+01

+
+
+
+

Figure 5: Mass fraction profiles for Sod shock tube with constant 4 = 1.4 (first-order accurate
Roe scheme (B), with initial data (65)).

Another progress in comparison with approach (A) is the following: if we consider the
problem with initial data (66) (that is, if we change left and right), we obtain the profiles
of Figure 6, which look very close to those of Figure 5. In fact, in this particular case where
7 is constant, one can prove that the identity (67) is preserved in approach (B) (using the
relations (70)-(71), (75)-(76) and (80)-(81) in Appendix A).
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Species 1: min= -0.163E-06 max= 0.100E+01
Species 2: min= 0.000E+00 max= 0.100E+01

Figure 6: Mass fraction profiles for Sod shock tube with constant 4 = 1.4 (first-order accurate
Roe scheme (B), with initial data (66)).

Lastly, we consider the Roe scheme of type (C). The computed mass fraction profiles are
very similar to the ones obtained in approach (B), although now the computed values of the
mass fraction remain in the interval [0, 1], as expected from Proposition 5 (see Figure 7).
Moreover, approach (C) also preserves the identity (67): exchanging the roles of Yz and Yz
has no influence on the results.
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Species 1: min= 0.000E+00 max= 0.100E+01
Species 2: min= 0.000E+00 max= 0.100E+01

Figure 7: Mass fraction profiles for Sod shock tube with constant 7= 1.4 (first-order accurate
Roe scheme (C), with initial data (65)).

For the sake of completeness, we conclude this paragraph by showing the results obtained
for the hydrodynamic variables p, u,p and for the Mach number M. In fact, these results
are classical, since it is easy to see that, in this case where « is constant, that is where there
is no influence of the mass fraction Y over the flow, all approaches (A), (B) or (C) give the
same results for all hydrodynamic variables p, u, p, T, «- -, which is also the same result as
given by the numerical solution of the classical single-component Sod shock tube. Thus, the
slight differences between the solutions of the Roe, Van Leer, Osher-Solomon or “physical
Osher” schemes have already been observed in the literature (see e.g. [8], 28], and Figures
8 to 11).
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L/

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.929E+00 Mach : min= 0.000E+00 max= 0.928E+00

Figure 8: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant v = 1.4 (first-order accurate Roe scheme).

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.930E+00 Mach : min= 0.000E+00 max= 0.929E+00

Figure 9: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant v = 1.4 (first-order accurate Osher-Solomon scheme).
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Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.935E+00 Mach : min= 0.000E+00 max= 0.936E+00

Figure 10: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant 4 = 1.4 (first-order accurate “physical Osher” scheme).

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.931E+00 Mach : min= 0.000E+00 max= 0.930E+00

Figure 11: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant y = 1.4 (first-order accurate Van Leer scheme).
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5.1.2 The Sod shock tube with variable vy

We now solve the Sod shock tube problem with non constant v: we take v, = 1.4, 75 = 1.2,
andY; =1, Yr=0.

The results are shown on Figures 12 to 18 for the multi-component Van Leer scheme
(B) and for the multi-component extensions (B) or (C) of the three schemes of Roe, Qsher-
Solomon and “physical Osher”.

M
Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.970E+00 Mach : min= 0.000E+00 max= 0.933E+00

Figure 12: Density, velocity, pressure and Mach number profiles for Sod shock tube with
variable v (first-order accurate Van Leer scheme (B)).



5.1 First-order accurate results 27

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.970E+00 Mach : min= 0.000E+00 max= 0.933E+00

Figure 13: Density, velocity, pressure and Mach number profiles for Sod shock tube with
variable  (first-order accurate Roe scheme (B)).

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.970E+00 Mach : min= 0.000E+00 max= 0.934E+00

Figure 14: Density, velocity, pressure and Mach number profiles for Sod shock tube with
variable v (first-order accurate Roe scheme (C)).
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Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.970E+00 Mach : min= 0.000E+00 max= 0.934E+00

Figure 15: Density, velocity, pressure and Mach number profiles for Sod shock tube with
variable v (first-order accurate Osher-Solomon scheme (B)).

L

-S>
Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.970E+00 Mach : min= 0.000E+00 max= 0.935E+00

Figure 16: Density, velocity, pressure and Mach number profiles for Sod shock tube with
variable v (first-order accurate Osher-Solomon scheme (C)).
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L

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.970E+00 Mach : min= 0.000E+00 max= 0.934E+00

Figure 17: Density, velocity, pressure and Mach number profiles for Sod shock tube with
variable v (first-order accurate “physical Osher” scheme (B)).
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Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.970E+00 Mach : min= 0.000E+00 max= 0.934E+00

Figure 18: Density, velocity, pressure and Mach number profiles for Sod shock tube with
variable v (first-order accurate “physical Osher” scheme (C)).
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An interesting difference between these results and those obtained with constant + in
Figures 8 to 11 is the discontinuity of the velocity which appears at the contact discontinuity.
Clearly, this phenomenon is due to the fact that v is no longer constant in the present results;
an analysis of this point is presented in Appendix B below.

Apart from this, we again observe on Figures 12 to 18 some slight differences between
the results provided by the different schemes. But the major conclusion here is that no
significant difference can be observed between the fully coupled schemes (B) and schemes
(C).

Only for the mass fraction profiles can we find a real qualitative difference between
approaches (B) and (C), since the computed values of Y always lie in the interval [0, 1) when
approach (C) is used, whereas minimal values of Y of the order of —10~° are obtained with
the Roe and Osher schemes of type (B) (the calculations use double-precision arithmetics).
We do not show here the mass fraction profiles, since they all look very close to those of
Figures 5 to 7.

We can also compare the costs of approaches (B) and (C). In the above experiments, the
multi-component Roe, Osher-Solomon and “physical Osher” schemes of type (C) appeared
to be about 8% cheaper than the corresponding scheme of type (B). We can also add here
that this efficiency of approach (C) relative to approach (B) would be even greater if more
than two species were involved in the gaseous mixture under consideration.

5.1.3 The approach (C) with frozen vy

As it was proposed in a preliminary version of [15], we could also consider a simplified
approach (C), with the first three components of the flux ¢;,,/2 evaluated as in approach (A),
with @ frozen v, and the fourth component ¢}, ,,, evaluated from (56). This intermediate
approach would therefore have the programming simplicity of approach (A), but would
nevertheless use the property (56) of the multi-component Riemann flux, which in particular
guarantees the preserving of the maximum principle for the mass fraction.

The results are shown on Figure 19, for the Roe scheme of type (C) with frozen v, on
the Sod shock tube problem with variable 4. Clearly these results are worse than those of
the true approach (C) shown in Figure 13, especially in the neighbourhood of the contact
discontinuity. The gain in CPU time is another 8%.

It is interesting to notice here that this difference between approaches (B) and (C) on
one side and approach (C) with frozen 4 on the other side is appreciably reduced when we
solve the stiffer shock tube (64) instead of Sod shock tube. An explanation for this fact
can be found in the expression (50) of the Roe matrix A Freezing v essentially amounts to
neglecting X in the first term of the second and third rows of A: therefore, the bigger the

ratio —, the bigger the numerical error due to freezing 4. But a rough evaluation of this
u?

X
ratio shows that % ~ 3 for Sod shock tube, whereas == 1072 for the stiffer shock tube.
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Density : min= 0.125E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.964E+00
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Pressure : min= 0.100E+00 max= 0.100E+01
Mach : min= 0.000E+00 max= 0.946E+00

Figure 19: Density, velocity, pressure and Mach number profiles for Sod shock tube with
variable v (first-order accurate Roe scheme (C) with frozen 7).

The results for the stiffer shock tube are shown of Figures 20 to 22. Again no noticeable
difference is observed between approaches (B) and (C) (except again for the mass fractions,
where values of the order of —10~° again appear in approach (B)); but the results obtained

with v frozen are more acceptable in this case.

Nevertheless, we will not consider any longer this simplified approach (C) with « frozen
in the sequel; the true approach (C) is undoubtedly preferable.
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Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+01 max= 0.100E+04
Velocity: min= 0.000E+00 max= 0.361E+02 Mach : min= 0.000E+00 max= 0.168E+01

Figure 20: Density, velocity, pressure and Mach number profiles for the stiffer shock tube
(64) with variable v (first-order accurate Roe scheme (B)).

Ly
Dengity : min= 0,125E+00 max= 0.100E+01 Pressure : min= 0.100E+01 max= 0.100E+04
Velocity: min= O0.000E+00 max= 0.361E+02 Mach : min= 0.000E4+00 max= 0.168E+01

Figure 21: Density, velocity, pressure and Mach number profiles for the stiffer shock tube
(64) with variable v (first-order accurate Roe scheme (C)).
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D
Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+01 max= 0.100E+04
Velocity: min= 0.000E+00 max= 0.363E+02 Mach : min= 0.000E+00 max= 0.165E+01

Figure 22: Density, velocity, pressure and Mach number profiles for the stiffer shock tube
(64) with variable « (first-order accurate Roe scheme (C) with frozen 7).

5.2 Second-order accurate results
5.2.1 The Sod shock tube with constant v

" We now consider the second-order accurate solution of the Sod shock tube with the intial
data (65) and 4, = yr = 1.4. Since 7 is constant, the results given in this case by schemes
(B) and (C) for the hydrodynamical variables coincide with the corresponding results for
the single-component Sod shock tube. Nevertheless, we show them below for the sake of
completeness.

Figure 23 shows the mass fraction profiles obtained with the second-order accurate Roe
scheme of type (C). In this result, as in all other second-order accurate calculations, the
width of the numerically smeared contact discontinuity has been reduced by a factor of
about 2 in comparison with the first-order accurate of Figures 5 to 7 (of course, the mesh
and time step have not been changed).
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Species 1: min= 0.000E+00 max= 0.100E+01
Species 2: min= 0.000E+00 max= 0.100E+01

Figure 23: Mass fraction profiles for Sod shock tube with constant v = 1.4 (second-order
accurate Roe scheme (C), limiters acting on the physical variables).

No noticeable difference appears between the mass fraction profiles given by the various
second-order accurate schemes under consideration, except that the values of Y evaluated
using the Roe and Osher schemes (B) range in the interval [-10~2, 1], irrespective of whether
the slope limiters are applied to the conservative, physical or characteristic variables, whereas
the Van Leer scheme (with any limiting strategy) and the schemes (C) with the limiters
acting on the physical variables do preserve the maximum principle for the mass fraction (as
expected from Remark 6).

The results for the hydrodynamical variables are shown on Figures 24 to 32 for the
Roe, Osher-Solomon and Van Leer schemes, with the three different limiting strategies. We
reach here the same conclusions as in the single-component case: the results obtained when
limiting the conservative variables are worse than those obtained when limiting the physical
variables, which are in turn slightly worse than those obtained with the limiters acting on
the characteristic variables (the costs of these three strategies are of course in the opposite
order). We do not show the results obtained with the “physical Osher” scheme, which are
close to those of the Roe and Osher-Solomon scheme.
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P M
o
Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.933E+00 Mach : min= 0.000E+00 max= 0.936E+00

Figure 24: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant v = 1.4 (second-order accurate Roe scheme, limiters acting on the conservative
variables).

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.929E+00 Mach : min= 0.000E+00 max= 0.932E+00

Figure 25: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant 7 = 1.4 (second-order accurate Roe scheme, limiters acting on the physical va-
riables).
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Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.929E+00 Mach : min= 0.000E+00 max= 0.931E+00

Figure 26: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant v = 1.4 (second-order accurate Roe scheme, limiters acting on the characteristic
variables).

P M
4
Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.942E+00 Mach : min= 0.000E+00 max= 0.947E+00

Figure 27: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant 4 = 1.4 (second-order accurate Osher-Solomon scheme, limiters acting on the con-
servative variables).
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Pressure : min= 0.100E4+00 max= 0.100E+01

Density : min= 0.125E+00 max= 0.100E+01
Mach : min= 0.000E+00 max= 0.937E+00

Velocity: min= 0.000E+00 max= 0.933E+00

Figure 28: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant v = 1.4 (second-order accurate Osher-Solomon scheme, limiters acting on the phy-

sical variables).

0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Mach : min= 0.000E+00 max= 0.932E+00

Density : min=
Velocity: min= -0.466E-15 max= 0.930E+00

Figure 29: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant v = 1.4 (second-order accurate Osher-Solomon scheme, limiters acting on the cha-

racteristic variables).
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B>
Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.978E+00 Mach : min= 0.000E+00 max= 0.990E+00

Figure 30: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant oy = 1.4 (second-order accurate Van Leer scheme, limiters acting on the conservative
variables).

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.941E+00 Mach : min= 0.000E+00 max= 0.945E+00

Figure 31: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant 4 = 1.4 (second-order accurate Van Leer scheme, limiters acting on the physical
variables).
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Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.934E+00 Mach : min= 0.000E+00 max= 0.937E+00

Figure 32: Density, velocity, pressure and Mach number profiles for Sod shock tube with
constant v = 1.4 (second-order accurate Van Leer scheme, limiters acting on the characte-
ristic variables).

5.2.2 The Sod shock tube with variable «

We have done similar comparisons of the different second-order accurate schemes for the
Sod shock tube with variable «y (we again take vy, = 1.4, vz = 1.2). We simply present on
Figures 33 to 38 the results obtained with the second-order accurate Roe schemes of type
(B) and (C).
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Y1
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M

Species 1: min= 0.000E+00 max= 0.100E+01
Species 2: min= -0.478E-03 max= 0.100E+01

g* | | | |

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.961E+00 Mach : min= 0.000E+00 max= 0.948E+00

Figure 33: Mass fraction, density, velocity, pressure and Mach number profiles for Sod
shock tube with variable v (second-order accurate Roe scheme (B), limiters acting on the
conservative variables).
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Species 1: min= 0.000E+00 max= 0.100E+01
Species 2: min= -0.197E-03 max= 0.100E+01

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.961E+00 Mach : min= 0.000E+00 max= 0.948E+00

Figure 34: Mass fraction, density, velocity, pressure and Mach number profiles for Sod shock
tube with variable 4 (second-order accurate Roe scheme (B), limiters acting on the physical
variables).
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Species 1: min= 0.000E4+00 max= 0.100E+01
Species 2: min= -0.247E03 max= 0.100E+01

D \4
k
Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.959E+00 Mach : min= O0.000E+00 max= 0.948E+00

Figure 35: Mass fraction, density, velocity, pressure and Mach number profiles for Sod
shock tube with variable v (second-order accurate Roe scheme (B), limiters acting on the
characteristic variables).
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Species 1: min= 0.000E+00 max= 0.100E+01
Species 2: min= -0.155E03 max= 0.100E+01

Density : min= 0.125E4+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.959E+00 Mach : min= 0.000E+00 max= 0.948E+00

Figure 36: Mass fraction, density, velocity, pressure and Mach number profiles for Sod
shock tube with variable v (second-order accurate Roe scheme (C), limiters acting on the
conservative variables).
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Species 1: min= 0.000E+00 max= 0.100E+01
Species 2: min= 0.000E+00 max= 0.100E+01

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E4+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.960E+00 Mach : min= 0.000E+00 max= 0.949E+00

Figure 37: Mass fraction, density, velocity, pressure and Mach number profiles for Sod shock
tube with variable v (second-order accurate Roe scheme (C), limiters acting on the physical
variables).
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Species 1: min= 0.000E+00 max= 0.100E+01
Species 2: min= 0.000E+00 max= 0.100E+01

| 4 M %
d
Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.958E+00 Mach : min= 0.000E+00 max= 0.948E+00

Figure 38: Mass fraction, density, velocity, pressure and Mach number profiles for Sod
shock tube with variable v (second-order accurate Roe scheme (C), limiters acting on the
characteristic variables).
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It is interesting to compare these results with those of Figures 24 to 32. Since v is
constant on each side of the contact discontinuity, one could think that the features of the
present numerical results which are intrinsically due to the presence of two species can only
be found in the neighbourhood of the contact discontinuity; in particular, one could think
that the computed rarefaction wave, where v has the value 1.4, should be exactly the same
as in Figures 24 to 32. But such is not the case: the solution is now more diffused at
the tail of the rarefaction wave, except in the case where limiters act on the conservative
variables with approach (B) (see Figure 33, where the overshoot in the velocity profile has
been aggravated, but where the solution is less diffused at the front of the rarefaction wave).
We have to conclude that this excess of numerical diffusion is due to the fact that + is not
constant, and that it appears at the very beginning of the calculation, before the rarefaction
wave and the contact discontinuity are well separated. At the contact discontinuity itself, we
see that the slight discontinuity of the velocity again appears, and that an undershoot can
be observed for the density on the right side of the contact discontinuity (this is particularly
clear when the limiters act on the characteristic variables; see Figures 35 and 38). We again
refer to Appendix B for a discussion of the effects of the variations of 4 on the numerical
results.

For the mass fractions, we again observe that minimal values of Y of the order of —10~3
are obtained with approach (B), whereas the approach (C) preserves the maximum principle
when the limiters act on the physical variables. An unexpected observation is also that the
width of the numerically smeared contact discontinuity measured on the mass fraction profiles
is substantially reduced in Figure 33 (approach (B) with limiters acting on the conservative
variables).

An important conclusion remains that the results of schemes (B) and (C) are again
completely comparable, and that approach (C) remains a little cheaper than approach (B).

All the above conclusions also hold when the stiffer shock tube (64) is used to compare
the different schemes.

6 CONCLUSIONS

In this study, we have considered three approaches for the computation of mixture flows: an
uncoupled approximation (A) where the Euler equations for the mixture are solved with a
classical upwind scheme using “frozen 4" and where the mass fraction equations are approxi-
mated by a donor cell scheme; a fully-coupled approximation (B) which uses a generalisation
of the classical schemes designed for single-component inviscid flows to the complete system
of the multi-component Euler equations, and a modified coupled approach (C) which relies
on approach (B) but where the mass fraction equations are solved using the very upwinding
of the continuity equations.

The main conclusions of the extensive comparisons presented above are the following.
Clearly, the schemes which partially decouple the Euler equations and the species equations
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using a “frozen v approach” give unacceptable results. When v is constant, all approaches
give the same results for the hydrodynamical variables, whereas the results given by all
approaches when v actually varies are not quite as good as for constant . Moreover, these
comparisons also show that modifying the multi-component Roe and Osher approximate
Riemann solvers (B) as proposed in approach (C) enhances the quality of the computed
results for the mass fraction: the schemes (C) actually preserve the maximum principle for
the mass fraction, as predicted in Proposition 5 and Remark 6, without altering the results
obtained for the hydrodynamical variables.

This advantage of schemes (C) over the unmodified Roe and Osher multi-component
schemes (B) may reveal useful in many applications, including reactive flows. In particular,
the fact that we have obtained here computed values of the mass fraction Y which are out
of the interval [0, 1] only by a small amount (10~2) when using schemes (B) should not hide
that the ability of these schemes to produce unphysical values of the mass fractions may well
become much more unacceptable in other cases.

More generally, we have observed that the considered extensions of the Roe, Osher and
Van Leer schemes to mixture flows roughly behave as the classical single-component Roe,
Osher and Van Leer schemes for a shock tube problem, except at the contact discontinuity
where additional difficulties appear if the specific heat ratio v actually varies.

The last conclusion of the above calculations is that applying the slope limiters to the
“physical variables” appears to be the best strategy for multi-component flows; this is un-
doubtedly true when schemes (C) are used, as suggested by Remark 6.

7 APPENDICIES

7.1 Appendix A

In this Appendix, we show that the multi-component Roe and Osher schemes (B) do not
always preserve the maximum principle for the mass fraction.

Let us begin with the “physical Osher” scheme. The states W and W being considered
given, we need to introduce some notations in order to detail equation (53). The path T
connecting W, and Wg is made of three pieces (we denote I' = I'; U '3 UT), which are

defined by the following properties: w is parallel to the first eigenvector r,(W(s)) on Iy,

ds
d
%Vs’_ is parallel to the fourth eigenvector r((W(s)) on Iy, and T‘i‘:— lies in the eigenspace

associated with the eigenvalue u on I';. Furthermore, we call W;,;; and Wy/; the end points
of I';. Moreover, since the first characteristic field is genuinely non linear (see (3], [17]),
there exists at most one point where A; vanishes on I'y; this point, called a sonic point, is
denoted Wy;. In the same way, there exists at most one point W), where A4 vanishes on I's.
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Lastly, u is constant along I'; since this eigenvalue is associated with a linearly degenerate
characteristic field: we denote u = u* on I'; (see Figure 39).

Wis Ways

Iy
Wis

1/3

WL WR

Figure 39: The path connecting Wy, to W for the physical Osher scheme.
With these notations, the integral in (53) is easily evaluated. For instance, we have:

L awaw = [T signOu(W)AW)aw
* (68)

= sign(A(WL))[F(W, /a) F (WL)]
since sign(A;(W)) is constant on the considered piece of I';. Then, (53) can be rewritten as:

F(WL) + F(Wg) az_qn(u
2

(W, Wg) = )[F(Wz/a) F(Wys)]

. ) (69)
-3 J 14w -5 [ |aw)law .

Since we know that the mass fraction Y is constant along I'; and I';, we can write the
first and fourth components of the numerical flux under the form:

QI(WL, WR) = @}’_(WL, WR) + Q}-(vav WR) ) (70)
(Wi, Wr) =Yy @4 (W, Wg) + Yr 1 (W, Wp), (1)

where:

ey wi, W) = Z0 2 ([ awyaw) + 2 pwy, (1)
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-3 (f oniaw) - ey

®L (WL, Wp) =

Therefore, from (70) and (71), the “physical Osher” scheme (B) uses the same discrete
mass fluxes for the continuity equation and for the species equation, as the schemes (C). But
it is proved in [15] that, when (70)-(71) hold, a necessary and sufficient condition to preserve
the maximum principle for the mass fraction is:

L (W, Wg) >0, ®L(W.,Wg)<O0. (74)

We can notive here that, for the multi-component Van Leer scheme, we have the relations:
@' (Wi, Wg) = Fy(Wi) + FZ(Wr), (75)

(Wi, Wr) = Yy Fy(WL) + Yr FL(Wg), (76)

which are very similar to (70)-(71). Moreover, it is easy to check that F}(W) > 0 and
F}(W) < 0 for all W: in view of (74), this is the reason why the multi-component Van Leer
scheme preserves the maximum principle for the mass fraction.

Unfortunately, (74) does not always hold for the “physical Osher” scheme. Tables A.1
and A.2 below, where we distinguish between 16 different cases, following Spekreijse [24],
show when (74) holds or not:

ur < CL,URr > —ap | ug > Cr,up > —QpR
cy3 <u’ Yes(1) Yes(5)
0<u” <cy3 Yes(2) No (6)
—Cy3 <u' <0 Yes(3) No (7)
u' < —Cy3 Yes(4) No (8)

Table A.1: Maximum principle for the mass fraction using the “physical Osher” scheme.

. ur < cr,up < —a@p|ur > cr,up < —ap
crys < U Yes(9) Yes(13)=
0<u*<cys Yes(10) No (14)
—cy3<u’ <0 Yes(11) No (15)
u' < —Cy/3 Yes(12) No (16)
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Table A.2: Maximum principle for the mass fraction using the “physical Osher” scheme.
We leave the details of the investigation to the reader.

We can illustrate these results by considering the shock tube problem defined by the
relations:

pr=1, pr = (14)°,

up =2, up =10,

pr=(14)"", pr=(14)%, (77)
Y:=1, Yp=0,

mw=14, vr=14.

This problem corresponds to cases (6) and (7), which are the most likely to occur among
all cases where (74) does not hold (see Spekreijse [24]). We chose it such that Wy 3 = Wy3 =

Wk.

Let i be such that W? = W, for all j < i and W) = Wg for all j > i. A straightforward
calculation shows that, after one time step:

(PY)} = 2 l(ou) — (ke (78)

()% = o+ ol(ow)s — (oYl (79)

Since [(pu)L — (pu)i/s] & —0.52, we have Y| < 0, and the maximum principle is not
preserved. Similarly, the same conclusions hold for the Osher-Solomon scheme.

Let us now consider the multi-component Roe scheme. It is easy to see that (70)-(71)
also hold for the multi-component Roe scheme (B) (that is, that the multi-component Roe
scheme also uses the same discrete mass fluxes for the continuity equation and the species

equation). We have here:

PLWL W) = pulus + i) Pl B
(80)
__ﬂ_ i-é ﬂ pAu Ap ﬂél‘
+m+m(' HZ - Z +lara(E + 22%)
®_(We,Wr) = pr(ve— ) + |u|,/—\/+/-)_3\/” ézp
(81)
VPR . Bp  pA op ﬁ-\g
‘2(m+m)('“‘°'{ez P+ la+ a3l + 2%

where p = |/pLpr, Au = u — ur, Ap = pL — pr-
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To show that the multi-component Roe scheme (B) does not always preserve the maxi-
mum principle for the mass fraction, we simply exhibit now an example where (74) does not
hold. We consider the shock tube problem defined by the relations:

pL:l: pR=1)
‘U,L=-—1, UR‘—'].,
HL=1, HR=5’ (82)

YL'-‘—"]., YR=0,
=14, ~yp=14.

These values have been chosen so that all eigenvalues of the matrix A are positive, which
simplifies the expression of the fluxes since (45)-(46) then imply that ®(W., Wg) = F(WL).
We have here ®1 (W, Wg) = —1, ®1 (W, W) = 0, and (74) does not hold.

7.2 Appendix B

In this Appendix, we discuss about the specific problems which appear when + is not con-
stant, and show that all upwind schemes considered above have difficulties in treating these
problems.

As said before, the slight oscillations which appear at the contact discontinuity in the
preceding multi-component results when + is not constant are intrinsically related to the
presence of several species. Following the analyses in {1} and {17], we analyse the origin of
this difficulty by considering a Riemann problem (26) where the two states W, and Wy, are
supersonic and can be separated by a contact discontinuity (more precisely, we assume that
up = ug = 4, ug > Cr, Ug > CR, PL = pr = P). We further assume that we use an upwind
scheme which satisfies:

(W, W)= F(Wy) , (83)
in the present case, a natural condition since the states W and Wy are supersonic. After
spatial discretization, we have at time t = 0: VV}’ =W forj <i-1, VV;’ = Wp for
j > 1. Using the consistency relation ®(W, W) = F(W), it is easy to see that the values W}
(updated values after one time step) are equal to W} for all j # 4, and that W} is given by:

W} = We - 2o (F(Wr) - F(Wy) . (34)

Calling v = aAt the Courant number (0 < v < 1 from the CFL stability condition), we

T
easily deduce from (84) that:
pi =1 -v)pr+vpr, (85)

1 _ (1—v)prYr+vpLYsL ’ (86)

Y.
(L-v)or+voL

3
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and:
uil =4, (87)

p} . 1-v v
=177 (‘/(YR) =17 30 - 1) | (88)

Thus, after one time step, the velocity has the correct value at each node, but the pressure
is modified at node ¢ (since in general p} # 5). This inability of the scheme to reproduce
from one time level to another the constant pressure 5 may well cause after several time
steps the observed oscillations, and is directly related to the fact that v is not constant, i.e.
that the fluid is a mixture of several species.

Before investigating relation (88) in more detail, we want to point out that the preceding
observation holds as soon as the assumption (83) is satisfied; in particular it holds even if an
exact Riemann solver is used at each mesh interface z;,,/;, as in the Godunov method, or
with the Van Leer scheme. Only Glimm’s scheme [10], which does not use the average process
involved in Godunov-type schemes, would provide the correct pressure p} = 5. Another way
to overcome this difficulty is to move the mesh points which are located in the neighbourhood
of the contact discontinuity with the speed 4, as in the moving mesh method of Harten and
Hyman {14)].

For the sake of simplicity, let us now assume that Yz = 1, Yz = 0. Then (88) yields:

pi _ v(v = 1)prCos + (1 = v)(12 — 1)prCinr ( 1-v v ) (89)

7 vprCoL + (1 — v)prCor YR—=1 7 -1)°
Keeping all other parameters fixed, we consider the right-hand side of (89) as a function

: — prCoL _ v
of 7, and qr, denoted f(yz,7r). Denoting a = 0= v)paCor and § = -—, we can

rewrite:
f('YL 73) — [a('YL - 1) + VR — 1] [ﬂ('YL - 1) + YR — 1] (90)
’ (a+1)(B+ 1) ~1)(vr - 1)

We will consider now two different examples. We show on Figure 40 the plot of the
function yg — f(7L,7r) in the case where @ = 2, 8 = 1, for three values of v;. Obviously,
it appears that, for the same value of |y, — +g|, the situation after one time step will be
worse in the case when 7p < 7 than in the case when 95 > 7;: for instance, we have
f(1.6,1.2) > f(1.2,1.6) > 1.
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Figure 40: The plot of f(7r,7zr), for three values of v, (@ =2, f = 1)

On the contrary, in the case where a = 0.5 and 8 = 1, opposite conclusions arise, as
shown by Figure 41; in particular, we have there f(1.2,1.6) > f(1.6,1.2) > 1.
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Z} f(rL,7R)

05T

00T
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Figure 41: The plot of f(vr,7r), for three values of v, (a = 0.5, 8 = 1).

These conclusions can be illustrated by the following results. First, we consider the Sod
shock tube (which corresponds to a situation where a > [ as in Figure 40 since the density
decreases across the contact discontinuity), with two different cases: for Figure 42, we take
vL = 1.2, yp = 1.6, whereas we take 7, = 1.6 and yp = 1.2 for Figure 43. Clearly, the
results of Figure 43 are worse than those of Figure 42.

Similarly, we also consider the stiffer shock tube (which corresponds to a situation where
a < f as in Figure 41 since the density increases across the contact discontinuity), with two
different cases: 7, = 1.6, yg = 1.2 (Figure 44), and v, = 1.2, yp = 1.6 (Figure 45). Here,
the results of Figure 45 are worse.
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Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.982E+00 Mach : min= 0.000E+00 max= 0.938E+00

Figure 42: Density, velocity, pressure and Mach number profiles for Sod shock tube with
7L = 1.2, 4g = 1.6 (first-order accurate Roe scheme (C)).

—

Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.100E+00 max= 0.100E+01
Velocity: min= 0.000E+00 max= 0.950E+00 Mach : min= 0.000E+00 max= 0.868E+00

Figure 43: Density, velocity, pressure and Mach number profiles for Sod shock tube with
vt = 1.6, 7 = 1.2 (first-order accurate Roe scheme (C)).
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s
Density : min= 0.125E+00 max= 0.100E+01 Pressure : mine 0.100E+00 max= 0.100E+04
Velocity: min= 0.000E+00 max= 0.375E+02 Mach : min= 0.000E+00 max= 0.220E+01

Figure 44: Density, velocity, pressure and Mach number profiles for the stiffer shock tube
with 77 = 1.6, 7g = 1.2 (first-order accurate Roe scheme (C)).
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Density : min= 0.125E+00 max= 0.100E+01 Pressure : min= 0.750E-01 max= 0.100E+04
Velocity: min= 0.000E+00 max= 0.395E+02 Mach : min= 0.000E+00 max= 0.139E+01

Figure 45: Density, velocity, pressure and Mach number profiles for the stiffer shock tube
with 4, = 1.2, yg = 1.6 (first-order accurate Roe scheme (C)).

Of course the previous analysis based on relations (89)-(90) only applies for the first

time step, in a very special situation. Therefore, it just gives some insight on the reason
why rather poor results are obtained in the neighbourhood of the contact discontinuity in
Figures (42) to (45). The main conclusion of this Appendix is only qualitative: all upwind
schemes considered in this paper do not behave well in the presence of strong variations of
5.
Remark B.1: Concerning the numerical solution of a contact discontinuity, we can add
here another comment: it is easy to check that, in the single-component case, the schemes
of Roe and Osher exactly solve a steady contact discontinuity, whereas the Van Leer scheme
does not. We leave it to the reader to check that, in the multi-component case, the Roe and
Osher schemes (B) and (C) still exactly solve a steady contact discontinuity, while the Van
Leer scheme (B) still fails to solve it exactly. To remedy this, one could think of introducing
a Van Leer scheme (C) constructed using relation (56); unfortunately, this Van Leer scheme
(C) exactly solves a steady constact discontinuity only if 4 and p are constant across this
discontinuity, that is only if Y is the sole discontinuous variable. o
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