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THE FREE ACCESS STACK ALGORITHM BEYOND INFINITY

Philippe JACQUETTY
INRIA
FRANCE

Abstract. We give an analytical evaluation of the behaviour of the free access stack
algorithm when the input load, )\ packet per slot, is above the maximum throughput
achievable by the protocol (within 0.360177 packet per slot) in infinite population model.
In particular we analytically and quantitatively derive the marginal output stream that
the system sustains on the channel.

LE PROTOCOLE EN ARBRE AU DELA DE L’INFINI

Résumé. Nous donnons une évaluation analytique du comportement du protocole en
arbre a arrivées libres quand le taux d’arrivée, de A paquet par slot, est supérieur au débit
maximum que peut soutenir le protocole (a savoir 0.360177 paquet par slot) dans le modéle
de la population infinie. En particulier nous dérivons de maniére analytique et quantitative
le débit de sortie marginal que le systéme continue de fournir sur le canal.

1 This research was partially supported by the ESPRIT II Basic Research Actions Pro-
gram of the EC under contract No. 3075 (project ALCOM).
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1 INTRODUCTION

We analyze the performance of a protocol for managing the use of a single-channel packet
switching communication network such as that used in the Ethernet. We adopt the follow-
ing model, commonly taken as the basis of mathematical studies of multiple access channel
[3]. The time is slotted, and stations can start transmitting only at the beginning of slots.
Each packet is supposed to be exactly one slot long. Each transmission is within the recep-
tion range of every user. When more users than one transmit simultaneously, packet are
said to collide, none is correctly transmitted; these collisions are treated as transmission
errors and each user strives to retransmit its colliding packet till it is correctly received.
The retransmission policy is the collision resolution algorithm.

In this paper we consider the stack algorithm with free access [1,2,3,4,5]. We adopt the
infinite population model. This probabilistic model assume a potentially infinite number of
users, among them at each slot new active users (users with a new packet to be transmitted)
follows a Poisson distribution equivalent to A packet per slot. It has been shown [2,4] that
this model implies that the network cannot be stable if quantity A exceeds some critical
value Apax. Theoritical value of Ap,x can be computed with an arbitrary accuracy, for
instance Aga.x = 0.360177...

Fayolle et al. [1,2] published a complete analysis of this protocol in infinite population
model when A < Apax. Under this condition the network is stable and packets experience
finite delay with probability one. 1] gives a complete characterization of the packet delay
distribution versus quantity A. The question remained about the behaviour of the network
when A > Apax. The purpose of this paper is to give a qualitative and quantitative answer
to this question. It will be shown that when A > A .x packets can experience infinite delay
with a non-zero probability, which increases when ) increases. A key result is the fact that
finite delays are also finite in mean (and in other moment), and that the network reaches a
kind of stable state with a continuous exits rate from packets that experience finite delay.

We give an exact evaluation of this exit rate, or marginal output stream, of A, packet
per slot. We show that limy_,., Ao = 0 but we always have A\, > 0 when A > 0. This
property illustrates the robustness and flexibility of the stack algorithm when submitted
to extreme conditions. That property strongly counterparts the weakness of some other
algorithms like ALOHA or the exponential back-off algorithm (the one used in standard
Ethernet): it is known [ref] that both of them are unstable under infinite population
model as soon as A > 0, and A\, = 0 in every case.

A. Description of the protocol

We stress the reader to refer to [1,2,4] for a complete description of the stack algorithm
and its properties. Follows a short description of the algorithm.

The protocol we consider is free access. Free access means that every station that
generates a new packet immediately transmits at the beginning of the next slot, say slot
number s. Doing so it initializes a counter C(s) at zero and follows the rules below.

I1 If C(s) = 0, the station transmits on slot s. If a collision occurs, counter C(s + 1)
assumes one of the values zero and one with respective probability p and ¢, p+¢ =1
(the station has to follow the retransmission policy). Otherwise if no collision is
detected, the transmission was successful and the counter C(s) becomes idle.
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I2 When C(s) > 0, the station modifies the counter either when slot s is a collision,
whereupon C(s + 1) = C(s) + 1, or when slot s is a blank or a success, in which case
C(s+1)=C(s)—1.

From a global point of view this protocol consists of monitoring a virtual stack containing
the station which are waiting for (re)transmission. The stack is a sequence of cells, indexed
by {0,1,2,---}: during the slot s, the elements of cell number ¢ are the stations such that
C(s) = i. According to the protocol, the stack levels are incremented in the event of a
collision (and colliding users split over the two first levels), and decremented in the event
of a blank or success slot.

B. Parameters of interest

The key parameter of this protocol is the session. The session is the set of slots involved
in the resolution of a given initial collision. To be precise we define the notion of n-session
by the minimal set of slots separating the following two events:

1) there are exactly n station inserted in the global stack, and each of them is stored at

level 0;
2) counting from this initial slot 1) the number of non collision slots just exceeds the
number of collision slots by one (i.e., the stack is emptied).
The length of an n-session is usually termed the collision resolution interval (CRI) and
will be here noted by L,,.
Another parameter of interest involves deeper insight in the retransmission process.
We call S(u) the output polynom of an n-session. Supposing that the n-session starts at
slot 1, we have the identity

n

k=L
Sn(u) = Z Sruk
k=1

with 6 = 1 if slot k is a success, and 6 = 0 otherwise. The variable u is a complex number
of modulus a priore stricly less than unity, as supposed in classic generating functions.

2 PROBABILISTIC MODEL AND CONSIDERATIONS

We assume that the number of station is so large as to be effectively infinite. Moreover,
the number A of newly created active users in each slot is assumed to be independent of
the state of the stack and its history and to be Poisson with a fixed rate A,

Pr{A=n}= %—!-e_A .

According to this model let P,(u) be the characteristic function of the (finite) length of an
n-session, namely P,(u) = 3 7o, Pr{L, = k}u*. In the latter formula quantity u refers
to a complex number of modulus less than or equal to unity. From obvious considerations
we have Py(u) = Pi(u) = u. Of course P,(1) =1 — Pr{L, = oo}. Let P, = P,(1) be the
probability for an n-session to be finite. When A < Apax, we have P, = 1 for all values of
n. When A > M., we generally have P, < 1, except for the trivial cases which lead to
Py = P, =1 whatever be A.

Let us introduce S, (u) as the mean output polynom of an n-session. We have S, (u) =
E[S.(u)] or, in other words, S,(u) = 3 4o, ufF Pr{L, > k & slot k is a success}. Of course
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So(u) = 0 and S;(u) = u. The output polynom is a special feature that captures the
output process sustained by the protocol. Note that the definition of S,(u) fits the case
where the n-session is infinite (L, = co). In particular, by Cesaro,

liml(l —w)Sp{u) = (1 = P,)A,

where A, is the marginal output stream allowed by the protocol when A > Apax. Thus
determining S,(u) leads to the determination of quantity A\, when A > An.x (When A <
Amax We have A, = A but the previous equation does not find any application since P,, = 1).

The next section of paper is dedicated to the statement of functionnal equations that
determine parameters P,(u) and S,(u). A special section develops the resolution of such
equations. Quantitative results arc presented and discussed in the last section.

3 THE FUNCTIONAL EQUATIONS

A. Equations about CRI length

The classic recursion formula for n > 2, see [1,2] L, =1+ Ly, 44, + Ln,+4,, (With A; of
Poisson A) holds, even with infinite value. Introducing P(z,u) = 3 ._, Pu)z"e™%/n!, we
get the functional equation:

P(z,u)

u

= (14+2)e "+ P(pz+ X, u)P(gz+ X, u)—P(A\, u)(P(X u)(1+2)+ P,(A u)z)e™*, (1)

with P, expressing the first derivative of P(z,u) with respect to variable z. Expresing
P(z) = P(2,1) we get

P(z) = P(pz + A)P(qz + ) + (1 + 2)e™> = P(A)(P(A)(1 + 2) + P'(M)z)e™,  (2)

(P’(z) is the first derivative of P(z)). Note that P(z) = 1 (the P,s are all equal to 1) is a
trivial solution to (2); in fact this is the real solution when A < Apax. The problem is to
find the other solution which becomes the real one when A > Apnax. This will be treated
in section 2.

Let us introduce X,, = E[L,, when finite], or in other words X,, = P, (1). Using the
generating function X (z2) = Y oo  Xpz"e™*/n! = P,(z,1), we get the functional equation

X(2) =P(z)+ P(gz + M) X(pz + \) + P(pz + \) X (gz + ))—

~X(N)@2PA)(1+2)+ P (N2)e = X' (AN)P(N)ze™* . ()

The knowledge of P(z,u) or, in particular of P, and X,, allows us to determine the
temporary behaviour of the protocol before meeting an infinite CRI. But, of course some
works remain to determine the behaviour of the algorithm during an infinite CRI, namely
its marginal output. This is the object of the following section.

B. Equations about the marginal output strecam

When n > 2 the basic recursion on L, can be translated for the use of the output polynom
S, (u), namely
Sp(u) = u[Sn, 44, (1) + ulm1+2S, L4 (u)] . (4)
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Using the expectation S,(u) and its generating function S(z,u) = ¥ .2, Sn(u)z"e™*/nl,
we get the following functionnal equation
ﬂ%)- —ze * = S(pz+ A\ u) + P(pz + A\, u)S(qz + A, u)—
— SO, u)((1+ POy u))(1 + 2) + Pa (A u)pz)e (5)
=S (A u)z(p+ gP(Au))e™* .
And the considerations of section 2 lead to the identity lim, 1 (1—u)S(z,u) = (1-P(z))A,.
4 RESOLUTION OF THE FUNCTIONAL EQUATIONS

A. Resolution for P(z)

Let us call T the non-linear operator defined on analytical functions f(z) by T f(z) =
fpz+ A)f(gz+ ) = fFN(FAN)Q+2) + f'(A)z)e* + (1 + z)e™*. According to (2), the
function P(z) is a fixed point of the operator . The function 1 is also a fixed point of
T. We use brute force to obtain the result: we start with (1 + 2)e™%, which has all its
coefficients less or equal to those of P(z) (the formal identity P(z) = (1 + z)e™* should
lead to all P,’s equal to 0 when n > 2), and then to iterate 7. We get

nli_’rréo T™(1+ 2)e”* = P(z) . (6)
As a numerical illustration, it is interesting to notice that when A < A.x we get lim, oo T™(14
z)e™* =1 as expected. When A > Ay, the iterations converge to something else which is
suspected to be P(z). Note that the iterations converge with difficulty when X is close to
Amax, Since it is easy to check that the gradient of T at f = 1 when A = Ap .y 18 exactly
the identity: T(1+ h) = 1 + h + O(h?) when function h — 0.

B. Resolution for X (z)

Now we have function P(z). Equation (3) is simpler to deal with since it is linear with
a more familiar form. Let us note o, and o, the linear operators defined by o, f(2) =
f(pz + A) and o2f(2) = f(gz + )). Let us introduce the linear operator I, defined on
analytical functions f(z) by IIz f(2) = f(z) — f(0) — zf'(0). We define the operator R by
Rf(z) = 02 P(2)Iy01 f(2) + 01 P(2)II;0; f(z). For instance 201 f(2) = f(o1(2)) — f(A) —
f'(A\)pz. The interesting fact about the operator R is the fact that 3> , R™ converges like
a geometric sequence of rate p? +¢? < 1 (basically the square comes from the application of
operator II;) whatever be A. Therefore equation f — Rf = g of unknown f and parameter
¢ has the unique solution f =Y 27  R"g = (1- R)™lg.
The equation (3) can be tuned to the form

X(2) - RX(2) = go(2) + X(M)g1(2) + X' (N)g2(2) -

For instance

g0(z) = P(2)
g1(2) = P(pz + A) + P(gz + A) — (2P(A)(1 + 2) + P'(\)z)e™*
g2(2) = 2(¢P(pz + A) + pP(gz + \) — P(\)e™?) .
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In this perspective we can use the operator (1— R)™!, and obtain X (2) = (1— R)"1go(2)+

XN~ R)lg1(z) + X'(N)(1 - R) 7 g2(2).

By using elementary identification at 2 = A we get the following linear system in X ()
and X'(A):
aX(A)+bX'(\) =<z
cX(A)+dX'V\) =y
with
a=1-(1-R)7'ai(}) b=-(1-R)7g(})
c= ((1 - R)™ ) (\) d=1-(1-R)7'g0)'(V),
=(1-R)T'90(}) y=(1-RB)7'90)'(N).
Therefore X(A) = (dz — by)/det and X'(A\) = (~cz + ay)/det with det = ad — be.
C. Resolution for S(z,u)

Let us call H(u) the linear operator defined by H(u) f(z) = u(Ilz01 f(2)+P(pz+A, u)llz02 f(2)).
This operator is interesting about two points. First, the serie Y .. , H™(u) converges like

a geometric serie of rate u(p? + ¢°) thus is absolutely convergent when |u| < (p? + ¢%)~1.
Second, equation (5) translates into S(z,u) — H(u)S(z,u) = ho(z,u) + S(A\, w)hi(z,u) +
S.(A, u)ha(z,u) with

ho(2z,u) = uze™”

hi(z,u) = u(l+ P(pz + A, u) — (1 + P(A,u))(1 + z) + P;(A u)pz)e™ %)
ha(z,u) = uz(p+ gP(pz + A u) = (p + gP (X, u))e™) .

We use the operator (1—H(u))~! = 5°20 ) H™(u), and obtain S(z,u) = (1—H(u)) " ho(2, u)+
S(Au)(1 = H(w) hi(2,u) + S: (A u)(1 — H(u))  he(z,u).
By using elementary identification at z = X we get the following linear system in
S(A,u) and S,(\, u):
a(u)S(A, u) + b(u)S (M u) = z(u)
c(u)S(Au) +d(uw)S (A, u) = y(u)

with

=]

(W) =1-(1-H(u) " ha(hu) bu)=—(1 - H(u))  hz(},u)
c(u) = ~((1 - Hu) 7 h):(Aw)  d(w) =1-((1 - H(u)) " h2)2(X0)
z(u) = (1~ H(w) T ho(Xu)  y(u) =((1 - H(u)) " ho)a(A,u)

where (f).(z,u) = f.(z,u), the derivative with respect to variable z. Therefore S(\,u) =
(d(w)a() — )y (w))/det() and S,(%, ) = (~c(w)o(u) +a(u)y(u))/det(u) with det(u) =
a{u)d(u) — b(u)c(u).

5 DETERMINATION OF THE MARGINAL OUTPUT STREAM AND RESULTS
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We have Ao(1 — P(z)) = limy; (1 — u)S(2,u), therefore, by identification z = A and using
the results of the last section we obtain
L dw)n() - buy()

Ao = 1- P()) zl:l—»ml det(u)

_' Since the functions, a(u), b(u), c(u), d(u), z(u) and y(u) are continuous for |u| < (p? +
"g?)7!, and det(1) = 0, we get, by Liouville,

__d(L)z(1) = b(L)y(1)
7 (1=P(\))det'(1)

where det’(u) is the first derivative of function det(u) with respect to the variable u. Now
we have an exact expression for A,, it remains to compute the result.

The expressions of a(1), b(1), etc, include application of operator H(1), which is well
defined with function P(z), iterated on functions hg(2,1), h1(2,1) and hz(z,1):

ho(z,1) =2¢7*
h1(z,1) =1+ P(pz + A) = (L + P(N))(1 + z) + P'(A\)pz)e™*
h2(z,1) =z(p + qP(pz + A) — (p+ ¢P(}))e™7) .

The derivative of det(u) includes the first derivatives of functions a(u), b(u), etc. The
derivative of (1 — H(u))~!f(z,u) with respect to u is exactly (1 — H(u)) " H'(u)(1 -
H(u))" f(z,u) + (1 — H(uw)) " fu(z,u), where H'(u) is the derivative of H(u) with respect
to u. We have H'(1)f(z) = H(1)f(2) + X (pz + A\)202f(2) and

i
%ho(z,l) = ho(z,l)

< Ea&hl(z, 1) = hi(z,1) + X(pz + A) — (X(A) (1 + 2) + X' (M)pz)e™*
2hg(z, 1) = ha(2,1) + gz(X(pz + A) — X(N)e™%) .

\ Ou

This allow us to compute the numerical results which are illustrated by the following figures
shown in appendix.
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APPENDIX
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Figure 1: unconditional probability for a CRI to be finite (P())) versus A, between 0 and
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Figure 2: mean CRI length conditioned by the fact it is finite (X(A)/P(}X)), versus A,
between 0 and 1.
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Figure 5: mean CRI length conditioned by the fact it is finite (X(A)/P(A)), versus A,
between 0 and 10.
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Figure 6: marginal output stream (),), versus A, between 0 and 10.
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