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Abstract

We study a class of ergodic stochastic control problems for diffusion processes.
We describe the basic ideas concerning the Hamilton—Jacobi—Bellman equation.
For a given class of control problems we establish an existence and uniqueness
property of the invariant measure. Then we present a numerical approximation
to the optimal feedback control based on the discretization of the infinitesimal
generator using finite difference schemes. Finally, we apply these techniques
to the control of semi—active suspensions for road vehicle.

Keywords Nonlinear stochatic control, diffusion process, Hamilton—Jacobi-

Bellman equation, numerical approximation



Résumé

On s’intéresse a une classe de problemes de controle stochastique ergodique
pour des processus de diffusion. On introduit formellement [’équation de
Hamilton—Jacobi—Bellman dans différents cas (en horizon fini et infini).
Pour une classe de processus de diffusion on €tablit lexistence et unicité
d’une mesure invariante. On présente ensuite une méthode d’approximation
numeérique du controle optimal fondée sur une discrétisation du générateur
infinitésimal par des schémas aux différences finies. FEnfin, on applique ces
techniques a un probleme de controle semi—actif de suspension de véhicule.

Mots—clé Controle stochastique non linéaire, processus de diffusion, équa-
tion de Hamilton—Jacobi—Bellman, approximation numérique
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1 Introduction

This paper deals with a numerical procedure for optimal stochastic control problems
and its application to a non trivial example. This procedure consists in approximating
the non linear Hamilton—Jacobi-Bellman partial differential equation which is formally
satisfied by the minimal cost function. We use finite difference techniques and with
a suitable choice of the schemes, the resulting discrete equation can be viewed as the
dynamic programming equation for the minimal cost function for the optimal control
of a certain Markov process with finite state space [26].

In section 2, we present the different Hamilton—Jacobi-Bellman (HJB in short)
equations which arise in the optimal control of diffusion processes in IR™ (for different
cases: finite horizon, infinite horizon with discounted or undiscounted cost functions).
We stress the intuitive setup of the HJB equations rather than the mathematical as-
pects.

In section 3, we introduce a particular class — denoted by C — of ergodic control
problems. Some characteristics of this problem are non classical (the diffusion is de-
generate, the coefficients are non linear and discontinuous) and there is no available
result concerning the HJB equation. Even the first step — giving a meaning to the
cost function — is non trivial; this point is treated here (we prove the existence and the
uniqueness of the invariant measure associated with the system, for any given admis-
sible control). This class of problems derives from a particular application in control
of suspension systems [4].

In section 4, the approximation procedure is detailed in a more general context
than the class C. For the special case of the class C we have already stated two types
of results [4]: existence and uniqueness property for the discrete HJB equation (with
convergence of the algorithm used for solving it) and a convergence property of the
approximation as the discretization step tends to 0. Finally, we apply these techniques
to the suspension problem [4,3] and perform some numerical tests; related suboptimal
and adaptive techniques may be found in [3].

2 The HJB Equation

In this section we give an intuitive presentation of the HJB equations. For mathematical
treatments of this problem one can consult: for the deterministic control [7,17,30], for
the stochastic control of diffusion processes on finite horizon [7,5,17], for the control
of diffusion processes on infinite horizon [7,31,36], for the control of Markov chains
[10], for the control of Markov processes on infinite horizon [15], for the probabilistic
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aspects [24] and for numerical aspects [1,6,14,21,25,26,28,32,34,35]. For other aspects
of the stochastic control theory of diffusion processes one can consult [9] for the impulse
control problem, [8] for the optimal stopping time problem and [20] for the stochastic
maximum principle.

2.1 Finite—horizon problem
2.1.1 The problem

We consider a diffusion process on IR"
dXt = b(Xt,U(Xt,t)) dt + O'(Xt) th 5 0 § t § T ; XO = g € R" ; (1)

where W is a n—dimensional standard Wiener process. We suppose that v € U, U is a
given class of admissible controls which take values in U C IR*. Suppose that for any
(z,t), {u(z,t);u e U} = U. We will give later an example of such a class.

We fix the instant 7' > 0 and we define the following cost functional
T
1) 2 B | [ fXeulXe ) e+ 1) )

The stochastic control problem is to find @ € & which minimizes the cost functional J
among all the admissible controls.

We introduce the infinitesimal generator associated with the system (1)

£h4(z) £ anbi(:ﬁfu) 8255) +% Xn: a;j(x) g?éz ' )

=1 J=1

with a(x) 2 o(x)o(x)*

2.1.2 The HJB equation
Definition 2.1 The value function s defined by

v(z,t) 2 inf Joq(u) | (1)
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with! ’
ol 2 2 [ [ POt s b0t 5)
Optimality Principle
For any h > 0,
t+h
v(z,t) = 1r€1£ E;, [/ F(Xs, u(Xs,8))ds + v(Xegn, t + h)] . (6)
u t

Proof First we introduce (a version of) the Dynamic Programming Principle: sup-
pose that (z,s) — u'(x,s) is the optimal feedback for the control problem over the
time interval [¢,T] starting at point z, i.e.

Joa(0) = v(a,1)

[t+h,T] 1S the optimal feedback for the control problem over the

then, given h > 0,
time interval [t,T] starting at point X;,4, i.e.

JXt+h7t+h(‘&t) = 'U(Xt-}—h;t + h) a.s. . (7)

Now we consider

(e, ) :{ u(x,s), set,t+h],
’ u'(z,s), s€jt+hnT],

for some control @. By definition of v(x,t) and using (7), we have

v(z,t) < Jp(TW)

t+h T
- B, /t F(X, @) ds + /Hh F(X, 0 ds + h(XT)]

t+h } At
= El?,t /t f(X7 u) ds + EXH_h,t-}—h (/t

+h

T

F(X, 4" ds + h(XT))]

t+h
= [ IO s+ Xt 0)

! Notations: The term E3 ; in expressions of the form
ta
Eg,t/ \I/(Xt,t) dt or th s
t1

means that we consider the diffusion process X solution of (1) starting from point z at time ¢ (i.e.
X; = z) and using the feedback control u. When t =0, Eg , 1s denoted by .
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So we get

t+h
o) < B2 [ [ IO ) ds 4 o+

and the equality holds if w = @', which proves (6).

Hamilton—Jacobi—Bellman equation

The value function (4) satisfies the following equation

%'v(x,t) + ig{f} [LYv(x,t)+ f(z,u)] =0, ov(z,T)=h(z). (8)

Proof For notational convenience we consider the 1-dimensional case. £, is denoted

by E. Using (6)

- v(Xpgn, t+h) —v(z,t) 1 /t+h , _
zlbre%{ i) ; + w ) f(Xs,u(Xs,8))ds| =0 (9)
Moreover
IU(XH-hat + h) = ’U(.?Z, t) + ’U/(:L‘, t) (Xt-l-h - T})
1 0
+§ ’U”(:E,t) (Xt-l-h - x)Q +h a v(£7t) + O(h) )
SO
v(Xgn, t+h) — t Xepn —
st el
h h
1 X
+5v"(2,1) E [( - ?) ]
7]
—}—a'v(x,t) + o(1)
Equation (1) with initial condition X; = x, leads to
X, — 1 ft+h 1 v
EPE%Jq = By [ XX ) ds + By [ (X)W,
t t

1 rt+h
— E%l b(X,, u(X,,s)) ds
— bz, u(z,t)) . (11)

h—0
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Similarly
. 2 t+h ?
p[ o) Ll
2 t+h t+h
o | [ [T ot aw)
t 1
1 t+h 2
i l / U<X5)dws]
1

1 t+h 2
= T E /t a(Xs)dWS]
1 t4h
= —E/ o*(Xs) ds
h t
2
=0 (z) . (12)

From (11,12) and (10) we get

. {U(Xt+h,t +hh) - v(x,t)]

’ Ly, 2 a
v (z,t)b(x,u(z,t)) + 5V (z,t)o(x) + 5 v(x,t) .

Let h — 0 in (9), so we get

i, |00+ 100 M e 0) 3 o) o2(0) 4 S o) =0

This shows (8). The condition at final time is an easy consequence of (5,4). The
preceding argument is made rigorous if we know a prior: that

v € C*Y(IR"x]0, 00]) ,

but the main question lies in the fact that v is not in general C%* (cf. [31]).

Verification result

Let v be the solution of the HJB equation (8). Any function u(x,t) which satisfies the
relation

£H vz, ) + faya(e, 1) = inf [£0(z,0) + f(z,u)] V(1) (13)
is an optimal feedback control, i.e.

J(@) = inf J(u) . (14)

uw€U
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Proof We need the following lemma (cf. [23] for a precise statement)

Lemma 2.2 (a Feynman—Kac formula) Let W(x,s) be a solution of the following
backward partial differential equation

83\11@, s)+ L U(x,s)+ M(x,s) =0,
s

then, for any T > t,
T
W(x,t) = B, [/ M(X,,s)ds + \IJ(XT,T)] .
t

Moreover, from (13) and (8) we get

o _
E 'U(:U,t) —I‘ £'u,(a:,t) ‘U(:E7t) —I_ f($7 a($’t)) = 0 ?

hence, using lemma 2.2 we find
v(z,t) = Egt [/T f( X5, u(Xs,8))ds + ’U(XT,T):| , t<r,
t

and for r =T and t = 0, this last equality becomes
T
o(2,0) = E [/ f(XS,a(XS,s))dsm(XT)] .
0

The definitions of J and v lead to (14).

2.1.3 Rigorous statements [7]

The main hypothesis is the nondegeneracy of the matrix a(z) 2 o(x)o(z)*. The case
of degenerate diffusion is much more tricky. So we suppose that

alz) 2 o(z)o(z) > 00l >0, VzeR". (15)

Up to now, U was a class of Markovian controls (i.e. feedback controls); throughout

this section, we use a wider class containing controls which are not necessarily Marko-

vian (i.e. stochastic processes which are not only function of the current state value

X;). We define the class ¢ of admissible controls as follow (?)

ue L3(0,T;R*),

u {u(t)ao St < T} eu — { ‘M(t,(.d) (= L77 t a.e., w a.s. .

Zthe space L%(0,T; IRk) is defined by

(t,w) — z(t,w) is measurable,
2 € L0, T;IRY)  «— Efl )2 dt < o,
z(t) € LX(Q, F, P), tae.

where {F;} is the filtration associated with the Wiener process w.
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We also make the following hypotheses

e U is a closed convex subset of R | (16)
o f($7u)2f0 |u|2_007 h($)2_00 ; V(.f,’u)ERnXU, (17)
o b:R"xR* - IR", o:R"— L(R",IR"), (18)

b, o are continuously differentiable, the derivatives are bounded,
b, )| < B(1+[e] +lul) , lo(@) < o (1+]a])

e [ TR"XR'-R, h:R"-> R, (19)
f, h are continuously differentiable,
[flz,w)] < F A+ |2+ [ul*) o [h(2)] S A1+ ]2,
0f/0xil, [0f/0uil < f (1 + || +Jul),  |0h)Ox:| < (1 +|z]).

Concerning the quasilinear partial differential equation (8), we have the following result

Theorem 2.3 (Bensoussan[7]) Under assumptions (15—19), there exists one and
only one solution v of (8) such that (*)

0
v € LP(0, T WEH(RY) - =o€ LP(0, T L, (R™)) (20)

for any 2 <p < oo, and

ov

bl SO +P) |7

<C1+z]). (21)

b 2

This solution is explicitly given by (4).
Then there exists @ : IR™ x [0, co[— IR* such that

£ y(2,t) + fla, iz, b)) = églf] (L v(x,t)+ f(z,u)] .
Using the estimates (21), we can prove that

iz, )] < C (1 +[z]) . (22)

3The space L} (IR") is defined by

zeI?

loc

(R") <= z¢€I?(IR"), V¢ € CF(IR"),
and the space Wi’cp(IR") is defined by

9z 9%z
WEP(R") <= —, ——— €L}
Z€ ( ) = 8;752» ’ 83,2 8;75]» < loc

loc

(IR") .
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This last theorem does not establish that the infimum in the right hand side of (4) is
reached. The reason is that the feedback u(z,t) is not smooth enough to ensure that

the s.d.e. (1) has a strong solution.

With additional assumptions we can prove that the feedback @(x,t) is optimal for

the original problem (1,2). Indeed

Theorem 2.4 (Bensoussan([7]) Under the assumptions of Theorem 2.3, assume that

9 f 92 f 8% 9%

(24)

o 00, Du,du,’ Do, Ou, Ou, exist and are continuous, bounded,(23)
o*f 9%b bo Vol
> fol < b :
[8'% auq] 2 fol, Ou, Ou,| = 1+ |z| fo>bo feuﬁn 1+ |z|

Then u(x,t) is an optimal feedback control for the problem (1,2).

2.2 Infinite—horizon problems

2.2.1 The discounted case

We consider the stochastic control problem defined by the state equation
dX: = b( Xy, u(Xy))dt + o(Xy)dW,, >0

and the cost function

2

OEY: /0 Tt (X, u(Xy)) dt

Note that the feedback control does not depend on ¢ anymore.
Formally, we can take i = 0 and replace f by ¢* f in (2), we get

Jr(u) & E/OT et f( Xy, u(Xy)) di

and (8) becomes

9 vI(x,t) + inf {[ﬁ“ vl (z) + e_atf(x,u)] =0, vi(e,T)=0.

ot uelU

Let
02 (2,1) 2 e 0l (a,1)

(27)

(28)



2.2 Infinite-horizon problems 9

so (27) reads
9 ~T : u ~T ) _ . ~T —aT ~T —
¢ Va (z,t)+ iglf] [E O (x,t) + flz, u)] =av,(x,t), e o, (2, T)=0,

taking T' — oo in this last equation yields

o (x. t : vS (.t f T — oM.t > 9
_UQ(’C, )+ lnf [£ UQ(T}, ) ‘I‘ (’C, u)] - ava(”l}, ) , 0 , (2 )
\Vhere 'ﬁa(.f,]) = ﬁ (:E,t).

In fact 0,(x,t) does not depend on ¢, this can be checked using (28) and the defi-
nition of vl (z,t), indeed

Oo(z,1) = e v(x,t)
= ¢*' min £, - e f( X5, u(Xs))ds
u€U L
= min Y, e F(X,, u(X,))ds
ueU L
= minF e f( X, u(Xs))ds
ueU 0

this last equality comes from the fact that equation (25) is homogeneous in ¢. Hence
Ua(x,t) is now denoted 0,(x) and (29) can be rewritten as follows

iglf; [L%0u(x) + flz,u)] = ads(z), t>0. (30)

Equation (30) is the HJB for the infinite-horizon control problem associated with
state equation (25) and the discounted cost function (26). The optimal feedback control
is given by

ta(z) € Argiréiél (L% o) + flz,u)] .

2.2.2 The undiscounted case

We consider the diffusion process (25). We want to minimize an average cost of the

form
T

J(u) 2 liTrr_lglf%E [ 7 u(e)) de (31)

Most frequently the discounted cost function (26) is used. In many applications,
the cost functional (31) is more realistic than (26) because it represents a time average
while (26) involves a discount factor which is often difficult to evaluate and not always
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relevant. In general, (31) implies that the control stabilizes the system. In fact we need
to suppose some recurrence and stability conditions (cf. [27]). From the mathematical
viewpoint, the discounted problem is easier than the undiscounted one, since the former
avoid considering the behavior of the controlled process as t goes to infinity.

For the average case (31), we want to find a pair (v, p) where p is a constant and v
is a smooth function, such that the following HJB equation is satisfied

inlf] [LYv(x)+ flz,u)]=p. (32)

ue

Let (v, p) be a solution of (32), then the optimal feedback is given by
i(e) € Argmin [€¥ v(z) + f(,0)]
ue€
and p is the optimal cost, i.e.

p=J(i)=inf J(u) .

uwelU

The average cost problem can be viewed as a limit model for the discounted problem
as a — 0, indeed

aty() — p,

a—0

V(") = Pa(z0) = (),

a—0

(in a suitable sense, see [7] for a rigorous proof).

3 A Class of Ergodic Stochastic Control Problems

We present a class of models which derive from a problem of control for semi-active
suspension systems. In these models — like in most realistic models — difficulties of
the following type are met: the coefficients of the diffusion which we want to control
are discontinuous and strongly nonlinear.

In section 3.1 we introduce the class C of problems. Then, in section 3.2, we consider
[y, the invariant measure associated to a system of the class C for a given admissible
control u, and we prove that p, exists and is unique. Finally, in section 3.3, we present
the original semi-active suspensions problem.
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3.1 The problem

Let us consider the following stochastic system
X, = bu(X,), X,) di + ( 0 ) AW, | (33)

where X is a process which takes values in IR?>, W is a real standard Wiener process
and ¢ > 0. b maps IR x IR? in IR? and is defined by

02 (00 )2 (L e ) 72 ()

where 1, 72 are strictly positive constants. In (33), u is a feedback control which
belongs to the class ¢ of admissible controls defined by (fix u, @ such that 0 < u <
u < 00)

u : IR* — [u, 7] and there exists a finite number
u€U <= of submanifolds of IR* with dimension less than or
equal to 1 outside of which u is continuous.

We are concerned with an ergodic type control problem, whose cost functional is

AL 1 T
J(u) = lim = E flu(Xy), Xy dt, Yuel, (34)

T—o0 0

where the instantaneous cost function f is defined by

flu,z) 2 (uzg + 71 21 + Y2 sign(zq))? . (35)

From now on, we denote
u A u A
b (I) = b(u(;v),x) ) f (TE) = f(u(.fl?),$) s Yuel .

The Hamilton—Jacobi-Bellman equation for the ergodic control problem (33) (34)
can be formally written as (see section 2)
min (£40() + f(u, ) =p on K ()
ug|u,u

where v : IR? — IR is defined up to an additive constant, p is a constant and £* is the
infinitesimal generator associated with (33).

9¢(z)

d4(a) _ o* 9*(x)
8x1 ’

u A U
£ ¢($) = bl (I) Oz 2 92z,

+b;(2)

_'_
|

(37)
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wx, = oxy xpa () aw,
A by (u, z) ) N < T3 )
b u, : = ’ = - 3 ’ > 0
(. ) ( by (u, x) —uZy — 7121 — y28ign(z2) e
.
J(u) = TILHQOTE/O Flu(Xy), Xq) dt
A .
flu,2) = (uzo+ 7121+ v2sign(z))’

Table 1: The class C of ergodic control problems

Remark 3.1 The arguments presented bellow may be applied to a wider class of
problems. Indeed, we can consider a system of the form

d<§ ) :(ZEX;() ) d”(g) W ,

where X} (resp. X7) takes values in IR™ (resp. IR™) and W is a standard Wiener
process. The main hypotheses are

(i) the discontinuous terms appear only in the “noisy part” of the system, that is
bi(x) is smooth and oo™ > 0,

ii) the system satisfies a stability property (e.e. E|X;|*? < C, Vi > 0).
y Yy property (e.g )

Point (i) permits us to use a Girsanov transformation to remove the discontinuous
terms.

Remark 3.2 In this case the choice of the value of the function “sign” at point 0 is
not important. Indeed, in (33) the noise is added to the second component, so we can
prove that

P(X}=0)=0, Vt. (38)

Property (38) implies that, if we change the value of sign(0), the (weak) solution of (33)
will not be changed. If (38) was false, we should use differential inclusion techniques
to give a meaning to the stochastic differential equation (33).

3.2 The invariant probability measure

The cost function (34) can be rewritten as

Ju)=(f*, pu), Yuel, (39)
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where p, is the invariant probability measure associated with system (33). In this
section we present an existence and uniqueness property for p, which gives a meaning
to expressions (34,39). For the results presented in this section all the details can be
found in [13].

Proposition 3.3 For any u € U, the diffusion process (33) admits an invariant prob-
ability measure fi,.

Proof We fix u € Y. By means of usual techniques (e.g. [16] th. 9.3 ch. 4), it is
sufficient to prove the following properties

(i) There exists a constant C' such that

E|X)?<C, Vt>0. (40)

(i7) The process X; solution of (33) has the Feller property, i.e. for any ¢ > 0 and
¢ € Cy(IR?), the function

R*3 2 — E¢(XF) (41)

is continuous, where { X7} denotes the diffusion process (33) starting at point =
at time 0.

proof of (i) We define
V)2 EV(X), V(@) 2y (21) +earas+ (22)2

There exists €g > 0 such that for any eg > ¢ > 0

1 2 2
V()2 o (3 (0) + (22)?) -

Hence, it is sufficient to show that V(¢) < Cte for any ¢ > 0.

We can check [13] that there exist strictly positive constants e and ¢ such that

d 5
- < _ — 2

where C'(e,6) > 0, which yields the conclusion.
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proof of (ii) In (33), the drift coefficient can be written as

bu,z) = F;v—l—( ’ )

—u Ty — 72 sign(as)

A 0 1 T 0
o (’yl 0 ) ( Zo ) T ( —u Ty — g sign(zz) )
Let
W, £ Wt‘|‘/t’€/}(Xf)d5 ;
1
dle) 2~ (ula) e +sign(e)) |

>

t I
exp ([ 0(X0)dW, - [ o(x0)?ds) (42)
We define a new probability law

IP
dP

2z t>0.

Fi

X7 satisfies
dX? = BX* di + ( 0 ) v, | (43)

where — from Girsanov’s theorem — W, is a real standard Wiener process under the
probability law P.

For any sequence x,, — x, we want to prove that

Bo(Xi") = BIo(Xi) 2] = E§(X7) = BIS(X?) Z) (44)

where F denotes the expectation with respect to P. We can check that it is sufficient
to prove that

X —  XF Poas., (45)
Z»  —  Z7 in P-probability. (46)

Under the probability law P, X, is the solution of a linear stochastic differential
system, so (45) is obvious. For (46), we show that

ot
E / [u(xzm) X2 — (X X2 ds = 0, (47)
0 n—00
gt
E / [Sign(Xf"’Q) - sign(Xf’Q)]2 ds — 0. (48)
0 n—00

The difficulty comes from the discontinuity of the functions sign(-) and u(-), but
using the definition of &/ we know that theses function are continuous a.e., which,
using standard arguments, is enough to conclude.
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Proposition 3.4 For any u € U, the diffusion process (33) admits a unique invariant
MEASUTE [l .

Proof From now on, we fix ©v € U and we suppose that p denotes an invariant
probability measure of the system (33), and X, is the solution of this system with p as
initial law (i.e. Xg has law p). We also define Z; by (42) where X* is replaced by X.

It is sufficient to prove that

t has a density p(x) with respect to Lebesgue (49)
measure, and p(x) > 0 for almost all x.

Indeed (49) implies that if there exist two invariant measures, they are equivalent. So
there exits at most one extremal invariant measure, which establishes the proposition.

We first prove the following result

Under P, for any t > 0, the law of X, has a

density p(t,x) such that p(t,x) > 0, V. (50)

Under P, consider the system (43) where dW is replaced by vdt (v € L*(IR")), we get

(;:)=<_221)+(2)v, 2(0) =z . (51)

Let ™¥(t) denote the solution of this last equation. We define the reachability set
At z) = {a™*(t) ; Vv € L} (IR)} .

(51) can be rewritten as & = Az + Bv and the matrix [B|A B] has full rank. Hence
this system is controllable [29]. So

Vi>0, VeelR®, A(t,z)=TR". (52)

Using [33] §3.6.1, we prove that — under P — the law of X; is absolutely continuous
with respect to Lebesgue measure and that its density p(¢, z) is strictly positive for any
t >0 and z.

Now we prove (49). For any ¢ € C;(IR?)
</L7 ¢> = [¢(Xt) Zt] )
[6(X) E1Z,1X)]

E
_ /]R2 &(2) B[Z) X, = 2] B(t, z) dz .

a
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Since E[Z;|X;] > 0 P-a.s. and under P the law of X, is equivalent to Lebesgue
measure, we get E[Z]X; = z] > 0 Vz-a.e. . Using (50) and the last inequality, we
prove that u has a density

o(z) 2 E[Z,|X, = 2| plt, z)

and that this density is strictly positive for almost all z € IR?.

3.3 An example: a semi—active suspension system

In this section we present a damping control method for a nonlinear suspension of road
vehicle (comprising a spring, a shock absorber, a mass, and taking into account the
dry friction, cf. figure 1). The aim is to improve the ride comfort.

Among alternatives to classical suspension systems (passive systems) we distinguish
between active and semi-active techniques. An active suspension system consists in
force elements in addition to a spring and a damper assembly. Force elements contin-
uously vary the force according to some control law. In general, an active system is
costly, complex, and requires an external power source [19]. In contrast, a semi-active
system requires no hydraulic power supply, and the implementation of its hardware is
simpler and cheaper than a fully active system. A semi-active suspension system acts
only on damping or spring laws, so it can only dissipate or store energy.

Here we consider a system with control on the damping law, the forces in the damper
are generated by modulating its orifice for fluid flow [2,37]. We use the simplest model
which consists in a one degree—offreedom model (this model can be represented as a
problem of the class C).

The equation of motion for a one degree—of—freedom model is
miy+cy+kiy+z=—mé, (53)

(cf. figure 1 and table 2 for the exact definition of the terms).

¢ denotes the input acceleration. The restoring force ks y 4 z, has a linear part k; vy,
and a nonlinear part z which describes the dry friction force [11,12] defined by

24 Bl +ile) = (k= k)i | (54)

where # > 0 and k& > k; > 0. For “large displacements”, z degenerate to a Coulomb

friction force
2 = Fysign(y) | (55)

with Fy; = (k — ks)/283. The damping force is ¢y where ¢ > 0 is the instantaneous
damping coefficient (the control is acting on this term).
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=

F; C<—control

a ksF
l

Figure 1: One degree—of—freedom model.

F?QSQQQ‘Q

absolute displacement of mass m

absolute displacement (y = a — ¢)

stochastic input (surface road acceleration)
sprung mass

shock—absorber damping constant (controlled)
spring constant

dry friction constant

Table 2: Notations.

17
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The general model is described by equations (53,54). The problem is to compute
a feedback law ¢ = ¢(y,y) such that the solution of the system (53,54) minimizes a
criterion — related to the vibration comfort —

AL 1 L .1 T
J(u):Th—{EoTE/O | dt:Th_{EOTE/O |t + €|°dt .

This model leads to a control problem for a 3—-dimensional diffusion process. If we
want to obtain a 2-dimensional problem, we must use the system given by equations
(53,55) (i.e. we use a Coulomb force term). We get the following simplified model

miy+cy+ksx+ Fysign(y) = —mé (56)

¢ is supposed to be a white Gaussian noise process, ¢ = —odW /dt where W is a
standard Wiener process.

Using u = ¢/m, v = ks/m, v, = Fs/m and

(3)

equation (56) can be rewritten as (33).

We get the following system
pr:MM&%XQﬁ+(2)dWL (57)

where

M%@:(z&g)é(—m@+%;1w%m@»)' (58)

Hence the instantaneous cost function is

Flusa) £ 1§+ 2 = Jums+ 7 21 + 72 sign(as)|* . (59)

4 Numerical Approximation

We use the following procedure: we do not discretize directly the HJB equation but
we transform the original ergodic control problem to a control problem for a Markov
process in continuous time and finite state space (section 4.1). Then, for the discrete
case, we can write a dynamic programming equation (section 4.2); this equation is
solved numerically via an iterative algorithm (section 4.3).
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We describe the approximation procedure in the case of a diffusion process defined
by
dXt = b(u(Xt), Xt) dt + O'(Xt) th 5 (60)

and with the following cost function
J(u )_hmmf—E/ X,)dt | (61)

where
b - RFxR* — R",
o R* — IR"xR?,
f : RFxR* — IR*.
X takes values in IR™ and W in IR?. u belongs to a given class & of applications from

IR" to U C IR*. We suppose that, for any u € U, the solution X; of (60) admits a
unique invariant probability measure, so the cost function (61) is well defined.

The infinitesimal generator associated with (60) is

) 28 LS 00()

T
J ’
oz, 2= Ox; 0z

£*(x) 2

>
g
S
B

(62)

where a(z) 2 o(x)o(x)*. We note b¥(x) = b;(u,z) and f*(z) = f(u,x).

In section 4.4, we apply this approximation technique to the class C. For this class
we also present some convergence results which were proved in [4,13].

4.1 The finite state space problem

In a first step we approximate the solution X; of (60) by a controlled Markov process
X in continuous time and discrete (but infinite) state space. In a second step, X; is
approximated by a controlled Markov process Xth’D in continuous time and finite state
space.

first step: discrete state space

Let h; (resp. e;) denote the finite difference interval (resp. the unit vector) in the ith
coordinate direction and h = (hq,...,h,). We define IR}, the h—grid on IR", by

Zé{l’emn;l’i:nihrl-hiﬂ, i=1,...,n, n; € Z} .

The infinitesimal generator (62) is approximated using finite difference schemes given
in table 3. The reason for the choices in the schemes will be explained below.
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if b (2) > 0

9(z) hi
9?2¢(x) _ Sz teih)—28(x)+ oz —eihy)
dx? o h?
2¢(l) + q/)(]: +e; hy + €; hJ) + (f)(l —e; h; — €j h])
2 h; h;
_d@teihi)+o(x—eihi)+ (@ +ehy)+o(x—ejhj)
2h; hj
32¢(I) if al']'(l‘) >0
dz; Oxj 2¢(2) + (et ehi —ejhj)+d(x—eihi +ehy)
2h; hj
e teih) + ¢e—eihi) + ¢at e hy) + I —ejhy)
2h; hj
if ai]'(;l‘) <0
t,j=1,...,n, i #j, e; unit vector in the ith coordinate direction

Table 3: Finite difference schemes.
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L* is approximated by an infinite dimensional matrix £} of RY x RN given as
follows

Cif(x) ~ Lid(x) Y Li(z,y)dly), Ve e R}

yeRD

the terms L} (x,y) of this matrix are detailled in table 4.

g, A a“(m) 1 |alk(m)| |bz ($)|
Lilz,z) = _E( FREDY hi by, X
i i kk#i " i
w(y o a L[ ai(z) lair ()} | (b7 ())*
Lilwzteh) = Z( i el R
4 k;k#i
y a1 au) ik (2)] (b (%))~
Lilez—cihi) = E( W2 hk hi
4 kik#£i
at(z
Ly(z, + € hy+ ej hy) = ﬁz(ral‘—eihi—ejhj)ézz,(h
il
u A a a;(x)
Ly(z,z+e hi—ejh;) = »Ch(l‘,‘al‘—eihi‘Fejhj):Zh'h
il

Li=1,...n, i#]

Table 4: The discrete infinitesimal generator.

The matrix £} has the following property

> Li(z,y)=0, Ve e IR} .

yeR?
Suppose that
ai(x) — Z la;j(z)| >0, VeelRy, t=1,...,n, (63)
Ji#E
then
Li(x,y) >0, Ve,yelRy, v#y.

Remark 4.1 The choice of the finite difference schemes we use (cf. table 3) depends on
the sign of the drift coefficients of the diffusion process. The reason for the choice is the
following: if (63) is true then {L}(z,y); x, y € IR} } can be viewed as the infinitesimal
generator of a continuous-time Markov process X with discrete state space IR} [18].
We will see later why this is important.
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So we get a stochastic control problem for a Markov process X[ with infinitesimal
generator £}, and the following cost function

A . 1 T h
Ju(u) & lim E = / FUXMdt (64)
T—oo T 0
u belongs to the class U}, defined by

u €U, <= wuisan application from IR} to U.

second step: finite state space

X! has a discrete but infinite state space; if we want to perform computations it is
necessary to work on a finite state space. We consider a bounded domain D of IR".
We define a new state space

Ry, SRy 0D ={z'2%. .. 2"}, NZCad(R])) . (65)

Because we are working on a bounded domain, we must specify boundary condi-
tions. In practice, D will be chosen large enough so that the process will rarely reach
the border. Hence, the choice of the boundary conditions is of little importance, pro-
vided that all the states communicate. Example of such conditions (usually reflecting
conditions) will be given later for the suspension problem.

So we get an approximation £y ;, to Ly

Lipola)= 3 Lyple,y)dy),

velRy o

Ly pisa N x N-matrix.

Remark 4.2 The choices in the finite difference schemes (cf. table 3) imply that

E L:Z,D($7y):07 VIEIRZ,D ’

veR] |
moreover, hypothesis (63) implies that
£Z7D($7‘y)207 V;E,'yEIR};D,x#y.

Hence L}, 1, can be interpreted as the infinitesimal generator of a controlled Markov

process Xth’D in continuous time and finite state space. Xth’D is described by the
following terms
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® a sequence {A?’D; [ > 0} where the random variable A;L’D denotes the elapsed
time between the /th and the (I + 1)th jump,

e a Markov chain {flh’D; [ > 0} with state space IR} p, flh’D denotes the state of
the process between the [th and the ({ 4+ 1)th jump.

The law of the random variable A;L’D and the transition probabilities of the Markov
chain {¢7; 1 > 0} are defined as follows

e the pair (A?’D,ff_l’_?) depends only on flh’D,

e under the conditional probability law P( - |£Zh’D), the random variables AIh’D and

h,D -
{41 are independant.

And for any = € IR} p, under the conditional probability law P(- |§Zh’D =x)

e the random variable AZh’D obeys an exponential law of parameter 5lh’D(x) where

e the transition probabilities {7"P(z,y); y € IR} } are defined by

LY oz,

h,D
( %,D(% $)

T

With a suitable choice of boundary conditions (usually reflecting conditions) and with
the finite differences schemes we used, we have: L} ,(z,z) < 0 for all € IR}, p,.

With remark 4.2, the discretized problem can be viewed as a control problem for a
Markov process X" in continuous time, finite state space, and infinitesimal generator
L} p- The cost function is

1 /T
Jnp(u) 2 Jim B [C Xt at (66)
’ T—oo T 0
and u belongs to a class U}, p of control defined by
u€Upp <= wuisan application from IR} , to U.

The solution to this problem is given by the dynamic programming equation.
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Remark 4.3 Let u"P be the invariant measure of the process XD Using uP | the
cost function (66) can be rewritten as

Jup(u)= > [z plP(z) .

xEIRZ,D
The measure p/»P is solution of the following linear system

Z Lhply, pePly) = 0, Vee R, p ,

velRy

> owPly) = 1.

yEIRZ,D

4.2 The “discrete” Hamilton—Jacobi—Bellman equation

Associated with the control problem defined in the last section we have the following
dynamic programming equation

min | > Ly p(z,y)o(y)+ fY(x)| =p, VeelR;,, (67)

U
ue yEIF{ "o

where p is a strictly positive constant and v : IR} , — IR (i.e. v € ]RN) is defined up
to an additive constant.

If (v, p) is a solution to (67) then

i(z) € Argmin | > Liple,y)e(y) + *(2)| , = e Ry (68)
veR} ,

is an optimal feedback control law, and p is the minimal cost

p = Jh’D(’A) = mln JhD( ) .

w€UR, D

Equation (67) can be viewed as an approximation to the HJB equation (36). Equa-
tion (67) gives the solution to the ergodic control problem for the Markov process

h,D
th7 .
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compute (v7, p7) we compute (v/, p7) € IRY x IRT the solution of the linear
system

S Lip(ay) () + @) =6, YeeRp,

yeRY
stopping test | Pt —pl <e.
compute ul 1 we solve the N following optimization problems: V& €
IR p

W/t (2) € Arg min ( > ﬁZ’D(w,y)'vj(y)Jrf“(r)) :

u€fu,u]
veR; o

Table 5: The policy iteration algorithm, iteration u/ — w/*?.

4.3 The policy iteration algorithm

In order to solve (67), we use the policy iteration algorithm [15,22]: suppose that
u’ € U, p — the initial policy — is given. Starting with u® we generate a sequence
{u;j > 1}. The iteration u/ — u/*! proceeds in two steps (cf. table 5).

Remark 4.4 The first step of this algorithm leads to a linear system of dimension N.
Let ]RiD = {z';7=1,..., N}, then the unknown parameters are

and we take v(z') = 0.

Remark 4.5 For the second step, the optimization problems are nonlinear and they
are solved by means of iterative routines. The nonlinearity comes from the discretiza-
tion technique we use. Indeed, the choice of finite difference approximation (cf. table
3) depends on u. Instead of the schemes of the table 3, we can use central difference
approximation (so that it does not depend on u), in which case the second step becomes
explicit because the functions to be optimized are now quadratic in u. On the other
hand, with this kind of difference approximation, a certain condition on the parameter
h has to be fulfilled (A must be small enough) for the matrix £ to be the generator
of a Markov process. See [26] p.175-179 for further considerations.
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4.4 Application to the class of problem C
4.4.1 The approximation
In this example, the discretized state space are IR} and IR;D where h = (hy, h2) and

D is of the form
D =[-71, 7] X [-T2, 7] ,

SO
1 2 N 1 2 N.
]R/%L,D:{xg)7 x§)7"'7$§ 1)}X{x(2)7 x(2)7"'7:[/.(2 2)} 7
with
O _ o, i=l 1
o DAy T MTN 1
() e 1 1
= — 2Ty —— hy =
Tg Ty + ”02N2_17 2 N, 1
(cf. figure 2).
hy r2
IgNz) -
i o
0,0
o 0.0
hs
NON
e 22 . 2V

Figure 2: Discretized state space.

The matrix a(z) is degenerate

a(:c):<8 002) .

Condition (63) is fulfilled. The finite difference schemes of table 3 are simplified, they
are presented on table 6; the terms of the matrix £} are presented on table 7.
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¢z +eihi) — ¢(2)

if b(z) > 0

() h;
h;
9?2¢(x) _ d(zt+eshs)—24(x)+ ¢(z — ez ho)
ox3 - h3
1 =1,2, ¢; unit vector in the ith coordinate direction

Table 6: Finite difference schemes (class C).

" a o |65 ()]
Li(w,x) = —75— D =2
2 4=1,2 ¢
by (; +
Ly(x,z+e1hy) S (1glr))
1
b¥(x))~
Li(z,z —e1 hy) 2 (1558))
1
A ol be(z))*
[,Z(x’];{—ez hz) = Ve + ( 2517))
2 2
a0t (by(x))”
L¥(z,x—esh = +
il 2 ha) 2 hZ hs

Table 7: Discrete infinitesimal generator (class C).
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For this example we give explicit boundary conditions. We define

Lrp = {a 2™} {2V 2P 2™}
U{alV, o e x e e

I'h,p the set of points on the border. We chose very simple reflecting conditions, we
obtain the matrix £} , described table 8.

for *EEIR%L,D\Fh,D et yEIRiD ‘lef,D(x:y) = L¥(z,y)
for # € 'y p such that z; = ;7:(11) ,Clhin(‘I,CL‘) = L¥(z,z)
ﬁl}in(I,l‘—l—hl e1) = —L}¥(z,z)
for # € 'y p such that z; = w(lNl) ,CZVD(I,CL‘) = L¥(z,z)
Ly plz,z—hier) = —Li(z,z)
for € ' p such that 2, = 'ngl) [,ZVD(I,CL‘) = L¥(z,z)
ﬁl}in(I,l‘—l—hQ e2) = —L}(z,z)
for # € 'y p such that 2z, = ;réNZ) ﬁ}in(x,x) = L¥(z,z)
,ClhlyD(I,;l‘—hz e2) = —L}¥(z,z)

all other terms are null

Table 8: Discrete infinitesimal generator L} , (class C).

4.4.2 The convergence results

We present two kinds of results. Firstly, consider the discrete HJB equation (67), we
can prove that it admits a unique solution and that the policy iteration algorithm
converges to this unique solution. Secondly, we can also prove a convergence result for
the approximation as the discretization step h tends to 0. These results are presented
for the class C.

existence and uniqueness of a solution to the discrete HJB equation
We have the following results

Theorem 4.6 The HJB equation (67) (with v(z') = 0) admils a unique solution
(v,p) € RN x IRY.
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For the existence part of theorem (4.6), we use the following
Corollary 4.7 The policy iteration algorithm converge to an optimal feedback control.

These results are proved in [4], but one can find the same kind of results in a more
general setup in [10].

Approximation: a convergence result

We present a convergence result concerning the approximation, when the discretization
parameter A tends to 0 and when the domain D tends to IR® (for the complete proof
of this result cf. [13]).

Theorem 4.8 We consider two strictly increasing sequences
{Z" h >0} and {Th;h >0}
such that ' > 0 and " — oo as h — 0. We define
Dy =[- Tﬁ,f?] x [— 3737732]

We suppose that
limhé, =0, where &, 2 radius(Dy,) . (69)

h—0
Then, for any u € U,
I, (1) = J(u) .

Remark 4.9 Theorem 4.6 proves the existence of an optimal feedback control law
for the discretized problem. With such a control, we can associate a feedback control
law @ for the continuous state space problem, where @, is piecewise constant. Using
theorem 4.8 we can easily conclude that

lim sup Ji,p, (Gr) < inf J(u) .
h—0 u€U

We would like to prove the stronger result that the sequence {ty; A > 0} is a minimizing
sequence for the functional J, i.e.

J(ty) — inzg J(u), when h —0.
u€
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4.4.3 A numerical example

parameters

As an example, we use values which roughly correspond to a suspension system for the
seat of a truck: m = 60(kg), k; = 3500(N/m),

been used in [4]. We also set o = 0.5.

4 NUMERICAL APPROXIMATION

Fs; = 40(N). These values have already

We use the following discretization parameters

T = Ymaz =

T2 = Ymaz =

n1:n2:30.

So we get a 30 x 30 = 900 points grid.

optimal feedback control[4]

muoom—A—<

0.75

05

0.25

-0.25

05

-0.75

The approximated optimal feedback control (68) (plotted on figure 3) is computed
using the policy iteration algorithm. The value of the minimal cost is given below.

Now we present suboptimal control laws, for a more general discussion concerning

_CONTROL U(X1X2)

=0.1 (m),

—Ymin =1 (m/s)

CONTOUR KEY

0.500E+01
0.768E+03
0.153E+04
0.229E+04
0.306E+04
0.382E+04
0.458E+04
0.535E+04
0.611E+04
0.687E+04

Soo~NoohwN R

>
R 0’0’0
QS
RN
RSN
RIS
IS
S
55

DEPLACEMENT

Figure 3: The optimal feedback control.

these techniques one can consult [4,3].
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suboptimal feedback control #1

CONTROL U(X1,X2)

1 ; ; i ; CONTOUR KEY
0.500E+01
0.100E+04
0.200E+04
0.300E+04
0.400E+04
0.500E+04
0.599E+04
0.699E+04
0.799E+04
0.899E+04

075 i B

Soo~NoohwN

025 2 B

%N

05 4

XN
(NN
RIS
S
o o...,.:.: y
o"‘.

075 1 B

X1

-10 -15 -5 25 0 25 5 75 10
DEPLACEMENT

Figure 4: The suboptimal feedback control #1.

ne possibility is to find a feedback control which minimizes the instantaneous cost
function (59). We obtain

—ks xysign(ag) — F

|l’2|

u(x) =
To take into account the constraint u < u < u, we use the following control law
u(z) = (u(z) Vu) AT,

(cf. figure 4) (we take u = 0 and @ large).

suboptimal feedback control #2

The previous results lead us to the class of suboptimal feedback controls — parame-
trized by § € IR*? — of the following form

ug(z) 2 [(0y + 0y xysign(zs)) Vu) AT, 0= (0y,0,) € IR? | (70)
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_CONTROL U(X1X2)

CONTOUR KEY
0.500E+01
0.154E+03
0.304E+03
0.453E+03
0.603E+03
0.752E+03
0.902E+03
0.105E+04
0.120E+04
0.135E+04

075 4

05 r

Soo~NoohwN R

025

|

025

05 +

075 1 4

I I I I | |
-10 -15 -5 25 0 25 5 75

DEPLACEMENT

Figure 5: The suboptimal feedback control #2.

The techniques presented above can also be applied to compute the suboptimal feed-
back control u; such that

In,pa(ug) = minJy p, (ug) ,

where © = {0 € IR?*; ug € U}. We get
0, =137.2, 0, = —12130. (71)

The control law u4(z) is plotted on figure 5. A feedback control where the sign of the
product xq x5 (i.e. yy) appears has already been proposed in [37].

comparison of the feedback controls

Now we compare the three feedback controls presented above to the constant control
u(X) = ug. The optimal constant ug (i.e. the constant which minimizes the cost) is
188. The different values of the cost are given in the following table

control type cost

constant control 2.93
suboptimal feedback control #1 | 2.68
suboptimal feedback control #2 | 2.37
optimal control 2.22
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