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Abstract

Programming environments arc typically based on concepts, such as
syntax and semantics, and they provide functionalities, such as parsing,
editing, type-checking, and compilation. But most existing program-
ming environments are designed in a rather integrated manner, where
parsers, editors, and semantic tools are tightly coupled. This leads to
systems that are the sum of all their components, with obvious impli-
cations in terms of size, of reusability, and of maintainability. In this
paper, we present a proposal for a distributed architecture for program-
ming environments.

1 Introduction

Tool integration has become widely recognized as a central issue for the future
of software development environments. It allows the cooperation of many
tools, from many sources, in a uniform but open framework. Some systems
organized around this principle have recently emerged [7], [20], [28]. Quoting
the HP CASEdge Soft Bench, it is possible to identify three key aspects of
tool integration: data, control, and uscr interface.

Data integration addresses the sharing and exchange of data between tools.
This is usually achieved with structures defined as data models that tools can
interpret. Control integration is more related to communication issues be-
tween tools. Finally, user interface integration is needed to provide a uniform
appearance and interaction model.

In the field of software development environments, these aspects are tack-
led respectively with techniques such as full data integration in the spirit
of PCTE [6], message based communication architecture in the spirit of the
Field Environment [26], and graphic interactors with a standardized “look and



feel”, for example Motif [25]. The use of distributed computing environments
implies that the tools execute remotely.

Programming environments are still designed in a way such that the tools
are tightly coupled. These systems are based on well-defined concepts, such as
the syntax and the semantics of programming languages, and provide similar
functionalities. However, tool integration is mainly achieved by the use of a
common memory storage.

We propose to organize programiming environments as sets of cooperative
tools; this being based on tool integration. Here we take advantage of the
specificity of programming environments to achieve a more complete tool in-
tegration. We group the components of a programming environment within
three different classes: syntaz, editing, and semantics. Tool integration can
be defined in terms of data and control integration between classes and a user
interface generated by a toolbox.

We describe our architecture in three steps: data integration, control inte-
gration, and user interface integration. We start with data integration based
on our three classes. Control integration is then described using an encap-
sulation technique. Finally we present. a toolbox approach for user interface
integration. We conclude with a discussion of related work.

2 Data Integration

2.1 The Syntax Class

Today, most programming environments include a kernel for syntactic pro-
cessing, i.e., creation and manipulation of structured objects. In particular,
most are based on the notion of absiract syntaz of a programming language.
The environment’s objects are the trees generated by a given abstract syntax.
Note that sometimes graphs are used rather than trees.

Data integration in programming environments is primarily based on ab-
stract syntax trees: all the tools are cooperating by using the same abstract
representation. This property is used by some syntactic kernels to define syn-
tactic objects as abstract data types.

Most syntactic kernels provide navigation, modification, pattern-matching,
and annotation facilities. Also a persistent storage mechanism usually exists.
However, none of existing programming environments share the same kernel.
This can be attributed mostly to the use of an integrated architecture. The
integration of technological changes is thus very difficult.

We propose to structure the syntactic kernel as a server which provides
services that are solely syntax-oriented, such as the creation and the manage-
ment of structured data. All other tools, ¢.g., parsers, evaluators, editors, etc.,
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have access to abstract syntax objects through the services provided by the
server.

A Syntactic Server

The syntactic server provides the primitives to define an abstract syntax,
typically in terms of sorts and funclions. Such an abstract syntax object
contains all the necessary information to create abstract syntax trees and to
perform any syntactic checking. The syntactic server provides primitives to
create trees. Clearly, all the trees crcated with a given abstract syntax are
stored within the server’s memory. Trees are known to the tools only through
a unique tree identifier.

Of course, it is no longer possible for a tool, now being a client, to manip-
ulate the trees directly. But tools still have to explore and modify trees. A
standard approach is to define an abstract interface which defines the prim-
itives to navigate in a tree (e.g., down, left, right, up, etc.), to modify a tree
(e.g., replacing a subtree by another one, inserting and deleting elements in
lists, etc.), and to reference locations. Tools manipulate trees using these
abstract primitives. The main question concerns the style of these primitives.

One possibility is to use an applicative approach with tree primitives work-
ing on tree identifiers. While such a solution may work for tree navigation,
it raises difficulties when modifying a tree or referencing locations. Although
trees are only known through trec identifiers by clients, the syntactic server
itself has to manage possible concurrent access. A typical example is a tool
that references a subtree which another tool is modifying. What happens to
the tree identifier known by the first tool after the second tool has modified the
tree? The only information the server could maintain is a list of “out-of-date”
tree identifiers.

We propose to use an imperative language based on the notion of tree
occurrences. Occurrence is a well-known notion [17] used to denote tree ad-
dresses as lists of positive integers. Ior example, occurrence [2;1] denotes the
1%t subtree of the 2"® subtree of a given tree.

Of course, occurrences can be used to memorize locations of interest, for
example all places where some external data has been attached to a tree.
Moreover, they can be used to navigate in a tree and to modify a tree. Nav-
igation, for example, can be done as follows: given some occurrence v which
leads to the subtree S, one can go to the »** son of S by adding the number
n to the end of u. Modifications can he specified as: replacing the subtree at
occurrence u within a tree T by a tree N,

The syntactic server can provide operations on occurrences. One such
operation is the at function, which applies an occurrence u to a tree T resulting
in a subtree S: S = T atu. Here, no subtree is returned, but a query can be



sent to the server using this operation, e.g., what is the top operator at the
occurrence u.

If we define a variable as a pair of a trce and a set of occurrences, client tools
only have to access variable identifiers. From a variable, a tool manipulates
a tree with respect to an occurrence identifier, using abstract primitives on
occurrences.

Occurrences are created from client requests, but they are memorized
within the server. Thus, the server is responsible for the management of the
occurrences within a tree. In particular, it makes sense for the server to have
specialized updating primitives on occurrences to keep them consistent with
respect to tree modifications. For example, if a tree replacement occurs at an
occurrence u which is “above” an occurrence v, i.e., v = u.u’, the occurrence
v 1s no longer valid. The server could modify the occurrence v, i.e., v = u,
and notify the interested clients.

The advantages of the imperative solution over the applicative one are to
enable the server: i) to keep a precise and updated list of all the occurrences
within a tree and ii) to report the trce modifications that have occurred since
the previous usage of a tool. Thus, tools register with the server the first
time they work on a given variable. FFor each such registered tool, the server
memorizes the locations in the corresponding tree where modifications have
occurred.

2.2 The Editing Class

Programming environments provide language-specific editing facilities. These
usually extend textual editing operations with structure-oriented editing. Typ-
ically the environment editor generates concrete representations from the ab-
stract structures. Structured editing is based on a mapping between textual
positions within the concrete representation and tree addresses. This map-
ping is used in two directions: from abstract to concrete to compute the
concrete representation, i.e., the “display area™, which corresponds to a given
sub-object; from concrete to abstract to compute the sub-object which corre-
sponds to a position, i.e., the selection.

In programming environments, the mapping between abstract and con-
crete representations is usually achieved by a projection function, also called
a pretty-printer [29], [24]. Some environment editors use a parser instead of a
pretty-printer. Here, the parser constructs the necessary references by using
the tokens positions [11].

Most existing programming environments provide their own specialized
editor, which is tightly coupled with a parser and a pretty-printer. Very often
such editors have less textual capabilities than full textual editors.



Note that structured editing is a special case of connecting different repre-
sentations using a selection mechanisin. Examples include specialized editors,
e.g., a graphical editor for graphical objects, and interactive tools, e.g., type-
checkers and symbolic debuggers. In the latter case, the selection mechanism
relates information coming from an interactive tool to the data that tool is
using.

We propose to restrict the editing class to the structures and tools that
are needed to implement the mapping hetween abstract and concrete repre-
sentations. Other structures, in particular those needed for syntax checking
and those needed for editing, should not be part of the editing class. This
leads to an editing architecture based on data integration with a formatter.

Editing Architecture

The editing architecture is organized around a central component, a for-
matter. The formatter uses a documecnt description language as input and
generates an image structure as output. The image structure, for example a
tree of graphic boxes, contains all the necessary display information such as
size, font, color, etc. We connect such a formatter to other components, e.g.,
a syntactic server and an editor.

The coupling with an editor is based on the exchange of position infor-
mation with respect to the image structure. The formatter must provide a
selection mechanism to transform a position (X,Y), given by the editor, into
the proper image. Moreover, the formatter must be able to compute the “dis-
play area” of the selected image, which can be given back to the editor to be
highlighted. This could be, for example, a rectilinear area. Here, a selection
corresponds to a “path” within the image structure. In the remainder of this
section, we consider that such a path is represented as an occurrence.

The coupling with a syntactic server is based on the exchange of occur-
rences. We could assume that there is a one-to-one correspondence between oc-
currences within the server’s data and occurrences within the image structure.
More generally, we can assume that the programming environment provides a
translator between occurrences. Such a translator is derived from a descrip-
tion of the mapping of abstract schema to image structure. This description
uses, of course, the formatter’s document description language. Thus, syntax
information on the selected image can be obtained from an image occurrence
by translating it into a tree occurrence and querying the syntactic server.

To compute a structured “display area”, the formatter must find the proper
set of elements in the image structure. One possibility is to have the format-
ter’s document description language include selection commands one can use
to wrap a selection image around graphical images. A structured selection
is obtained by walking up the image structure to a selection image. Another
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possibility is to use the translator between occurrences: an image occurrence is
given to the translator which computes an occurrence within the correspond-
ing tree. Note that in certain cases the image occurrence must be modified
(this corresponds to walking up the image structure).

The above described model is depicted in the figure 1. Of course, the
communication is bi-directional.

Description 3 ( Image
Formatter
Language _ Structure

1 . 1
~— "] \
Occurrence Display area Position X Y
Translator
Syntactic
Server Editor

Figure 1: Editor Architecture

To complete our editing architecture, we must also explain how modifica-
tions are handled. Here, we separate modifications issued from the syntactic
server from those issued from the editor. That is, structure editing from tex-
tual editing.

For the former, when a tree is modified the formatter updates its im-
age structure, using modification inforination passed by the server, and then
informs the editor of the changes. Of course, it is preferable to have an incre-
mental update mechanism.

For the latter, we take advantage of our architecture to limit editing op-
erations to the editor and the formatter as long as no syntactical checking
is required. The formatter must maintain the image structure after textual
modification: when editing occurs within a display area the editor gives geo-
metric information to the formatter, which updates the image structure. It is
only on a specific request that the correspondence between the image and the
tree structure is updated.
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Note that the formatter and the editor do not have to be specific to the
programming environment. Moreover, their software evolution are indepen-
dent.

2.3 The Semantic Class

Programming environments include semantic components such as type-checkers,
interpreters, debuggers, etc. There are two subclasses of tools:

e Those with their own internal data representation. For such tools we
need a coercion protocol between the tool data and the server data.

o Those using the server’s trees as an opaque data structure they access
through a predefined interface. No coercion is needed, but the tool must
connect to the server often.

Data integration of the semantic class is based on the use of the abstract
interface provided by the syntactic server. This implies that data integration
is limited to those tools whose data can he modeled with the data abstrac-
tion provided by the server. This is fulfilled by tools of the second subclass,
although not necessarily by those of the first.

We want to illustrate semantic data iutegration for semantic processors
based on computation of equations driven by tree traversal. Although the
tree traversal could be coded recursively, we prefer an imperative manipulation
on occurrences. The computation is done using information the tool obtains
from the server, according to the current state of a tracing occurrence. It is
then possible for the tool to use the server’s occurrence facility to memorize
locations, e.g., places where some crrorv has occurred.

Attribute grammar based tools arc typically “traversal driven”. The tool
specification is written in terms of an abstract syntax description and equa-
tions. An attribute grammar gencrator transforins the specification into a
table driven program which does almost all the memory management and
computation of the semantic values. Of course, the transitions of the program
depend on the given input tree. Here, we propose to replace the usual re-
cursive implementation technique by imperative navigation commands using
occurrences.

3 Control Integration

Programming environment components need to communicate. For example,
the editor may be coupled with the type-checker to provide semantic assistance
to editing operations; the debugger is coupled to the evaluator. One may want
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to interface the error messages generated by a compiler so that the user can
correct a program. Or perhaps, one wants an interpreter to display the current
values of variables during execution.

Intertool communication is a very general issue within software systems.
Some recent work indicates that a good approach to achieve tool integration is
to have the control of information external to the tools. Hypertext systems are
more or less based on this principle: communication is expressed by external
scripts. Some programming environments are organized around a distributed
architecture using message-based communication techniques [26], [9], [16]. But
control integration is not limited to communication between tools. It is also
a matter of concern within a single tool.

3.1 An Object Oriented Approach

One possibility for communication within a tool is an object-oriented ap-
proach. In object-oriented architectures, message passing provides modularity
and abstraction. Using message passing one can write generic programs. Fur-
thermore, when writing the code one does not have to discriminate over all
possible types. It is only at application time that the choice of the appropri-
ate code 1s computed from the type of the values. For a value to be a valid
parameter for a generic program it must belong to the type hierarchy which
provides the code. Such code is called a “method” and one says that objects
respond to methods.

When dealing with communication. the standard message passing tech-
nique appears to be insufficient. Consider the coupling of a scrollbar and an
object that one wants to scroll over. Clearly the scrollbar must be able to
communicate with the object, e.g., to send a “scroll” method to that object.
Here message passing seems to provide the necessary independence between
the scrollbar and the scrolled object, since one can argue that the scrollbar
must know how to find the object. The situation is less clear if the object
can scroll by itself, e.g., a text editor. In that case the object must be able
to communicate with the scrollbar. The question is how to establish that
communication. That is, must the objcct know if there is a scrollbar or not.

A first solution is to use the existing object structure as a vehicule for
messages. In our example, the object could send a “scrollbar” message that
propagates over the structure in which the object and the scrollbar are com-
bined. This approach presents at least two deficiencies. First, it requires a
common data structure “linking” several objects. Second, the program that
implements the scrolling primitive of the object must test for the scrollbar’s
presence. Thus, we use a more distributed message passing technology where
messages are emitted without knowledge ol receivers.
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3.2 Distributed Message Passing

We propose to organize control integration between objects using an event pro-
gramming technique: objects communicate by sending and receiving events.

Consider the case of a type-checker which reports errors. To integrate
this type-checker within an interactive environment, we need a mechanism to
couple the type-checker output, i.e., the errors, with a browsing facility. Here,
we are concerned with the communication between a source window and an
error window. For example, after running the type-checker on a program
perhaps the list of errors and warnings appears in a separate window on the
screen. When moving from error to error, by selecting the error of interest,
one has a selection in the source window. Conversely, from the source window,
one may ask for the error message corresponding to a given selection in the
source.

Note that at the time the error window is coupled with the source window,
it is likely that the latter is already connccted to other objects. Of course,
we do not want such connections modified. Also this new connection should
not interfer with existing ones. The control integration mechanism must be
dynamic.

Our approach is to use the notion of observers familiar in concurrent lan-
guages [23]. The capability of an object to communicate with the external
world is characterized by a set of inputs and outputs. Inputs correspond to
the primitives provided by the object. Outputs correspond to the messages,
we call them signals, the object can emit. (Note that signals can carry a
value.) Inter-object communication is then described as a network of connec-
tions between ob jects.

We define a node type by a namc, input ports, and output ports. This
corresponds to a module interface declaration. A node instance can be as-
sociated with an object, provided that it encapsulates the object’s external
interface. For such node instances, which we call atomic, inputs are associated
to the appropriate object methods. The object sends messages by activating
the output ports of its associated node. Thus, it is necessary to maintain an
association list between objects and atomic nodes.

Communication between nodes is achieved by creating a network. Within
a network, the output ports of a node are connected to the input ports of
other nodes, provided that the ports have the same name (this restriction can
be relaxed using port renaming). The output port of a node can be connected
to the input ports of several nodes, 1.e., there is broadcasting of signals. In
principle, the input port of a node can be connected to the output ports of
several nodes.

A network has an interface with the external world, 1.e., it is itself a node.



The input ports of the network are connected to the corresponding input ports
of the encapsulated nodes, while the output ports of these nodes are connected
to the network’s output ports.

Communication between nodes of a network is synchronous but not instan-
taneous. For example, if a node has an input port connected to several output
ports, the node receives several signals through its input port, each one with
its own value. The network is responsible, if necessary, for defining its own
clock. Except for atomic nodes, the behavior of a node on receiving a signal
on a port is to broadcast that signal to all the nodes that are connected to it.
Note that the signals that are neither input nor output ports of the network
are local signals, whose communication is limited to within the network.

An example

We illustrate our communication method on the connection between a
source window and an error window. To simplify, assume that we have only
one node type, say view, with a selection input and a selection output.
Initially, the source window is associated with an instance of a view node
which is connected to other nodes within a network. To couple the error
window with the source window, one only has to associate the error window
to another instance of a view node and to include this node within the network.
This establishes all the necessary connections.

Every time the error window emits a selection signal, typically the result
of some user action, e.g., pointing at an error message with the mouse, the
source window receives that signal through its selection input port. The
obvious semantics of the method attached to that input port is to move the
selection mechanism of the window to the proper location in the source code.
Conversely, every time the source window crnits a selection signal through
its output port, the error window receives that signal. (Here the value of the
selection signals can be an occurrence identifier.)

3.3 An Event Handler

For atomic nodes, we want the communication with their associated objects
to be asynchronous. We briefly describe the principles of an event handler.

e The event handler maintains the association list between objects and
nodes.

e An object can emit an event using the “emit” primitive:
emit <object-id> <port-id> <value>
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where the port-id corresponds to an output port of the node associated
with the object-id. When this function is called, an event is created
which is given to the event handler, e.g., added to a queue of events.

e When the event is read by the event handler, the object-id is used to
find the associated node using the association list. Then the port-id
signal is sent to the set of nodes that are interested by the message, i.e.,
all nodes that are connected to the emitting node. The value is not
examined by the event handler.

e All connected atomic nodes are activated, i.e., the function associated
with their input port is called. Here it is necessary for a node to have
access to its associated object, because the action to be executed belongs
to the object address space.

This description assumes that all the objects are in a single tool. In the
context of a distributed architecture it is also necessary to have a mechanism to
connect different tools. This kind of intertool communication can be achieved
using a broadcast message server as in [26], [7].

4 User Interface Integration

The user of a programming environment manipulates structures and runs spe-
cial processors and translators. This is typically achieved with a user interface
via a personal workstation, a keyboard. a inouse, and a high resolution screen.
The way a user interacts with a programming environment generally depends
on the tasks that can be performed.

4.1 Design Principles

A general user interface design principle is to disconnect the man-machine
interface from the system and to keep the man-machine interface open-ended.
This corresponds to a decomposition into two components: 1) the ezternal
interface, e.g., interactors such as buttons, menus, dialogs, etc.; ii) the internal
interface, e.g., application specific editors. This is depicted in figure 2.

For the external interface, an extensible set of graphical interactors must
be available. Many toolkits [25], [22], [1], [10] are good possible candidates.
These are based on the same principles: use of the distributed X-window
system [15], a reasonable sampling of widgets, and extensibility. Here, we
believe it is important for the external interface to present a standardized
appearance. Currently Motif provides such a standard.
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External Interface

Internal Interface

Graphic Toolkit

Application

Figure 2: User Interface Components

For the internal interface, we need a higher level graphic toolkit to help
display application-specific data structures, for instance the image generated
by a formatter. This level must provide the necessary primitives to display a
graphic, to select a graphic from a position, to modify the graphic’s appearance
(e.g., change its color, orientation, size, etc.), and to modify the graphic’s
structure. Finally, the graphic toolkit and the application must be connected
to allow cross-referencing between graphic and application objects.

The definition of a general purpose graphic toolkit is still an open question.
However, some systems have recently come into existence {22], {2], [16], [13].
Some document processing systems are evolving towards graphic toolkits [12].
We believe it is possible to define a general user interface toolbox to implement
a programming environment’s user interface.

4.2 A User Interface Toolbox

Work on user interface management systems, UIMS, has lead to a three module
approach to defining the user interface of an application. The first module,
the application interface, is responsible of the communication between the
application and its interface. The second module, the presentation manager, is
responsible of the look of the interface. The third module, the dialog manager,
is responsible of the feel of the interface. This is shown in figure 3.

For programming environments, we propose to have the three modules
generated with a user interface toolbox. Such a toolbox should provide the

12
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Manager Manager
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Figure 3: User Interface Management System

following functionalities:

1. A data integration mechanism that is used to generate the application
interface.

2. A user interface description mechanism that is used to generate the
presentation manager.

3. A control integration mechanism that is used to generate the dialog
manager.

Before going into further details of the toolbox, we describe the architecture
of the user interface that we want to generate.

Application Interface

One possibility for the application interface is to use shared variables be-
tween the application and the user interface, {27]. But this makes it difficult
to manage software evolution of both the application and the user interface.
Also it only works in a distributed context if there is a common memory.

We follow an approach similar to the Chiron system [3], where the appli-
cation is separated from the user interface by an image processor. This image
processor is responsible for the management of the concrete representation
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associated to application data. In our context, this image processor can be
a formatter coupled with a syntactic server, as explain in the Editing Class
subsection. As a consequence, the application interface can be reduced to the
syntactic server protocol. The application only has to generate commands
that can be interpreted by the server. The visual effect of these commands
depends heavily on the graphical capabilities of the image processor.

Presentation Manager

Here, we believe it is important that the presentation manager to be appli-
cation independent. To achieve this, we propose to use a control integration
mechanism between an image processor and a graphical user interface. By
graphical user interface we mean the coupling of external and internal inter-
face components. The image processor contains the necessary information for
the internal interface component to display the image structures. The graph-
ical user interface is solely responsible of the management of the appearance
of interface.

Of course, there is bi-directional communication between the image pro-
cessor and the graphical user interface. This is depicted in figure 4.

Abstract Events
Graphical

Image

Processor User Interface

Display Commands

Figure 4: Connection between image processor and a graphical user interface

Dialog Manager

It should be clear from the described architecture that the application is
completely isolated from any graphical operation of the user interface. How-
ever, the application and its user interface are not only connected through
the application interface: the application may send commands to the user
interface, e.g., creating new widgets; the user interface may send commands
to the application, e.g., calling some function. It is precisely the role of the
dialog manager to establish such communication between the application and
the user interface.
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We feel the user interface must be responsible of the management of the
user inputs. For example, with Motif, this is achieved by the main event
loop, XtMainLoop. Also, the user interface must only communicate with the
application through an abstract event mechanism, that is independent of ap-
plication semantics. For example, an activated event is always generated in
reaction to user actions, e.g., releasing the mouse in a push-button widget
independent of the button’s semantics. The dialog manager interprets the
abstract events.

User Interface Toolbox Architecture

The user interface toolbox should provide:

e An application interface, which is the same for all applications. For
example, this can be a syntactic server.

e An image processor generator, which generates an application-specific
image processor. For example, the toolbox can provide a pretty-printing
language that is used to describe the mapping of application data into a
concrete representation. From a pretty-printing description, the toolbox
generates the necessary connections between the application interface
(e.g., a syntactic server) and an image processor (e.g., a formatter).

e A graphical user interface toolkit, that provides support for defining the
external and internal interfaces. I'or example, this could be the Motif
toolkit combined with a graphic library in the style of the graphic class
of Interviews.

e A dialog manager toolbox, which defines and implements the application
dialog manager. We describe such a toolbox below.

4.3 A Dialog Manager Toolbox

For the control integration between the application and its generated user
interface, we propose to use our encapsulation technique. The application
is associated with a node type corresponding to the application interface:
inputs for entry points; outputs for notification points. The generated user
interface is also associated with a node type, which is application independent.
Finally, the dialog manager is associated with a node type that provides all
the necessary inputs and outputs to connect the two.

The application can be coupled to its user interface by creating a network
with an application node, a user interface node, and a dialog manager node.
While the first two are atomic, the third is itself a network of nodes. The dialog



network is created using dialog fragments provided by the dialog manager
toolbox.

Here, we only illustrate the principles of using elements of a dialog manager
toolbox to create a specific application dialog. Suppose we want to create a
read dialog, which one uses when the application needs to read a user specified
file. From a purely functional view point, the read dialog returns the name of
the file one want to be read by the application.

In terms of encapsulation, we can define a read node type with only one
output port, i.e., read, which carries a string. Clearly, we have to associate
the read dialog to some user interface widget, typically a button. For this
we can use a predefined button dialog: it is an atomic node, of type button,
with only one output, activate. Let’s assume that we include such a button
node in the read network. Next, we can choose another element in the dialog
toolbox, that is activated by our button node. A natural candidate is a file
selector dialog: it is an atomic node, of type file-selector, with an input,
activate, and an output, ok, which carries a string. We include this in the read
network after renaming the ok output to read. The final read dialog is shown
in figure 5.

Read

read

Button File Selector

Figure 5: Read Dialog

It is the responsibility of the user interface toolbox system to associate the
appropriate widgets to dialog fragments. In our example, a button widget to
the button node and a file selector widget to the file-selector node. This is
done by associating nodes to objects as described in the event handler section.

How does the read dialog behave? Initially, there is only a “read” button
on the screen. The user depresses and releases the mouse within the button
widget, this causes the user interface to send an abstract activate event to the
event handler (the activate event contains the widget-id). The event handler
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finds the button node associated with the widget-id and the activate signal
is emitted within the read dialog network. On reaching the file-selector
node this makes a file selector widget appear. The read dialog is emits a read
signal, as soon as the file selector emits its ok signal. This happens on some
user action, e.g., selection of an “OK” button provided by the file selector
widget. (Of course, the user also has to have selected some file name!)

Interestingly, if the file selector remains visible on the screen then it is
possible for the user to read another file without using the read button; he only
uses the file selector. Here it is important that the communication between
the dialog manager and the user interface to be asynchronous.

5 Conclusion and Related Work

The architecture presented originates {rom current work on software develop-
ment environments and from work in developing an environment generator
[4]. Our main concerns are: i) to make the techniques used in programming
environments available outside the environment; ii) to make integration of
technological changes as easy as possible. Note that the latter is a fulltime
concern in our project [5].

This leads to a very open architecture where any component of the syntax,
editing, and semantics classes can be replaced or modified. Also, many com-
ponents of the proposed architecture can be used separately. For example, the
formatter can be used alone by a tool, providing that this tool is interfaced
with the document description language of the formatter. Of course, a natural
way to generate this interface is with a specification of how the tool data can
be transformed into the formatter’s image structure. One possible implemen-’
tation of such a translator is to have the tool data transformed into a tree of
the syntactic server. Another possibility would be to use an approach similar
to the Arcadia Specification Level Interoperability {30].

We believe the use of a distributed approach for programming environ-
ments is new, in particular the notion of syntactic server. Here, we claim that
occurrence is the key concept. The notion of a formatter is already present in
many systems, but the coupling of a formatter with both a syntactic server
and an independent editor is novel. Our approach is to trigger the editor with
structured oriented commands rather than the opposite. The notion of en-
capsulation comes from B. Fromme [14], revisited with concepts of concurrent
programming. This makes our control integration mechanism independent of
the implementation language of the tools. Finally, the user interface toolbox
is a particular application of the concepts presented in this paper together
with results on user interface builders, [18], [19], [8].

17



The proposed architecture is currently used as the basis for the imple-
mentation of the next version of the Centaur system. There already exists
prototypes of the formatter, the encapsulation mechanism, and the user in-
terface toolbox. A syntactic server is under development. For the coupling
with external editors, we will experiment with Epoch [21]. Finally, we want
to take advantage of a distributed approach to implement the user interface of
interactive external components, e.g., language interpreters, theorem provers.
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