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Abstract

In this paper we study quantitative as well as qualitative properties of Fork/Join Queue-
ing Networks with Blocking (FJQN/B’s). Specifically, we prove theorems regarding the
equivalence of the behavior of a FIQN/B and that of its duals, of a circuit-free FIQN/B,
and a strongly connected marked graph. In addition, we obtain general conditions that must
be satisfied by the service times to guarantee the existence of a long term throughput and
its independence on the initial configuration. We also establish conditions under which the
reverse of a FIQN/B has the same throughput as the original network. Last, by combin-
ing the equivalence results for duals and the reversibility results, we establish a symmetry
property for the throughput of a FIQN/B.
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Abstract

Dans cet article, nous analysons les propriétés qualitatives et quantitatives de réseaux de
files d’attente de type fork/join avec blocage (FIQN/B). Nous montrons des théorémes relat-
ifs 4 1’équivalence du comportement d’un FIQN/B avec le comportement de ’un quelconque
de ses duals, d’un réseau sans circuit, et d’un graphe d’événements fortement connexe. Nous
obtenons des conditions générales pour l’existence du débit et son indépendence par rap-
port aux conditions initiales. Enfin, nous établissons des propriétés de réversibilité et de
symétrie.

Mots-Cles: Théorie des files d’attente, réseaux de files d’attente Fork/Join, blocage
avant service, équivalence, dualité, réversibilité, symétrie, débit, graphs d’événements.



1 Introduction

A Fork/Join Queueing Network with Blocking (FIQN/B) is a queueing network consisting of
a set of servers and a set of buffers such that each buffer has exactly one upstream server and
one downstream server. On the other hand, each server may have several input buffers and/or
several output buffers. Some servers may have no input buffers or no output buffers. Such
servers are referred to as sources and sinks, respectively. All the buffers have finite capacity. A
server is allowed to start service whenever there is at least one job in each of its input buffers
and one empty space (hole) in each of its output buffers, i.e., the server is neither starved
nor blocked. Sources are never starved and sinks are never blocked. Upon completion of the
service, one job is removed from each of the input buffers and one job is added to each of
its output buffers. The FJQN/B, as described above, was first introduced by Ammar and
Gershwin [1). Note that the blocking mechanism in a FIQN/B corresponds to the so-called
blocking-before-service mechanism [27].

A FIQN/B is structurally characterized by a graph representing the links between the set of
servers and the set of buffers, and the set of buffer capacities. Mbreover, the behavior of a
FJQN/B in general depends on an initial marking, which is defined as the number of jobs
present in each buffer at the initial instant. Finally, since we are mainly interested in the
quantitative behavior, a FIQN/B is further characterized by the durations of service times
which are Random Variables (RV’s).

In this paper we focus on four aspects of FJQN/B’s, 1) their equivalence properties including
duality, 2) the existence and uniqueness properties of their throughput, 3) their reversibility
properties, and 4) their symmetry properties.

Equivalence Properties. The first equivalence property that we study is that of duality. The
duality property of FIQN/B’s is related to the concept of job/hole duality introduced by Gordon
and Newell [17] within the context of closed tandem queueing networks, and earlier observed by
Sevast’yonov [29]. The idea is that the movement of jobs moving in one direction is equivalent
to the movement of holes in the opposite direction. This duality concept was generalized to
FIQN/B’s by Ammar and Gershwin {1]. A dual FIQN/B is obtained by reversing the direction
of the flow in any number of buffers and changing the corresponding initial marking to the
number of holes initially present. The full dual is a dual FJQN/B for which all the flows
have been reversed. We show that any dual FIQN/B, and in particular the full dual, has
exactly the same behavior as the original FIQN/B. As a consequence, they have the same
throughput and the same stationary marking (with markings replaced by holes when the flow
of the corresponding edges is changed) distribution, provided that these quantities exist. These
results were already obtained by Ammar and Gershwin [1] in the special case of expouentially

distributed service times. We also introduce a canonical form for FIQN/B’s where there exists



at most one edge between two servers. We show that for any FJQN/B, there exists a FJQN /B
in canonical form that exhibits an equivalent behavior. Using the duality property, we show
that it is possible to construct, from any FJQN/B, a circuit-free FIQN/B in canonical form
. that has the same behavior. Last, we show the equivalence between the class of FJQN/B"s and
the class of strongly connected marked graphs (SCMG’s) [10].

Existence and Uniqueness Properties. We prove the existence of the throughput of a
FIQN/B under very general conditions on the service times. Specifically, we require that the
service times of the servers be jointly stationary and ergodic, and be integrable (i.e., have
finite means). This existence property was first proved by Baccelli {3] within the context of
SCMG’s. Our primary new result concerning this part of the problem is that the throughputs
of a FIQN/B under two different initial markings are equal, provided that these two markings
are reachable from each other and the service times of different servers are independent of
each other. Because of the equivalence of FIQN/B’s and SCMG's, this result also holds for
SCMG’s thus proving a basic assumption made in {4] for deriving stability conditions of marked
graphs. In the process of proving this result, we also show the following property that may
be of independent interest: a FJQN/B (resp. SCMG) within which a server (resp. transition)
is frozen, not allowed to serve jobs (resp. not allowed to fire), will reach a marking that is
independent of different initial markings that are reachable from each other.

Reversibility Properties. For any FJQN/B with an initial marking, we define the reverse
FJQN/B to be the network obtained by reversing the flows of jobs while keeping the same initial
marking. We show that the reverse FJQN/B has the same throughput as the original FIQN/B
provided that the service times form jointly stationary reversible ergodic sequences of integrable
random variables. Transient results are also derived. This generalizes the results established in
[11] for closed tandem queueing networks. As an application of these results, one can also obtain
the reversibility property for tandem queueing systems with finite buffers and blocking-after-
service mechanism, and relax the statistical assumption of independent identically distributed
(i-i.d.) service times made in [20,21,31]. Such applications are dealt with in a separate paper
[12].

Symmetry Properties. Finally, we establish some symmetry properties of the throughput of
a FIJQN/B. We consider a FJQN/B with a given initial marking and the same FJQN/B with
the symmetrical initial marking, that is the initial marking corresponding to the hole entities.
We show that these two FJQN/B’s have the same throughput by combining the results on
reversibility and duality. Such a symmetry property was first conjectured by Onvural and
Perros {25] for closed tandem queueing networks with blocking before service mechanism and
exponential distributions of service times, and first proved by Dallery and Towsley [11] under
phase type distributions of service times.



Note that the assumptions required for obtaining the throughput, reversibility, and symmetry
properties include independent and identically distributed (i.i.d.) sequences of service times as
a special case.

FIQN/B’s are of interest because they are particularly suited to model problems in manufac-
turing, parallel processing, and communication networks. In the case of manufacturing, forking
corresponds to the process of splitting the assembly of a component into the subassembly of
two or more subcomponents. Joining corresponds to the assembly of two or more subcompo-
nents into a single component. Examples of the study of fork/join queueing networks (also
called assembly/disassembly networks) in manufacturing can be found in [13,16). The FIQN/B
also captures the behavior of parallel programming constructs such as the fork-join primitive
available in many parallel programming languages, (2,18,28]. Some of the many papers that
have been devoted to the study of such behavior include [7,6,22]. Most of these studies assume
infinite buffering. Last, FJQN/B’s have been used to model problems in error control [8,9] and
flow control [14] in communication networks.

The paper is organized as follows. The formal definition of FIQN/B’s is given in Section 2.
The equivalence properties of FJQN/B’s are described in Section 3. Sections 4 and 5 contain
the results pertaining to the qualitative and throughput behaviors of FIQN/B’s, respectively.
Reversibility and symmetry properties are presented in Sections 6 and 7, respectively. Some

extensions and applications are discussed in Section 8, and finally some concluding remarks are
made in Section 9.

2 Fork/Join Queueing Networks with Blocking

A Fork/Join Queueing Network with Blocking (FJQN/B) is generally represented as a bipartite
graph satisfying certain constraints. Let

N =(V,,W, E,B)

be a FIQN/B where V; is a set of n, servers, V, is a set of ny buffers, EC V, x V, + V, x V,
is a set of directed edges indicating the flow of jobs from servers to buffers and from buffers
to servers 1. Here E is required to satisfy the constraint that |{(i,k) € E :i € V,}| =1 and
[{(k,?) € E :i€ V,}| =1, Vk € V, i.e., each buffer has one incoming and one outgoing edge.
The buffers are of finite capacity with sizes given by B = (By,-- -, By,) where B, € IN* is the
capacity of buffer k € Vj. It is convenient to refer to the underlying graph, G = (V = V,+V,, E)
which is assumed to be connected. We will abuse notation for the sake of readability by labeling
the servers 1 = 1,...,n, and the buffersas k =1,...,ny.

'When A and B aresets, A+ B=AUBand A—B={a:a€ A,a ¥ B}



Define a set of immediate server predecessors of server ¢ € Vj, ps(t), to be the set of servers
that can reach ¢ without passing through any other server,

p()={j€V,|3keVy: (j,k),(k,i)€ E}

and the set of immediate server successors of server i € V;, s,(¢), to be the set of servers to
which ¢ can reach without passing through any other servers,

ss(y={j€V,|3keVy: (ik),(k,j) € E}.

Define a set of immediate buffer predecessors of server i € V;, py(2), to be the set of buffers that
have a direct link to ¢,

po(2) = {k € V,|(k,i) € E}

" and the set of immediate buffer successors of server i € V,, 84(¢), to be the set of buffers to
which 7 has direct links,
sp(1) = {k € V5|(4,k) € E}.

The FIQN/B behaves in the following manner. Server i initiates a service period whenever
there resides at least one job in each of the buffers in py(z) and there is space for at least one
job in each of the buffers in s;(2). Server i is said to be starved if at least one of the immediate
upstram buffers is empty and blocked if at least one of the immediate downstream buffers is full.
Note that the server can simultaneously be starved and blocked. Jobs remain in the buffers in
ps(i) throughout the service period, i.e., there is no space associated with the servers for storing
jobs. At the completion of the service period, a job is removed from each of the buffers in
ps(?) and a job is immediately placed in each of the buffers in s,(z). Observe that the blocking
corresponds to what is referred to as blocking before service in the literature [27]. Note that a

FJQN/B thus defined allows no routing choices.

There may be some servers for which there are no incoming edges. Each such server is referred
to as a source, and it is assumed that there are an infinite number of jobs available to the source
so that it is never starved. There may be other servers for which there are no outgoing edges.
Each such server is referred to as a sink, and is assumed to never be blocked. Each job that
completes at a sink leaves the system immediately.

An example of a FJQN/B is given in Figure 1 (servers are represented by circles and buffers
are represented by rectangles). This FJQN/B has 10 servers and 12 buffers. Servers 1 and 6
are sources and server 5 is a sink. Two special cases of FJQN/B’s that have received much
attention are tandem queueing networks (see Figure 2) and closed tandem queueing networks
(see Figure 3). Another special class of FJQN/B’s which is of interest corresponds to closed
series-parallel fork-join networks. An example of such a network is given in Figure 4.
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Figure 1: Example of a FJQN/B.
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Figure 2: A tandem queueing network.
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Figure 3: A closed tandem queueing network.
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Figure 4: A closed series-parallel fork-join network

Definition 2.1 A FJQN/B is said to be in canonical form if there is at most one buffer between
every pair of servers:

[{k € V3I(i, k), (k,5) € E or (j,k),(k,i) € E} <1 ¥i,j€V,.

An alternate, simpler representation of a FIQN/B in canonical form is possible. As much of the
paper deals with such FJQN/B’s, it is worthwhile describing this representation. In this case
N = (V,, E, B) where V, is a set of servers and £ C V, X V, is a set of directed edges indicating
the flow of jobs from servers to servers. In this formulation, the buffers are associated with the
edges, i.e., there is a mapping = from edges to buffers, # : £ — V}. The vector B retains its
original meaning although it is sometimes convenient to refer to the edge, i.e., B;; = By, )
It remains convenient to refer to the underlying graph, G = (V = V,, E). Similar definitions
for the sets of immediate server predecessors and immediate server successors to server i € V,
can be given. We will show in Section 3.2 that for every FIQN/B, there exists a FIQN/B in
canonical form exhibiting the same behavior. Throughout the paper. we will use this simpler
representation whenever we restrict our attention to FJQN/B’s in canonical form. Note that
the FJQN/B given in Figure 1 is in canonical form. Its simplified representation is given in
Figure 5.

We introduce some terminology from graph theory related to the underlying graph, G;. A path
from node #; to node #; both in V' is a sequence of contiguous edges, (i1,2),(32,%3), - -, (¢j-1,%;)
that arein E. A circuit, C,is a path with i) = i;. A chainis a sequence of undirected contiguous

edges, (i1,%2),(32,%3), -+, (3j=1,1;) such that either (i;,4141) € E or (i141,%4) € E. A cyele, C,




Figure 5: Canonical Representation of the FIQN/B in Figure 1

is a chain with i) = i;. We refer to the set of edges associated with either a circuit or cycle C
as E(C) C E. Throughout the paper we will only consider elementary circuits and cycles, i.e.,
those containing no subcircuits or subcycles. For simplicity we will use the terms circuit and
cycles to mean elementary circuits and elementary cycles. Note that all circuits are cycles but
not viceversa. The reader should be careful to remember the definitions of these terms as they
are not always consistent with their definitions sometimes introduced in the theory of queueing
networks.

In the FIQN/B of Figure 1, there is a single circuit and several cycles. The circuit consists
of the set of edges {(7,8),(8,9),(9,10),(10,7)} and a cycle is, for instance, defined by the set
of edges {(2,3),(3,5),(5,4),(4,2)}. A tandem queueing network has no cycles while a closed
tandem queueing network is a FIQN/B which consists just of a single circuit.

Two classes of FIQN/B’s are of particular interest:

o Circuit-free FIQN/B’s: A circuit-free FIQN/B is one that contains no circuits.

o Cycle-free FIQN/B’s: A cycle-free FIQN/B is one that contains no cycles.

A circuit-free FIQN/B and a cycle-free FIQN/B are illustrated in Figures 6 and 7, respectively.
It is easy to check that the number of buffers in a cycle-free FIQN/B is equal to the number
of servers minus one, i.e., ny, = ny — 1. Note that a tandem queueing network (see Figure 2)
is a special case of cycle-free FIQN/B’s. Hence, any comment that will be made regarding
cycle-free FIQN/B’s is especially true for tandem queueing networks.

-1
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Figure 7: Example of a cycle-free FIQN/B.




Let m(t) = (m1(t),- - -, Mmn,(t)) be the marking of the system at time ¢ > 0 where m,(¢) denotes
the number of jobs in buffer k € V} at time ¢t. The initial marking at time ¢t = 0 is assumed to
be m(0) = M = (M, -, My,), My € {0,1,---,Bk}; k € Vi. In general, the qualitative as well
as quantitative behavior of a FIQN/B are related to its initial marking. Hence we introduce
the notation

S =(N,M)
to denote the FIQN/B A associated with the initial marking M.

When the FJQN/B is in canonical form, we will often refer to the initial marking of the buffer
associated with edge (i,7) € E as M;; = M,(; ;). Note that B — m,(t) is the number of holes
(empty spaces) in buffer k at time ¢.

The durations of the service periods at server i are given by a sequence of non-negative service
times, {0in}n>1, ¢ € V,. In addition, there is an initial timing condition Y = (V4,---,Yy,),
Y; > 0, after which the i-th server can begin its first service period, ¢ € V,. We note that service
times may take value zero. The introduction of servers whose service periods are of zero length
is useful for modeling synchronization mechanisms. Denote by

T=(S8,Y)

the FIQN/B S coupled with the initial timing condition Y. Note that this timing condition
can be correlated with the service times.

The performance measure of greatest interest to us is the system throughput. Let D;,(T)

denote the time of the n-th service completion at server ¢ in & under initial timing condition
Y. Let
Dn(T) = max D; o(T).
i€V,

Denote by 6;(7) the (asymptotic) throughput of server i € V and 6(7T) the throughput of S
with initial timing condition Y. More precisely,

6;(7T) = lim EDin(T)]

n—s00 n

, i€V, (1)

i ELDa(T)]

n—oo n

o(T) (2)

provided the limits exist. We give conditions for the existence of these limits in Section 5.
Typically we are interested in 6(S,0), which will simply be referred to as 6(S).



3 Equivalence Properties

In this section we define the dual of a FIQN/B and prove the equivalence of a FIQN/B and its
duals. We also establish the equivalence between the general class of FJQN/B’s and the class
of FJQN/B’s in canonical form and the class of circuit-free FIQN/B’s in canonical form. Last,
we establish the equivalence between the class of FIQN/B’s and the class of SCMG’s.

3.1 Duality Properties of FIQN/B’s

First, we define the operator (S, k), k € V;, which produces a new FIQN/B
8¢ = ((Vi, W, E*, B), M?)

where
E* = E-{(i,k) € E} + {(k,i)I(i,k) € E} - {(k,j) € E} + {(4, k)I(k,]) € E},
B - M, =k,
M’d = { A/.;l, l otherwise.

In other words, § switches the directions of the incoming and outgoing edges to a buffer £ and
replaces the holes in that buffer with jobs and jobs with holes.

Definition 3.1 The FJQN/B 8% = (N4, M?) is a dual of S = (N, M) if it can be obtained
from S through the application of the dual operator § a finite number of times.

Note that any dual of a cycle-free FJQN/B is also cycle-free. Of special interest is the following
dual of S.

Definition 3.2 The FIQN/B S/ = (N! = (V,, V4, E/,B), M) is the full dual of S = (N, M)
if it is a dual of S and the direction of all of the edges in N have been reversed, in other words,
Ef = {(i,)(5,i) € E} and Mf = B — M. The marking M/ will be referred to as the

symmetrical marking of M .

The full dual of the FIQN/B illustrated in Figure 1 is illustrated in Figure 8.

The main result of this section is the equivalence between the FIQN/B & and a dual §¢. Let
8% = ((Vs, Vs, E4, B), M%) be a dual of § = ((V4,Vs, E, B),M). Let V}, = V| 4 V, where V) is
the subset of buffers for which the direction has been switched. Thus,

M, ke V,
d _ ks 1y
A/Ik - { B - Mg, keV,.

10
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Figure 8: Full Dual of the FIQN/B in Figure 1.

The set of edges E can be expressed as E = Ey + E; where E, (resp. E;) is the subset of
incoming and outgoing edges for buffers in V; (resp. V3) and E?¢ = E, + E; where Ej is the
reverse of the edges in Ez. Let m(t) = (ma(t),- -+, Ma,(t)) and mé(t) = (m{(t), -, mg (1)) be
the markings of S and S¢ at time ¢t > 0.

Theorem 3.3 Let S and S? be duals as defined above. Define d(t) = (dy(t),- -+, dn,(t)) where

d
_J mi(0), kew,
a(t) = { By - mf_(t), k€ V,.

Then for the same arbitrary sequences of service times and the same arbitrary initial timing
conditions,
m(t) =pd(t), t>0, (3)

where the symbol “=p” denotes the equality in distribution.

Proof. The proof consists of conditioning the system behavior on the service times and show-
ing by induction on the times of the different events that the departure times are the same in
both systems. |

11



Corollary 3.4 Whenever the throughput ezists for S, the throughput ezists for S¢ and is iden-
tical to that of S, t.e. :
8(S,Y) = 8(S%Y)

for all initial timing conditions Y.

Corollary 3.5 Whenever the stationary distribution for the system marking exists for S, then

the stationary distribution for the system marking ezists for S¢ and is related to that of S by

(3).

Remarks. General conditions for the existence of the stationary marking distribution of & are
found in Baccelli and Liu (3,5]. In particular, a stationary marking distribution exists when the
service times at each server form mutually independent i.i.d. sequences of RV’s having infinite
support. Hence, the above corollary extends the results of Ammar and Gershwin [1] developed
under the assumption of exponential service times at each server. Their method of proof was
to construct Markov chain representations of S and S? and show that they are identical. One
observes that this approach can be used to extend the results to the case that the service tines
are described by an arbitrary Markov process, e.g., i.i.d. sequences of service times with a phase
type distribution (PH) [23,30]. However, our approach, based on sample path analysis, applies
to arbitrary service times and moreover provides results on the transient behavior.

Remarks. The duality property provides some insight on the behavior of FIQN/B’s. First,
it shows that there is no fundamental difference between starvation and blocking mechanisms
(recall that we assume blocking before service). Indeed, duality switches around starvation and
blocking events. For instance, the starvation of a server due to the empty state of a buffer in
the original FJQN/B corresponds to the blocking of the same server due to the full state of the
same buffer in the dual FIQN/B. Second, duality shows that there is no fundamental difference
between circuits and cycles. Indeed, it is always possible to transform a circuit into a cycle or
vice-versa using duality. At first glance, one could think that a circuit-free FJQN/B is with
some respect simpler than a general FJQN/B. This is however not true and we will show below
that any FJQN/B can actually be transformed into a circuit-free FIQN/B. Finally, duality
shows that sources and sinks do not play a special role. Indeed, using duality, a source (or a
sink) can be transformed into a regular server and vice-versa, any server can be transformed

into a source (or a sink).

3.2 FJQN/B’s in Canonical Form

We prove the equivalence between the classes of arbitrary FIQN/B’s and FJQN/B’s in canonical
form. First we describe a procedure for transforming an arbitrary FIQN/B S = ((V,,V,, E,B), M)

12



into an FIQN/B 8¢ = ((V;, V¢, B¢, B¢), M€) in canonical form.
Algorithm

1. Construct a FIQN/B St = ((Vs, Vs, Ed,B),M") that is a dual of S such that if (i, k), (k,7) €
E9 for some k € Vj, then there is no buffer ¥’ € V, such that (j,4'),(k’,i) € E%.

2. V¢ = Vy; E¢ = E% B = B; M = M¢;
For every pair of servers ,j € V, do

Si; = {k € Vo : (i, k), (k, j) € E4};

if |S; ;| > 1 then
choose ko & Vp;
Vi =V = Sij + {ko}s
E° = E°— {(i,k), (k,7) : k € Si,j} + {(3, ko), (ko, 1)}
M{ = mings; ME;
B, = minzesw{BI - Mld + A’Iﬁo};

end

Observe that the first step of the algorithm ensures that all buffers between any pair of servers
are oriented in the same direction. The second step reduces the number of buffers between any
pair of servers to one. We state without proof that this new FIQN/B S¢ has the same behavior
as S in the sense that all service periods coincide at all servers. In the remainder of the paper
following this section, we only consider FIQN/B’s in canonical form.

3.3 Circuit-Free FIQN/B’s

In this subsection, we show that for an arbitrary FJQN/B S there exists a circuit-free FJQN/B

which exhibits the same behavior. We begin by describing a procedure for converting S =
(M, M) into a circuit-free FIQN/B S® = (A%, M*®) in canonical form.

Algorithm
begin
Ee=0;U =V,
fori eV, do
U=U- i}

E* = E* +{(i,k),(k,5) : (i,k), (k,j) € E,j € U}
+ {(J’k)’(kﬂ) : (2,k),(k,]) €E e U}1
for every k € Vy whose incoming and outgoing edge are the same in £ and in E*:
Mg = My '
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for all other k € V, M¢ = B — My;
St = ((‘/S’%’EG’B)’MG)
end

The basic idea of the algorithm is to order all the servers, say t,...,%,,, and ensure that the
buffers between any pair of neighbor servers ¢, and i;,, where ; < {;. are oriented towards
server i;,. Last, note that if $* is not in canonical form, it can easily be placed in canonical
form without introducing any circuits.

The following result follows directly from the above construction and Theorem 3.3.

Corollary 3.8 Given an arbitrary FJIQN/B, S = ((V,,E,B),M), there erists a circuit-free
FIQN/B S° = ((V,, V2, E®, B*), M®) in canonical form that exhibits the same behavior as S.

We note that the FIQN/B of Figure 6 is the circuit-free network obtained from the FJIQN/B
of Figure 1 by applying the above algorithm.

Remark. An analogous algorithm can be devised that transforms a cycle-free FJQN/B into a
dual FJQN/B with tree structure.

3.4 Equivalence of FIQN/B’s and SCMG’s

We conclude this section with the observation that the class of FIQN/B’s is related to a special
class of Marked Graphs (MG), namely Strongly Connected Marked Graphs (SCMG). A MG
[10] is a special case of a Petri Net [26] in which each place has only one input and one output
transition. Stochastic MG’s have recently been analyzed by Baccelli et al. [3,4]. Now, it is
easy to show that any SCMG can be modeled as a FJQN/B in canonical form having the
same graph. The servers are identified with the transitions of the MG, and the buffers with the
places of the MG. Since each place of the MG has only one input and one output transition, this
implies that each buffer of the FJQN/B has only one upstream and one downstream server. The
initial marking of the FJQN/B is the same as that of the MG. Now, since the MG is strongly
connected, the number of tokens in each place is bounded (see e.g. [3]). Thus, the capacity
of each buffer of the FJQN/B can be set to the bound of the corresponding place of the MG.
Note that these bounds do depend on the initial marking of the MG. It is easy to check that
the resulting FJQN/B has exactly the same behavior as the SCMG.

Conversely, any connected FJQN/B can be modeled as a SCMG. Without loss of generality,
assume that the FJQN/B is in canonical form. With each server of the FJQN/B is associated
a transition of the MG and with each buffer connecting two servers are associated two places
connecting the two corresponding transitions in both directions. The initial markings of these
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two places are equal to the number of jobs and the number of holes of the corresponding buffer,
respectively. Now, since the FIQN/B is connected, this obviously implies that the MG is
strongly connected. Again, it is easy to check that the resulting MG has the same behavior as
the FIQN/B.

This equivalence between FJQN/B’s and SCMG’s is of interest for several reasons. On the one
hand, it means that all the results presented in this paper can readily be applied to SCMG’s.
On the other hand, some results can be borrowed from the theory of MG’s and adapted to
FJQN/B’s. This is especially true for qualitative properties presented in the next section.

4 Qualitative Behavior of FIQN/B’s

In this section we establish some qualitative properties of FJQN/B’s. Such properties are similar
to those that have been obtained for Marked graphs [10]. Consider a FIQN/B § = (N, M)
that is in canonical form. Let C be a cycle in M. Let us define an arbitrary orientation of
this cycle. The set of edges E(C) can be partitioned into two subsets with respect to this
reference orientation. Let E+(C) be the subset of edges oriented according to the reference
orientation and E~(C) be the subset of edges oriented in the reverse direction. We have :
E*(C) + E~(C) = E(C). Note that if the reverse orientation is chosen as the reference, then
the two subsets are switched around. Also, if C is a circuit, the natural orientation leads to
Et(C) = E(C) and E~(C) = 0. According to the mapping «, this partition gives rise to a
partition of the set of buffers of cycle C : V4(C) = V,*(C) + V,(C).

We define the quantities I3 (M) and I (M) to be,

IZM) = > Mg+ > (Bi- M)
keV,t (C) keV,(C)

IZ(M) = > M+ Y (Be— M)
keV,”(C) kevt(C)

Here I (M) (respectively I5(M)) is the total number of jobs (respectively loles) in all buffers
corresponding to the reference direction plus the total number of holes (respectively jobs) in all
buffers corresponding to the reverse direction. Note that

Ig(M)-*—IE(M):B(;":‘ Z B,
keVy(C)

and
IZ(M)=1I[(B-M).
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We have the following invariance property that is satisfied by every cycle in a FIQN/B inde-
pendent of the service times and initial timing conditions.

Lemma 4.1 Let C be an arbitrary cycle in N'. The markings in this cycle satisfy the following

relation,

STOom®)+ Y. (Be-mult)) = [E(M), (4)
kevr(C) keV,~(C)

or equivalently
Y Be-m)+ 3 mi(t) = Ig(M), (5)
kevt(c) keV,(C)

independent of the service times and initial timing conditions.

Proof. It is easy to check that a service completion at any server belonging to this cycle does
not change the above quantities and thus they are invariant and equal to those corresponding
to the initial marking. 2

Henceforth we will refer to I} (M) and I; (M) as the invariants of cycle C. Note that in the
special case where C is a circuit, the above lemma states that the total number of jobs along
this circuit is an invariant. So is the total number of holes. For a closed tandem queueing
network this simply means that the total number of jobs in the network is a constant number
usually referred to as the population of the network.

We define the following relation between markings.

Definition 4.2 Let N contain n. distinct cycles Cy,---,Cp,. Let
I(M) = (If (M), I (M), -, I} (M)).

Then markings M and M’ are equivalent (written M ~ M') iff I(M) = I(M').

Let M be a marking, then R(AN,M) denotes the set of markings equivalent to M, i.e.,
RWN,M) = {M': M ~ M'}. Marking M’ is said to be reachable from marking M with
respect to AV if there exists some sequence of service completions (where timing constraints are
ignored) such that A/ can transit from M to M’. It has been established for untimed marked
graphs that marking reachability and marking equivalence, as defined above are the same (see
(10]). Hence, M and M’ are reachable from each other, in the absence of timing constraints,

iff M ~ M'. It follows from Lemma 4.1 that, in the presence of timing constraints, a necessary
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condition for a marking M’ to be reachable from a marking M is that it belong to R(A,M).
Note however that because of timing constraints, it is not, in general, a sufficient condition.
In the special case of a cycle-free FJQN/B, since there is no cycle, all markings belong to the
same class. For a closed tandem queueing network, all markings corresponding to the same
population of the network belong to the same class.

A FIQN/B § = (N, M) is said to be deadlocked if it is impossible for any server to commence
a service period, i.e., every server is either starved, blocked, or both. The FIQN/B § is said to
be deadlock-free if R(A, M) does not contain any deadlocked marking. We have the following
result.

Theorem 4.3 A FJQN/B with initial marking M is deadlock-free iff the following relation is
satisfied,
IZ(M)>0and Iz (M) >0, YC,

or equivalently
0< Ig (M) < Bc.

Proof. This property can easily be obtained from a similar result pertaining to SCMG’s [10]
using the equivalence between FJQN/B’s and SCMG’s. [

Note that if C is a circuit, the above condition states that there is at least one job and at least
one hole along the circuit.

The following result was obtained in the context of MG’s (Theorem 6 in [10]) and thus also
holds for FIQN/B’s.

Lemma 4.4 For any sequence of service completions such that the final marking is the same
as the initial marking, the number of service completions is the same for all servers.

Finally, we establish the following result that will be useful in the next section for proving the
independence of the throughput with respect to the initial marking. The proof of this result
can be found in the Appendix.

Theorem 4.5 Let S' = (N, M) and S? = (N, M?) be two deadlock-free FJQN/B’s that
differ only in their initial markings, i.e., M' # M?® If M' ~ M?, then by freezing an
arbitrary server, i, in N, S! and S? reach the same marking M where every server other than
1 is either blocked, starved, or both.
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5 Throughput

In this section, we focus on the existence of the asymptotic throughput of an arbitrary FIQN /B
and the equivalences, in term of throughput, between the FIQN/B’s with different initial timing
conditions and markings. Throughout this section, we assume, without loss of generality, that
all of the FIQN/B’s are in canonical form.

Before establishing the results of this section, we associate a precedence graph with the canonical
FIQN/B. Let S = ((V,, E, B), M) be an arbitrary deadlock-free FJQN/B. Consider a relation
<s between the pairs (i,n), where i € V,, n > 1.

Definition 5.1 The pairs (i,n) and (j,m) have the relation (i,n) <s (j,m) iff one of the
following relations is satisfied,

n=m-M,:;, t€psli). (6)
n=m~(Bji- M), 1€ s(J) (8)

Definition 5.2 The graph Gs = (V, ) is the precedence graph associated with S if

{(i,n) I n>1,3€ Va}

™
"

Remark. As we shall see later on, the edges in this graph indicate the ordering in which service
periods may commence in S. For example, an edge corresponding to relation (6) carries the
meaning that the commencement of the m-th service period at server j cannot occur before the
completion of the (n — M; ;)-th service period at server j, i.e., buffer (i, ) must be nonempty.
Similar interpretations can be given to the other edges.

Lemma 5.3 If S is deadlock-free, then the precedence graph Gs is circuit-free.

Proof. Suppose there is a circuit
C= (ilvnl) - ('1:2,77,2) - "(ik,7lk) - (ilsnl)

in Gs, k > 1. According to relations (6)-(8),



which implies that
ny=ng == ng,

which further implies that #;,%2,--,%; are distinct and form a circuit in A. Let iy = 1.
Using now the definition of Gs, we obtain that for j = 1,---,k, either

ij € pa(ij+1)’ and Mi,.i,“ =0,

or

Y € 3,(1j+1), and Mi:-bl»'} = Bi1+l,i;‘

Theorem 4.3 can now be applied to show that S is not deadlock-free. Therefore, Gs is circuit-
free. | |

We now study the behavior of the throughput of S. The existence of the limit in equation
(2) will be shown in Theorem 5.6 below. We establish first the evolution equations of S that
capture the synchronization mechanisms (e.g., starvation and blocking) of S.

Lemma 5.4 If S is deadlock-free, then the evolution equations are:
Di,l(s,Y) = 0;1 + max <YH max Dj,l—Mj,i(sa Y)’ max Dk,l-(B. x~M, k)('s’ Y)) y (9)
J€ps(3) k€sy(i) ‘ ‘

Din(S,Y) ' = 0Oinp + max (Di.n—l(sv Y)’jg’:ﬁ) DJ',"-M;.i(S: Y), k‘g,% Dk.ﬂ-(Bi,k-M-,k)(s’ Y)) ’
VieV, n>2, (10)

where, by convention, D; .(S,Y)=0,n<0.

Proof. One can show these relations by induction on the vertices of Gs using the following
facts.

server i can begin service only after time Yj;

e a server can begin service of the n-th job if and only if the previous n — 1 jobs have
completed, all the preceding buffers are non-empty, and all the succeeding buffers are
non-full;

e a server without predecessors in G is never starved,;

e a server without successors in G is never blocked.
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The detailed proof is left to the interested reader. [ |

Based on these evolution equations, we can express the departure times in § by the lengths of
paths in Gs. Let P(i,n) be the set of all paths that end at node (¢,n) € V.

Lemma 5.5

k
Yo+ ) Oipmys Vi€V, n21 (11)
h=1

Dia(S,Y) = max
i P=((s1,n1) == (ik,mg)=(E,n))EP(isn)

Proof. The proof can be carried out by simple induction on the vertices of Gs in using Lemma
5.4. n

We are now in a position to show the existence of the throughput.

Theorem 5.6 Let S be an arbitrary deadlock free FJQN/B. Assume that the service times are
jointly stationary and ergodic sequences of integrable RV’s. Then there ezists a constant u such
that for all Y € R+™,

. Du(S,Y
p = lim -—( ) a.s. (12)

n— 0o n

Proof. Let P denote the set of all paths in Gs. For all 1 < m < n, define

k
X = max > Gipnn
h=1

- P=((iym1)——(ixnx))EP, n1=m, ny=n
It is easy to check that forall1 < m <l < n,
Xm.n < Xm,l + X1+1,n

Therefore X,, » is a subadditive process. Since the service times are jointly stationary. the

process Xy, , is stationary. Due to the fact that

the integrability of the service times entails that Xy, » is integrable. Using Kingman's theorem

on stationary ergodic subadditive processes (c.f. [19]), we obtain

a.s.. (13)

p= lim =
n—x N
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Observe that
/Yl,n < D”(S, Y) S Z+ Xl.na

where Z = max,ev, Y;, we get

g = lim D—"(f’—y) a.s..
n—oo n
The proof of the theorem can thus be concluded. [ |

Remarks:

1. The above theorem shows that, under the stationary and ergodic assumptions, the through-
put is independent of the initial timing constraints. The throughput of & corresponds to the
constant x introduced in the theorem and will be denoted hereafter as 8(S). A similar result
was obtained in {3] within the context of SCMG’s.

2. The existence of the throughput requires only that the service times form jointly stationary
and ergodic sequences of RVs with finite means. No independence of the service times is needed.
These assumptions trivially hold for i.i.d. r.v.’s.

Corollary 5.7 Let S be a FIQN/B. The throughputs associated with each server are identical,
0:(S,Y)=08(S,Y)=0(S),i=1,---,n,.

Proof. This is a consequence of Lemma 4.4 and the last theorem. |

We now establish that the throughput of a FIQN/B is independent of the initial markings
provided these initial markings are equivalent (cf. Definition 4.2).

Theorem 5.8 LetN = (V,, E,B) and let S* = (N, M) and §? = (N, M'?) be two FJQN/B’s.
If M ~ M?, then under the assumptions of theorem 5.6 and the further assumption that the

sequences of service times at different servers are mutually independent, the throughput of these
two networks are tdentical:

8(S!) = 8(S?).

Proof. Owing to Theorem 4.5, in freezing any server i in A/, S! and S? reach the same
state M. Let S = (N, M) be another FJQN/B which differs from &' and §? only in initial
markings. We are going to prove that



For this, denote by k;, j € V;, the number of times the server j has served in S! to reach the
final state M when the server i is frozen (k; = 0). Define the vector Y as follows:

k]
Y=Y > o

jevs =1
and Y; =0 for all j # <.

Let 7! = (S},Y) and 7 = (S,0). The sequences of the service times associated to 7! and
T are referred to as {0],}o%,, and {o;n}a21, J € Vi, respectively. Denote by m!(t) and
m(t) the markings of 7! and T at time t > 0, respectively. Using Theorem 4.5 yields that
m1(%,™) = m(0).

Since the sequences of the service times are independent and stationary, we can couple the
service times in S! and S in the following way:

l .
Ojn = Tjk;4ns n>1, jeV,.

Clearly, the sequences {0;n}7%1,j € V, defined as above are also independent and stationary.
Under such a coupling, one sees that for all ¢ > 0,

m(t) = mi(¥i +1).
Therefore, using Theorem 5.6 yields that
8(S') = 6(S).
Analogously, one can prove that
6(S%) = 6(S),

which entails that
8(S!) = 6(S?).

Remarks.

1. The above theorem shows that one of the basic assumptions made in [4] for deriving sta-

bility conditions for marked graphs holds when the sequences of the service times are mutually
independent. However, the service times at each server need not be independent of each other.

2. One can construct simple counterexamples which show that if the sequences of the service
times are dependent, the result of Theorem 5.8 does not hold.
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6 Reversibility in FIQN/B’s

In this section we formally define the reverse FIQN/B, 8™, of a FIQN/B S and show that when
given the same initial marking, they exhibit identical throughput. Throughout this section we
will assume that S is in canonical form. We begin with the definition of the reverse of a
FIJQN/B.

Definition 6.1 The FJQN/B ST is the reverse of S = (N = (V,, E, B), M) if it contains the
same servers, buffers, buffer sizes, and initial marking as S but the reverse of all of the edges
in S, i.e., 8" = (N = (V,,E",B"),M") where E" = {(i,7)|(j,i) € E} and M]; = M;; and
B; = Bj;, (j,i) € E.

To be more precise, it is necessary to define a new mapping #"(¢,7) = w(J,2), (J,%) € E such
that M} = My, k € V4. Note that M"™ and M are really the same as are B” and B. However,
we introduce different symbols to account for the difference in the direction of the edges in
S and S™. Note that the reverse, S7, of S has the same structure as its full dual, S/, i.e.,
A" = N4, They only differ by their initial marking: M™ = M while M/ = B — M. Note also
iliat there is a one to one correspondence between cycles/circuits in S and S™. This allows us
to establish the following result regarding the deadlock-free properties of S and S".

Lemma 6.2 The FIQN/B S is deadlock-free iff the reverse FIQN/B 8" is deadlock-free.

Proof. Let C be a cycle in S and let C” be the corresponding cycle in S™. Let the arbi-
trary orientation of C” be the reverse of that of C. Then, it is relatively easy to show that

I (M™) = IZ(M) and I5.(MT) = IZ(M). Since there is a one to one correspondence be-
tween cycles in S and S”, each satisfying this relationship, it follows from Theorem 4.3 that S
is deadlock-free iff S” is deadlock-free. [ |

The main result of this section is
Theorem 6.3 Let S = (N, M) be an arbitrary deadlock-free FIQN/B, and 87 = (N7, M) be

the reverse FIQN/B of S. If the service times are jointly stationary reversible ergodic sequences
of integrable RV’s, then

6(S) = 6(S7) (14)
Before proceeding with the proof, we show some preliminary Tresults.
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Let S* = (N™ = (V,,E",B"),M") be the reverse FIQN/B of § = ((V;,E,B),M). Let
P5(3) = 84(i) and s;(i) = p,(i) denote the sets of predecessor and successor servers of server i

in A7, respectively. Denote by o7, the n-th service time of server ¢ in §". Let D,(S",0) =

max;ev, Din(S",0).

It follows from Lemma 5.4 that foralli e V,, n > 1,

D;a(S7,0) = 0], + max (Di.n-l(srs 0),1.2})?&) Djn-m;,(S7,0), Jpax, Din-(8: ,-M;,)(S", 0))
(15)

where, by convention, D; »(57,0) =0, n < 0.

Denote by <s- and Gs- = (V7,£") the precedence relation and the precedence graph associated
with ST, respectively, viz. (i,n) <s- (7, m) iff

n=m-M., i€piJ), (16)
n=m-1, i=7, : (17)
n=m—(Bj;-Mj;), i€sj) (18)

and
Vi o= {(i,n)|n21,i€Vs}
£ {G,n) = (m,5) | (3,n),(4,m) €V, (i,n) <sr (4, m)}

It follows from the fact that S is deadlock-free and Lemmas 5.3 and 6.2 that Gs- is acyclic. Let
PT be the set of paths of Gs-. Similar to Lemma 5.5, we have

k
D,(S",0 max ol V> 1 19
(50 Pr=((izny) =~ (ie.nk) JEP", ni=n hzz:l e - (19)

Lemma 6.4 Foralli,j€ V,,and alln,m,[ 2> 1, withn > m, n > |,
(j? I) ~s ('1m) < (i)n - m) <sr (jvn - I)

Proof. Suppose first (j,I) <s (i,m). If € s,(¢), then
m-1=Bi;-M;=B;,-M; (20)
and j € pi(7) so that i € s}(j). Using now (18) together with (20) we obtain that

(4,n = m) <sr (7yn = 1).

The remainder of the proof can be carried out in an analogous manner. |
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Lemma 6.5 Assume that the sequences of the service times are jointly reversible. Then for all
n > 1, the service completion times Dy(S,0) and Dy,(S7,0) have the same distribution.

Proof. Forany n > 1, set a{’m = Gint1om, m = 1,2,---,n. We rewrite relation (19) as
follows
k
Dn(ST’O) = P'=((i1.ﬂx)—*-"T(%f,nk))eP', ne=n ’goih.n-i-l-nh
k
- P'=((i1.ﬂx)-°----'($%‘:))€P'. n =ln=n hg Tinntl-ny-

An application of Lemma 6.4 yields

k
D,(S87,0 max Cipn+l
~(5%.9) P=({ixn+1-ng)—-—(i1,n+1-11))EP, ntl-n;=1, n+l-nj=n I;X=:1 i

= Dq(S,0). ' (21)

According to the reversibility of the service times, the sequences {07, }%_,, i € V; have the

same joint distribution as {¢im}m=1, ¢ € Vs. Thus
Du(S87,0) =p Du(5,0), n2>1. (22)

The proof of Theorem 6.3 follows immediately from (21) together with Theorem 5.6.

Remark. As the focus of this section was to prove the equality of the throughputs of a FIQN/B
and its reverse, it was not necessary to consider initial timing conditions other than Y = 0.
However, the transient result found in Lemma 6.5 can be shown to hold for an arbitrary initial
timing condition.

Remark. One can define a partial reverse of a FIQN/B S where only some of the edges are
reversed. However, we have not discovered any interesting properties for this class of FJIQN/B’s
as we have for the full reverse.

7 Symmetry Properties

In this section we show that the throughput of a FIQN/B with a given initial marking is
identical to the throughput of the same FJQN/B with symmetrical initial marking. This result
is obtained by combining the reversibility and duality properties of FIQN/B’s.
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Consider a FIQN/B S = (N, M) and let §° = (N*, M) be the same FJQN/B except that its
initial marking is symmetrical to the initial marking of §, that is A”* = A and M* = (B - M).
Note that the initial marking of jobs in S° corresponds to the initial marking of holes in S and
vice-versa. Now, it is easy to check that S° can be obtained from S by applying the reversibility
and the duality transformations in any order. That is, S° is the full dual of the reverse of S or
equivalently S* is the reverse of the full dual of S. Then, we have the following results which are
readily obtained from the above observation. Actually, Corollary 7.1 follows from Theorem 3.3
and Lemma 6.5, whereas Theorem 7.2 follows from Theorem 3.3, Corollary 3.4, and Theorem
6.3.

Corollary 7.1 Assume that the sequences of the service times are jointly reversible. Then for
all n > 1, the service completion times D,(8°,0) and D,(8,0) have the same distribution.

Theorem 7.2 If the service times are jointly stationary reversible ergodic sequences of inte-
grable RV’s, then the throughput of @ FJQN/B with initial marking B — M is the same as with
initial marking M, i.e. : '

0(5*) = 6(S) (23)

Remark. It should be noticed that the equivalence between § and S* is only in terms of the
throughput since the reverse transformation only preserves the throughput.

When Theorem 7.2 is applied to some particular classes of FIQN /B, various results of practical
interest can be obtained. In order to illustrate this, let us first consider the case of a closed
tandem queueing network A (see Figure 3). Such a network consists of exactly one circuit, say
C. Let N = Ig(M) be the invariant of this circuit. We have N = Y~ M, which is often referred
to as the population of the network. Let B be the total buffer capacity of A/, that is the sum
of the capacities of all the buffers. We have B = }_ Bj. Then, from Theorems 5.8 and 7.2 we
get :

6(N,B - N)=60(N,N) (24)

That is, the throughput of the network with population B— N is the same as with population ¥,
for any 0 < N < B. This result was conjectured by Onvural and Perros {25] for exponentially
distributed service times, and first proved by Dallery and Towsley {11] under the assumption
that service times are characterized by phase type distributions.

This last result can be generalized considerably, especially to closed networks with series parallel
fork-join mechanisms. However, some restrictions must be made so that the symmetry property
of Theorem 7.2 can be interpreted in terms of a symmetry with respect to the population of the
network. So, let us consider a closed series-parallel fork-join network. Let N be the population
of the network and let M be any initial marking consistent with this population of customers.
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Then, it is easy to check that this marking is such that the invariants of all the circuits are
equal to the population of the network, i.e., Ig(M) = N for all C. Now, let us consider the
symmetrical initial marking B — M. The corresponding invariant of circuit C is 1; (B-M).
Now, we have :

I}(B-M)=1I;(M)=Bc-I(M)=Bc-N

For this symmetrical marking to be consistent with a population of the network, all the quanti-
ties IX(B — M) must be identical. This is true if and only if all the quantities B¢ are identical,

i.e., Bc = B, for all C. In this case, the corresponding population is B — N. So from Theorem
7.2, we have :

Corollary 7.3 If the service times are jointly stationary reversible ergodic sequences of inte-
grable RV’s, then the throughput of a closed series-parallel fork-join network with population N
is the same as with population B — N provided that Bc = B for all circuits C.

For the network of Figure 4, it is easy to check that the condition in Corollary 7.3 is satisfied
iff By + B3 = B4+ Bs + Bg and Bg + Byo = B11 + B12 = Bz + Bha-

Closed series-parallel fork-join networks are just an example of the applicability of the symmetry
property. There are other FJQN/B’s for which Theorem 7.2 can be interpreted as a symmetry
property with respect to populations of customers.

8 Extensions and Applications

In this section, we briefly discuss several extensions and applications of the results presented in
this paper.

8.1 Infinite buffers

Throughout the paper, we assumed that all buffers have finite capacity. It is however possible
to handle certain FJQN/B’s with infinite buffers provided that they can be transformed into
FIQN/B’s with all buffers having finite capacity. Let us first establish the following result.

Lemma 8.1 Consider a FJQN/B having some infinite buffers. Consider any infinite buffer k
that is part of a cycle C. Define an orientation of the cycle according to the direction of the
flow of jobs through this buffer. Then, if all of the buffers oriented in the reverse direction have
finite capacity, this infinite buffer can equivalently be replaced by a finite buffer with capacity

set equal to the invariant of the cycle, ie. : By = ICT(M).
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Proof. Since all buffers in the reverse direction have finite buffers, it is easy to check that
equation (4) still holds and that the quantity IX(M) is finite. Now, equation (4) implies that
the number of jobs in buffer k at any time, m(t), is bounded by Ig(M). Thus, the buffer &
can be replaced by a buffer of finite capacity I} (M) without modifying the behavior of the
network. 5

Consider a FJQN/B with a subset of buffers having infinite capacity. The transformation
described in lemma 8.1 can be applied repeatedly to any infinite buffer that is part of a cycle
such that all buffers in the reverse direction have finite buffers. We note that an infinite buffer
that did not originally satisfy the condition in lemma 8.1 may satisfy it after a certain number
of transformations on other infinite buffers have been performed. So, this procedure must be
applied as long as the resulting FJQN/B has at least one infinite buffer that can be transformed
into a finite buffer.

We note that any infinite buffer that is part of a circuit can always be replaced by a finite
buffer since in this case the condition in lemma 8.1 is obviously satisfied (there is no buffer in
the reverse direction). On the other hand, any infinite buffer that is not part of a cycle can
never be replaced by a finite buffer.

A typical example for which this transformation can be performed is a closed tandem queueing
petwork with infinite buffer capacity. Let N be the population of this network, that is the total
number of jobs in the network. The graph of this FIQN/B consists of a single circuit. As a
result, all the buffers can be replaced by buffers having a finite capacity N. More generally, any
closed series-parallel fork-join network with infinite buffers can be transformed into a FIQN/B
with all finite buffers.

Now, if the final FJQN/B is such that all buffers have finite capacity, all of the results presented
in the paper can be applied to it. Some of these results can then be reinterpreted on the
original network. It is the case for all the results pertaining to the throughput and reversibility
properties that presented in Sections 5 and 6. On the other hand, the symmetry property
has no interpretation for the original network since the buffer capacity vector B of the final
FJQN/B is a function of the initial marking M.

Finally, we note that the behavior of a FJQN/B having infinite buffers that cannot be trans-
formed into finite buffers is more complex. In fact, such FJQN/B’s are equivalent to (non-
strongly connected) Marked Graphs, so that we are faced with the problem of stability. Results
obtained by Baccelli et al. [3,4] can be applied to these FIQN/B’s.



8.2 Population constraints

Consider a FJQN/B with an initial marking, S. Now, suppose one would like to add a restriction
on the total number of jobs that can be present between a pair of servers, say i and j. For sake
of simplicity, we assume that there is a single path between these two servers. Let By be the
total buffer capacity among all of the buffers on the path between servers i and j. Server i is
prevented from working if the total number of jobs between i and j is equal to a given value,
say P, with P < By. This population constraint can easily be modeled by adding a buffer
between server ¢ and server j having a capacity B;; = P. The initial marking of this buffer is
equal to the sum of the initial markings of the buffers between server : and server j. Let S’
denote the resulting FIQN/B.

Consider the reversibility property. Let 8™ be the reverse of S. Let 8™ be the network obtained
from S™ by adding a population constraint of size P between server j and server ¢ in the same
way as for S. Now, it is easy to check that S™ is the reverse of &’ and as a result they have
the same throughput. So, 8™ with a population constraint in between servers j and i has the
same throughput as S with the same population constraint between servers ¢ and j. Thus,
reversibility holds for FJQN/B’s with population constraints.

Consider now the symmetry property. Let S° be the symmetrical network of S. Let S* be
the network obtained from S°® by adding the population constraint of size P between server i
and server j in the same way as for S. Now, one can check that $¥ is not the symmetrical
network of S’ and as a result they do not have the same throughput. So, S with a population
constraint of size P between servers ¢ and j does not have the same throughput as S°* with
the same population constraint. Thus, symmetry does not hold for FIQN/B’s with population
constraints.

8.3 Multiple servers

All of the results presented in the paper hold for single servers. Let us now briefly discuss the
case of multiple servers. First, it is easy to check that the results pertaining to equivalence
and qualitative properties (Sections 3 and 4) hold in the case of multiple servers. Especially, a
FJQN/B with multiple servers has the same behavior as any of its dual. This again follows from
the job/hole duality. It should however be emphasized that duality holds under the convention

that there is no space on the servers, that is the capacity of the buffers includes the server
spaces.

On the other hand, the results pertaining to the throughput cannot easily be extended to
multiple servers. The reason is that the results presented in Section 5 were based on the fact
that the behavior of the network can be described by (mmax,+) equations (see Lemma 3.4). This
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is no longer true in the case of multiple servers. More important, the reversibility property does
not hold for multiple servers, in general. The problem we are faced with is that overtaking
may occur. This fact was already pointed out in the case of tandem queueing networks with
blocking after service in (31].

There is, however, an important case for which overtaking cannot occur. It is when all multiple
servers have deterministic service times. So, in that case, all of the results presented in this
paper, especially reversibility and symmetry, still hold.

8.4 Unreliable servers

Let us finally consider the case of unreliable servers. For the sake of simplicity, we restrict our
attention to the case where for each server, the service times, the times to failures (up time)
and the times to repair (down time) are i.i.d. random variables. Also, we assume that failures
are operation dependent, that is a failure can occur only when the server is working. Whenever
the server is idle (starved or blocked), the failure process is stopped. In this case, the service
period of a server corresponds to the so-called completion time [15,24], that is the total time
between the beginning and the completion of the operation. This time is the sum of the service
time and the repair times corresponding to the failures that occur during the processing, if any.
Suppose now that the time to failure is exponentially distributed. In this case, it can be shown
(see e.g. [24]) that the resulting service period are i.i.d. random variables. Thus, all the results
presented in the paper can still be applied.

9 Conclusions

In this paper, we have shown various quantitative as well as qualitative properties of the
Fork/Join Queueing Networks with Blocking (FJQN/B’s). The blocking mechanism analyzed
throughout the paper was the so-called blocking before service. This class of queueing networks
is in fact equivalent to the class of strongly connected marked graph in the sense that they can
be simulated each other.

We have established the one to one correspondence between the marking distributions of a
FIJQN/B and of its duals, both in transient state and in steady state. We have also proved the
existence of asymptotic throughput and its independence on the initial marking configuration.
We have further shown that the reverse of a FJQN/B has the same throughput as the original
network. Last, by combining the equivalence results for duals and the reversibility results, we
have derived the symmetry property for FJQN/B’s. The results obtained in the paper hold
under fairly general statistical assumptions, and hold, in particular, when the service times are
ii.d. random variables. ‘
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Future research topics include investigating the applications of the reversibility of FIQN/B to
queueing networks with blocking after service [12], as well as extending the the FIQN/B model
by allowing random routing.

Appendix: A Proof of Theorem 4.5

Without any loss of generality, we assume that the FIQN/B under consideration is in its
canonical form. It is clear that when a server 7 is frozen, all other servers will be blocked,
starved, or both, after a bounded number of service periods. Let m! and m? denote the
markings of Sy and Sz, respectively, when such a situation occurs. We will prove m! = m? by
contradiction.

We shall refer to the components of m’ as m{hlz, J = 1,2 and ({;.03) € £, Assume that
m! # m?. Then there exists at least one buffer (j, k) € E such that m}, # m? . and there is
either a chain 41 = 4,43,...,150-1 = J, 4, = Kk or 4y = t,43,...,%,-1 = k,%;, = J where all of the
buffers on the chain, except (j, k) have the same markings in both m! and m2. We will assume
that the chain is ¢y = 4,42,...,%,_1 = j,%, = k. The other chain can be treated in a similar
way. There are two cases depending on whether (7, k) is part of a cycle or not.

i) (4, k) is not part of a cycle. In this case, it is not difficult to show that m}‘k = mfk =0

which contradicts the assumption that m} differs from m? .

ii) (j,k) is part of a cycle. Without loss of generality, we assume that m}, > m?, > 0.

Beginning with the chain ¢,...,1;,, the following algorithm constructs a chain P that contains
a cycle C in N which will either be deadlocked or have a different invariant measure in S; than
S3. Both of these contradict the assumptions made in the theorem.

Algorithm:

1. initialize
direction := downstream; P := {iy,...,i;, }; v = lo:

2. main body of algorithm.
if direction = downstream then
if there exists n € s,(i,) such that m} = B; .

tr,n
then choose n to be part of the chain P;
else direction := upstream; go to 2;

else
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if there exists n € py(ir) such that m}; =0
then choose n to be part of the chain P;
else direction := downstream; go to 2;
if n = {; € P then return C = (4,441, +,% ) and stop;
elser:=r+1;¢:=n; P:= P+ {i,};
go to 2.

First, we show that this algorithm will terminate. Consider any server a € V,, a # ¢, that is
contained within one or more cycles. According to the assumption of the theorem it is either
starved, blocked, or both. Hence, either ps(a) contains a buffer that is empty or sp(a) contains
at least one full buffer, or both. Hence, whenever we examine the last server on chain P, i,, we
will always find either a server n € s,(i,) such that buffer (i,,n) is full or a server n € p,(i,)
such that buffer (n,i,) is empty. Consequently, the algorithm always identifies a new server
during each execution of 2. Clearly the algorithm will terminate as V5 contains a finite number
of servers.

It should be clear from the behavior of the algorithm that it never returns C = (i,_;,i,).
1

This is because whenever (i,.;,%,) € E, then m; _ ;. > 0 and whenever (i,,i,_1) € E, then

m}”ir_l = 0. Consequently, i, can never be a candidate for the next server on the chain after
ip.

This algorithm produces a cycle that is in one of two forms depending on the position of 3
with respect to ¢,. If [ > lo, then we claim that the algorithm produces a cycle in which
all of the buffers oriented in one direction are empty and all of the buffers oriented in the
opposite direction are full. Consequently A in conjunction with marking m?! is deadlocked.
This contradicts the assumption that S; was deadlock free.

Consider the case that ! < lo. Orient the cycle so that (4,_1,%,) is pointed upstream within
the cycle. The buffers in the cycle divide into five groups, Vg contains (éj,-1,11,), V; contains
all of the buffers in the cycle between server i; and server 7;,_; with the same orientation as
(%151, &1, ) Within the cycle, V; contains all of the buffers in the cycle between server i; and server-
i,—1 with orientations opposite to (¢j,-1,%,) within the cycle, V3 contains all of the remaining
buffers with the same orientation as (%;,_1,%,) not in ¥p+ V1, and 1y contains all of the buffers

not in V, that have an orientation opposite to that of (iy_1,4,). Now the invariant for this

cycle is
IEma) = mig+ 3 mi+ 3 (By-m)+ ) By+ ) By,
beVy 137 beVs bel,
> mi+ Yy mp+ Y (Bo-my)+ . mp+ Y (By—mi),
bV, bet; beV: bevy
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> ml+ Smi+ S (Bo-mh)+ Y mi+ Y (By—md),

beW, beVs beVs beV,

= Ig(Tng)

Consequently m; # mg which can only occur if M, # M, which contradicts the statement of
the theorem. [ |
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